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Summary:
This guide presents anerview of filtering methods and the softwe which is gailable in the
HPL.

1. What is filtering/smoothing?

Smoothing is an operation which remes high-frequencfluctuations from a signal. bapass

filtering is another term for the same thingt s restricted to methods which are linear: i.e. if you
want to filter a signal x(t)+y(t), it does not matter whether you apply the filter before or after add-
ing the two signals. Such linear operations can be described by a frgqesponse. All methods
described here are lingavith the &ception of cure fitting.

2. Why (low-pass) filtering?

Random noise can greatlyfedt the result of certain types of analysiwolimportant &amples

are: quantification of peaks in the signal (noise can shift the location of the peak, and leads to sys-
tematic @erestimation of the height of the peak), andedéntiation (noise is amplified by téf-
entiation). Alvays consider filtering before these types of data analysis. Since random (or ‘white’)
noise is distribted wer all frequencies, and signal is typically limited tev loequencies, a reduc-

tion of high frequeng components will impree the signal/noise ratio.

3. Methods and softwae

3.1. Analog (RC, esistorcapacitor) filter
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The frequeng response ii a 1st order Butterthfilter, and really easy to mak<1 Stano-hour),

cut-off frequengy f, = . Connect this between your signal source (transducer or amplifier)
and the A/D cowverter i?y@u%mnt to get rid of high frequencies before the signal is sampled.
Remember the sampling theorem: if the signal contains frequencies which are higher than half the
sampling frequeng you can get erroneous results. An analog filter is the oamjytavmale sure

that high frequencies ddmeach the A/D corertet




The frequeng response (defined as the ratio between input and output amplitude for asne w
of frequeng f) of annth order Buttenarth filter is:
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Higher order analog filters are much harder toenakl Stano-day).

3.2. Digital filters

Digital filters are implemented as a computer program that transforms sampled data. E.g. 2nd
order recursie filter:

The term ‘recursie’ means that past yalues are fed back to the input. The relationship between
input samplesy; ... x,,) and output sampley...y,) is illustrated in the follwing diagram:



(only for recursie filter)
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KinTrak:

Uses a double recuva 2nd order Butterarth filter. This is a 4th order filter (since the asymp-
totic response i$ ) but NOT a 4th ordeButterworth filter because its frequepncesponse is
the square of the 2nd order filter:
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Matlab functions:

BUTTER: get codifcients a,b,... for a Buttewvth filter with specific order and cutfdfequeny
FILTER: filter data

FILTFILT: filter data twice, fonard and reerse

Notes:

1. Recursie digital filters alvays hae a time lag between input and output, non-recerfdters
(where y is not fed back to the input side) can be made with zeredag mot allev a good
approximation to a Butterwth filter. Solution for the time lag problem: filter twice, second time
in reverse direction.

2. Digital filters require constant sampling intrv

3. It is not (yet) clear to me hwothe Matlab implementation deals with boundary conditions.

3.3. Curvefitting (or non-linear regression)

Matlab functions:

POLYFIT to get codicients of best-fitting polynomial

POLYVAL to evaluate polynomial at arbitrary timahes

POLYDER to evaluate first deviative at arbitraty timealues
LEASTSQ(‘model’, parameters) for other nonlineagression problems

Other softvare:
spreadsheet (Lotus, Excel), statistics (SPSS, SAS).

Applications: e.g. quantification of force-deformation asv



Notes:

1. Apply only when underlying function is simple; high order polynomials are dangerous when
extrapolated and ge laige errors in devatives at the endpoints.

2. Does NO correspond to aVo-pass filter! (frequencresponse depends on data)

3.4. Smoothing splines

A nth degree spline functiorf (t) is a piecerise nth degree polynomial function. The polynomi-
als are joined at the ‘nodeg-yalues in the input data) in such aythat all dexiatives up to the
(n—1) th are continuous. Whin these constraints, the functidiit) is selected which mini-

mizes: . )
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where {;, x;) are the rav data samples, arid¥ denotes th&th dervative of f (t). The weight

factorp is the smoothing paramet&vith p = 0, an interpolating spline will be obtained, with

p = o a least squares fit of the entire dataset using a single polynomigireége—1)/2 (e.g.

a straight line fom=3. Intermediate alues gie a compromise between good fit (the first term in

the equation) and the smoothness (the second term). reedeshould be oddn = 3,5,7 for
cubic, quintic, heptic splines.

Matlab function:
CSAPS: 3rd dgree (cubic) smoothing spline

Stand-alone program:
GCV: ary odd order spline, with mgroptions to select smoothing parame8se documentation
(FrameMaler file) ~bogert/help/gcim.

Fortran library:

GCVSPL: this library by Herman dlring is used in the GCV program and can also be used in
your avn Fortran programs. QU can interdce it with Matlab too. See http://wwkin.ucalgry.ca/
isb/software.

Notes:
1. Sampling interal does not hae to be constant for a spline method.
2. Differentiation is not an additional finite fdfifence approximation, as in the digital filtaut
can be done directly from the equations of the polynomials. The GCVSPL package includes a
function SPLDER (spline desative) that does this for you.
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3. Boundary conditionsf = 0, so use quintic spline if you need acceleration.

3.5. Fourier analysis

Matlab:



FFT (fast fourier transform), follwed by reduction of amplitudes of high frequencies, fodid
by IFFT (inverse ft)

Notes:

1. Simply setting high frequencies to zero can cause ‘ringing’ near sudden transitions in the input
signal.

2. Boundary conditions.f(n)(O) = f(n)(T) for function f = 0) and all dewnatives

(n = 1,2, ...). Real meement data (especially nogetic data) does not satisfy these condi-

tions.

Both dravbacks are to sometent a/oided in the method published by Hatze (1981).

4. Choosing the ‘optimal’ filter

This is typically an interacte trial and error process. The goodness of a filter is best based on
visual inspection of the results. Also note that it depends on the subsequent steps in the analysis
too. For instance, a good filter for peak detection may be one which reduces noise to 1% of the
signal. The same filter may not be good fofedléntiation, because the noise in thedde is

still to high. Filters for difierentiation typically need awer cut-of frequeng.

The GCV softvare includes te optimization methods to select a @le objectrely. The first
requires an estimate of the magnitude of the noise, the second (the generalizealidatssv
criterion) tries to mad an estimate of the noise. The latter method tends natrtowell for
choosing an optimal filter for ddrentiation (it tends to smooth not enoughit, your mileage
may \ary.
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NOTE: if you suggestions for additions or revisions to this document, please contact me at
bogert@acs.ucalgary.ca



