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TRUNK STABILIZATION, ADAPTATIONS TO ENVIRONMENT, TASK AND PAIN 

Jaap van Dieën, Department of Human Movement Sciences, ‘Vrije Universiteit Amsterdam’, 
Amsterdam Movement Sciences, Amsterdam, the Netherlands 

j.van.dieen@vu.nl 

Trunk  stabilization  can  be  defined  as 
maintaining  control  over  trunk  posture  and 
movement, in spite of the disturbing effects of 
gravity  and  mechanical  perturbations. 
Adequate  trunk  stabilization  is  required  for 
precise hand movements,  for ballistic arm or 
leg  movements  and  for  control  of  balance. 
Moreover,  inadequate  stabilization  of  the 
trunk may be a cause of injury and could play 
a  role  in  the development and  recurrence of 
low‐back pain (LBP). In this presentation, I will 
provide a review of how the trunk is stabilized 
in  healthy  subjects  and  how  stabilization  is 
adapted  to  changes  in  environment  and  the 
task performed and to the occurrence of pain. 
In  a  stable mechanical  environment,  healthy 
subjects  stabilize  their  trunk  relative  to  their 
pelvis, by means of low levels of co‐activation 
and feedback responses of trunk muscles. Co‐
activation is increased when perturbations are 
expected but not fully predictable. In addition, 
in  such  threatening  conditions,  healthy 
volunteers  preferentially  recruit  lumbar 
compared  to  thoracic  bundles  of  the  trunk 
extensor  muscle  group,  which  is  consistent 
with  a  strategy  to  stiffen  the  lumbar  spine. 
Feedback  responses  are  generated  based  on 
proprioceptive,  visual,  vestibular  and  tactile 
inputs  resulting  from  perturbations,  with 
feedback gains for each of these  inputs being 
dependent  on  the  mechanical  environment, 
task  instruction,  and  on  the  amplitude, 
frequency and direction of perturbations. For 
example,  in  unstable  environments  and with 
increased  perturbation  frequencies,  head‐
bound  visual  and  vestibular  inputs  are 
upweighted  relative  to  other  inputs  and, 
related to this, the kinematic strategy changes 
from  trunk  on  pelvis  stabilization  towards 
trunk and head in space stabilization.  

In  patients with  LBP,  evidence  for  increased 
co‐activation and for preferential recruitment 

of  lumbar  trunk  extensor muscles  has  been 
reported.  In  previous  work,  we  have 
suggested  that  these  changes  in  muscle 
recruitment may reflect a protective strategy, 
adopted by LBP patients to deal with impaired 
feedback control. Systematic reviews  indicate 
that proprioception can be  impaired and that 
feedback  delays  may  be  increased  in  LBP. 
Stiffening  of  the  lumbar  spine  through 
feedforward  muscle  recruitment  may  be 
required  if  this  is  the case.  Inconsistencies  in 
the evidence  for  the  feedforward  changes  in 
trunk  muscle  recruitment  suggest  that  such 
adaptations  are  observed  in  a  subgroup  of 
patients only. However, recent evidence from 
my  lab  indicates  that  LBP  patients  quite 
consistently  show  a  decreased  trunk 
admittance,  i.e.,  a  decrease  in  trunk 
displacement  for  a  given  perturbation  force. 
This  decrease  in  admittance  was  driven  by 
increased  proprioceptive  reflex  gains  in  a 
group  comprising  mainly  younger  patients, 
and  by  feedforward mechanisms  in  another 
mainly  older  group  of  patients.  While 
generally older subjects (patients and healthy 
controls)  were  characterized  by  longer 
feedback  delays,  delays  were  not  different 
between patients and controls. The decrease 
in  admittance  in  patients  was  correlated  to 
cognitions about pain as signaling a significant 
threat.  Overall,  it  appears  that  changes  in 
trunk  stabilization  in patients are adaptive  in 
nature,  but  it  is  unclear  whether  such 
adaptations are needed, or whether they are 
driven by possibly unjustified cognitions about 
pain.  An  open  question  is  whether  the 
enhanced  trunk on pelvis  stabilization  in  LBP 
patients limits their adaptability to changes in 
task  or  environment  and  for  example 
hampers  switching  to  trunk  in  space 
stabilization. 
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OSSEOINTEGRATION FOR AMPUTEES 

Adjunct Professor Munjed Al Muderis 

munjed@almuderis.com.au 

A/Prof Munjed Al Muderis is a world leader in a 
revolutionary technology known as 
Osseointegration which offers amputees an 
alternative to traditional socket mounted prostheses. 
The Osseointegration Group of Australia has helped 
more than 300 amputees walk again. A/Prof Al 
Muderis' ambition to help disabled people started 
when he was a young child watching “The 
Terminator” movie. This passion inspired him to 
develop this technology to help amputees 

rehabilitate with enhanced mobility, comfort, 
reduced pain and overall achieving a significantly 
better quality of life. In the presentation A/Prof Al 
Muderis will share his experiences in developing 
this novel surgical procedure and highlight how this 
technology has evolved and advanced to date. 
A/Prof Al Muderis will discuss the latest innovative 
technology and surgical responses to limb injury and 
share with the audience the latest research results 
from around the world.       



DIFFERENTIAL STRAIN IN SOLEUS AND LATERAL GASTROCNEMIUS SUBTENDONS IN RAT 
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1University of Jyväskylä, Finland 

2Vrije Universiteit Amsterdam, The Netherlands 
1Corresponding author email: taija.finni@jyu.fi 

INTRODUCTION  
Achilles tendon (AT) comprises of three subtendons 
arising from three muscles comprising the triceps surae 
[1]. The soleus (SOL), and lateral (LG) and medial (MG) 
heads of the gastrocnemius muscle have different 
properties and cross a different number of joints, which 
may lead to uneven loading of the tendon. Recent imaging 
studies have revealed that there can be uneven 
displacement within the AT [2], but they have not been 
able to identify the specific anatomic locations of the shear 
in respect to the AT subtendons. We tested the hypothesis 
that there exists heterogeneous strain within AT. More 
specifically, we predicted that activation of each of the 
triceps surae muscles would cause differential strains in 
the tendon fascicles originating from SOL and LG muscles 
(i.e. SOL and LG subtendons). 

METHODS 
Experiments were performed on 12 adult male Wistar rats 
(235.5±16.5 g). Procedures were approved by the institu-
tional Committee on Ethics of Animal Experimentation. 
Surgery and measurements were done under deep 
anesthesia and animals were euthanized after the 
experiment. During preparation, AT was exposed and 
single knotted suture markers were sutured to the proximal 
part of GL and SOL subtendons (Fig. 1). Following 
procedures by Tijs et al. [3], the left hindlimb was attached 
to a load cell and intra-muscular stimulating electrodes 
were placed near the neuro-muscular junctions of SOL, 
LG and medial gastrocnemius (MG) muscles. Stimulations 
at 100Hz were performed in random order in 5 conditions: 
SOL, GL, GM, GL+GM, and SOL+GL+GM, with knee 
joint at 120 and ankle at 90. Two-dimensional kinematic 
analysis (filmed using Panasonic HC-V720 at 25Hz) 
yielded tendon marker positions in relaxed and activated 
conditions. Using 4 markers in both SOL and LG (Fig. 1), 
strains based on 3-segment model were calculated. Three-
dimensional ankle moments were recorded at 1000Hz and 
analyzed. After experiments the marker locations were 
confirmed by dissections to reside in a given subtendon.  
   Two-factor (subtendon*stimulation) repeated measures 
ANOVA with Bonferroni as a post hoc was used to test the 
differences in subtendon strain in a given stimulation 
condition. 

RESULTS 
There was a main effect of stimulation (P<0.001) and 
stimulation*subtendon interaction on strain (P<0.001). 
Pairwise comparisons showed that SOL and LG subtendon 
strains were different in each stimulation condition 
(P<0.05, Fig. 1). SOL strain was greater when SOL or 
SOL+GL+GM was stimulated than if GL, GL+GM or GM 
were stimulated (P<0.01). When only GL was activated, 
GL strain was greater than when SOL or GM were 
activated (P<0.01). When all three muscles were activated, 
GL strain was similar to that when GL or GL+GM were 
activated. When GL+GM were activated, the strain in GL 
was greater than when GM was activated (P<0.001).  

Ankle moments were 3.9±2.4 mN in SOL, 32.9±6.7 mN in 
SOL+GL+GM, 16.9±5.6 mN in GL, 29.5±5.9 mN in 
GL+GM and 12.8±2.9 mN in GM stimulation condition. 
There was a main effect of stimulation condition 
(P<0.001) with all conditions differing from each other 
except in GL and GM conditions the moments were 
similar. 

Figure 1: Mean (SD) strains of soleus and lateral 
gastrocnemius subtendons in response to stimulation of 
different muscles: SOL: soleus was stimulated, SOL+GL+ 
GM: all triceps surae muscles were stimulated etc. Inset 
shows the location of the markers and the strains 
measured. * P<0.001 between subtendons.  

DISCUSSION  
Within AT, the subtendons originating from SOL and GL 
muscles were shown to experience differential strains. 
Although SOL is a smaller muscle and produces lower 
moments when activated, the greatest strains were found in 
SOL subtendon. When all muscles were stimulated 
simultaneously, SOL strain was nearly twofold compared 
to GL strain. This indicates that the SOL subtendon has a 
lower stiffness than GL. The negative strains observed 
upon GM activation suggest that the most distal parts of 
GL and SOL were pulled proximally, or that this result is 
due to error from inability of the two-dimensional analysis 
to quantify tendon rotation. 

CONCLUSIONS 
 We found differential strains in SOL and LG subtendons

conforming to humans imaging studies reporting that AT
can undergo shear deformation.

 Activation of either SOL or LG muscle resulted in strain
within the subtendon of the other, suggesting that these
subtendons do not act fully independently.
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Figure 1. (A) Dual-imaging of the GAS, SOL, and free AT. 

(B) Group average results for the 0° condition (n=5). (C) 

Correlations between peak GAS or SOL muscle shortening 

and lengthening in their associated regions of the AT across 

all conditions. (D) Correlation between superficial versus 

deep differences in AT lengthening and GAS versus SOL 

differences in muscle shortening across all conditions. 

DO TRICEPS SURAE MUSCLE DYNAMICS GOVERN  

NON-UNIFORM ACHILLES TENDON DEFORMATIONS? 

William H. Clark and Jason R. Franz 

University of North Carolina at Chapel Hill and North Carolina State University 

Corresponding author email: jrfranz@email.unc.edu 

INTRODUCTION 

The Achilles tendon (AT) consists of distinct bundles of 

tendon fascicles arising from the gastrocnemius (GAS) and 

soleus (SOL) muscles that may act as mechanically 

independent structures. Indeed, we have shown that these 

“sub-tendons” exhibit non-uniform displacement patterns 

during walking, which may reflect sliding between adjacent 

tendinous structures [1]. While the mechanisms governing 

these non-uniform displacement patterns have remained 

allusive, recent computational model predictions implicate 

differential GAS versus SOL muscle loading as a 

biomechanical candidate [2]. Here, we implemented a novel 

dual-imaging approach to investigate triceps surae muscle 

loading as a determinant of non-uniform AT tissue 

displacements during ramped isometric contractions. We 

hypothesized that superficial versus deep differences in AT 

tissue displacements would be accompanied by (and 

correlate with) anatomically consistent differences in GAS 

versus SOL muscle shortening. 

METHODS 

We have thus far collected data for 5 subjects (age: 27.6 ± 

6.3 years, mass: 73.7 ± 6.3 kg, height: 1.8 ± 0.1 m, 1 female 

and 4 males). Subjects performed three ramped maximum 

voluntary isometric contractions at each of five ankle joint 

angles spanning 10° dorsiflexion to 30° plantarflexion in an 

isokinetic dynamometer (Biodex System 4 Pro), with the 

knee flexed to replicate that near the push-off phase of 

walking. We synchronized two linear array ultrasound 

transducers to simultaneously record GAS and SOL fascicle 

kinematics with tissue displacements in their associated 

tendinous structures (Fig. 1A). A 60 mm Telemed Echo 

Blaster 128 transducer (LV7.5/60/128Z-2) placed over the 

medial gastrocnemius and soleus of subjects’ right leg 

recorded cine B-mode images at 86 frames/s. 

Simultaneously, a 38-mm transducer (L14-5W/38, 

Ultrasonix Corporation, Richmond, BC) operating at 70 

frames/s recorded ultrasound radiofrequency (RF) data from 

a longitudinal cross-section of the right free AT, distal to the 

SOL muscle-tendon junction and secured via a custom 

orthotic. Finally, motion capture tracked right ankle and 

knee joint kinematics and the positions and orientations of 

both probes. Available Matlab routines based on an affine 

extension to an optic flow algorithm quantified time series 

of GAS and SOL fascicle lengths and pennation 

(UltraTrack, [3]), which we combined to compute 

longitudinal muscle lengths. A custom 2D speckle-tracking 

algorithm estimated localized displacements of AT tendon 

tissue, which we averaged in two equally sized tendon 

depths - superficial and deep - corresponding to tendon 

tissue thought to arise from GAS and SOL, respectively [1].  

RESULTS AND DISCUSSION 

For all conditions, SOL shortened by an average of 54% 

more than GAS during force generation (Fig. 1B). This was 

accompanied by, on average, 45% more lengthening in the 

deep versus superficial region of the AT (Fig. 1B). The 

magnitude of GAS and SOL muscle shortening during 

force-generation positively correlated with lengthening in 

their associated regions the AT (p<0.05) (Fig. 1C). 

Moreover, and consistent with our hypothesis, superficial 

versus deep differences in AT lengthening positively 

correlated with anatomically consistent differences in GAS 

versus SOL muscle shortening. (p<0.05) (Fig. 1D). 

CONCLUSIONS 

We present in vivo evidence that triceps surae muscle 

dynamics may precipitate non-uniform displacement 

patterns in the architecturally complex Achilles tendon. 

Moreover, we present a novel dual-imaging approach to 

empower simultaneous in vivo assessment of muscle and 

tendon toward an improved mechanistic understanding of 

triceps surae behavior. Our findings may have important 

implications for understanding age-associated changes in 

AT displacement patterns [4], which we suspect alter the 

muscle contractile behavior of older adults.   
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MEASURING CHANGES IN MUSCLE AND TENDON STIFFNESS FOLLOWING EXERCISE INDUCED 
MUSCLE DAMAGE USING SHEAR WAVE ELASTOGRAPHY  
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Tucker and 1Brooke Coombes 
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INTRODUCTION  

Understanding the mechanical adaptation of muscle and 
tendon in response to acute exercise could have important 
implications for athletic performance, injury prevention and 
rehabilitation. Unaccustomed strenuous eccentric 
contractions can result in disruptions to cytoskeletal 
structures and impairments of neuromuscular function, 
typically referred to as exercise-induced muscle damage 
(EIMD) [1]. EIMD is characterised by muscle soreness, 
which is delayed in onset, typically peaking after 48 hours 
and resolving within one week [2,3]. Although EIMD is 
well documented in the literature, an integrated appreciation 
of the mechanical adaptation of muscle and tendon within 
the musculotendinous unit is lacking. We aimed to 
determine whether the mechanical properties of rectus 
femoris (RF), vastus medialis and lateralis (VM and VL) 
and the patellar tendon are altered following a single bout of 
maximal eccentric exercises of the knee extensor muscles.  

METHODS 

Thirteen participants (7 females, 6 males, aged 22.4 ±3.5 
years, height 168.4 ±8.1 cm, weight 65.1 ±13.0 kg), with no 
history of lower limb injury were recruited. Participants sat 
in an isokinetic dynamometer with the non-dominant 
knee positioned at 70° of flexion. An ultrasound shear 
wave elastography technique (Supersonic Shear 
Imaging) was used to obtain shear wave velocity (SWV) 
measures (as an index of tissue stiffness) from VM, VL, 
RF and the patellar tendon, before, immediately after, and 
48-hours after 5 sets of 20 maximal eccentric contractions 
of the knee extensor muscles. Maximal voluntary 
isometric contraction (MVIC), self-reported pain and 
stiffness (by numerical rating scales), and serum creatine 
kinase (CK) were measured as traditional indices 
of EIMD. Separate one-way repeated measures 
analysis of variance (ANOVA) assessed the effects 
of time (Pre, Post, 48-Hours) on muscle stiffness (VM, 
VL, RF), patellar tendon stiffness, MVIC, self-
reported pain and stiffness, and CK (Pre & 48-Hours only).  

RESULTS AND DISCUSSION 
Immediately following eccentric exercise, MVIC decreased 
(–20%, p<0.001) and self-reported stiffness increased 
(384%, p=0.027). After 48-hours, CK levels increased 
(189%, p=0.017), self-reported pain increased (3834%, 
p=0.002) and MVIC remained decreased (–15%, p=0.003) 
compared to baseline. SWV was increased immediately 
following eccentric exercise returning to baseline values 
after 48-hours for VM ((Mean Difference (95% CI)) 
0.23m/s (0.02 to 0.44), p=0.017), RF (0.51m/s (0.30 to 
0.72), p<0.001), and the patellar tendon (1.2 m/s (0.05 to 
2.4), p=0.039). No significant differences were observed for 
VL immediately post eccentric exercise or at 48-hours. 

Figure 1: Muscle and tendon shear wave velocity measures 
obtained before (Pre), immediately post (Post) and 48-hours 
(48Hrs) following a single bout of maximal eccentric 
exercise of the knee extensor muscles. Data are presented as 
mean (bar graph) and individual variation (each dot 
represents one participant). 

Our findings of an immediate increase in muscle stiffness 
following eccentric exercise are consistent with previous 
evidence using shear wave elastography [2]. Variation in the 
behavior between the quadriceps muscles might be 
explained by difference in the architecture (e.g. biarticular 
vs monoarticular, optimal fibre length and fibre type, 
physiological cross sectional area) and coordination of 
individual muscles during the eccentric task. This is the first 
study to investigate changes in tendon stiffness following 
eccentric exercise using shear wave elastography. Increased 
tendon stiffness following eccentric exercise may reflect 
increased tension of in-series muscle or changes within the 
local tendon matrix. This warrants further investigation. 

CONCLUSIONS 
In untrained participants, acute eccentric exercise of the 
knee extensors, which induced typical features of muscle 
soreness and damage, produced an immediate increase in 
muscle and tendon stiffness, resolving by 48-hours. 
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INCREASED ACHILLES TENDON LOADS AT SLOW WALKING SPEEDS QUESTION PROGRESSIVE 
LOADING PROTOCOLS IN TENDINOPATHY 
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INTRODUCTION  
Achilles tendon rehabilitation protocols commonly 
recommend a gradual increase in walking speed to 
progressively intensify tendon loading. In particular, slow 
walking is specifically recommended early in the 
management of Achilles tendon disorders in order to lower 
tendon force, with progressively faster gait speeds 
recommended later in the course of treatment to increase 
tendon loading as pain allows [1]. This study used 
transmission–mode ultrasound to evaluate the influence of 
walking speed on loading of the human Achilles tendon in 
vivo. 

METHODS 
The Axial transmission speed of ultrasound was measured in 
the right Achilles tendon of 33 adults (mean ± SD; age, 
29±3 years; height, 1.725±0.069 m; weight, 71.4±19.9 kg) 
during unshod, steady-state treadmill walking at three 
speeds (slow, 0.85±0.12ms; preferred, 1.06±0.13m/s; fast, 
1.35±0.20 m/s). Axial acoustic velocity was measured in the 
right Achilles tendon using a custom built ultrasonic device 
and a five element ultrasound probe. The probe consisted of 
a 1MHz broadband pulse emitter and four regularly spaced 
receivers (range, 7.5 mm) and was positioned over the 
midline of the posterior aspect of the Achilles tendon, with 
the emitter located approximately 1cm above the calcaneus. 
Ankle kinematics (flexible twin–axis strain–gauge 
electrogoniometer, Penny and Giles, Biometrics, Gwent, 
UK), spatiotemporal gait parameters and vertical ground 
reaction force (instrumented treadmill system (Zebris 
Medical GmbH, Isny, Germany) were simultaneously 
recorded. Statistical comparisons were made using repeated 
measure ANOVA models (α=.05). 

RESULTS AND DISCUSSION 
Increasing walking speed was associated with higher 
cadence, longer step length, shorter stance duration, greater 
ankle plantarflexion, higher vertical ground reaction force 
peaks and a greater loading rate (P <.05). Maximum 
(F1,38=7.38, P <.05) and minimum (F1,46=8.95, P <.05) 

ultrasound transmission velocities in the Achilles tendon 
were significantly lower (16–23 m/s) during the stance but 
not swing phase of gait, with each increase in walking speed 
(Table 1). 

Peak transmission velocity of ultrasound in the Achilles 
tendon in our study was comparable to that reported 
previously for human tendon (≈1900–2050 m/s) [2,3] and 
was of a similar pattern to the biphasic force profile reported 
for the Achilles tendon during overground walking when 
measured directly with implanted force transducers [4,5]. 
However, in contrast to the latter studies in which peak 
Achilles tendon force was found to be relatively invariant to 
changes in walking speed between 1.1m/s and 1.8 m/s [4,5] 
we observed a progressive decrease in axial transmission 
velocity of ultrasound in the Achilles tendon over walking 
speeds of 0.85 m/s to 1.35 m/s. 

CONCLUSIONS 
Despite higher vertical ground reaction forces and greater 
ankle plantarflexion, increasing walking speed resulted in a 
reduction in the axial transmission velocity of ultrasound in 
the Achilles tendon; indicating a speed–dependent reduction 
in tensile load within the gastrosoleus muscle–tendon unit 
during walking. These findings question the rationale for 
current progressive loading protocols involving the Achilles 
tendon, in which reduced walking speeds are advocated 
early in the course of treatment to lower Achilles tendon 
loads. 
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Table 1. Mean (SD) ultrasound transmission velocity in the Achilles tendon at slow, preferred and fast walking speeds. 

Slow Preferred Fast P

N 33 33 33

Minimum Ultrasound Velocity 1 (m/s) 2017 (154) 2001 (147) * 1978 (159) .002 

Peak Ultrasound Velocity 1 (m/s) 2255 (132) 2232 (134) * 2212 (145) .007 

Minimum Ultrasound Velocity 2 (m/s) 1943 (166) 1941 (140) 1925 (151) .384 

Peak Ultrasound Velocity 2 (m/s) 2129 (141) 2119 (138) 2102 (146) .109 
* statistically significant difference between all walking speeds (P <.05).
%GC, percentage of gait cycle. 



THE NERVOUS SYSTEM DOES NOT COMPENSATE FOR AN ACUTE CHANGE IN THE BALANCE OF 
PASSIVE MECHANICAL PROPERTIES BETWEEN SYNERGIST MUSCLES 
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INTRODUCTION  
The torque produced by a muscle results from the interplay 
between its activation by the nervous system and several 
biomechanical characteristics. This issue is fundamental to 
understanding the control of almost every joint in the body. 
There is some evidence that muscle activation is biased by 
muscle torque-generating capacity [1]. However, it remains 
unclear how muscle coordination strategies adapt to 
differential acute changes in the mechanical properties of 
individual synergist muscles. The triceps surae muscle 
group, which is pivotal for functional tasks such as walking, 
is an ideal model to understand how muscle activation 
adapts to differential changes in mechanical characteristics 
between synergist muscles. Taking advantage of 
elastography, our group [2] has shown that passive 
dorsiflexion induces a much larger increase in stiffness of 
GM than GL and SOL when the knee is fully extended. The 
aim of this study was to determine how the relative 
activation of the three heads of the triceps surae during 
submaximal contractions adapts to differential changes in 
passive mechanical properties between these muscles. 

METHODS 
Twenty-four volunteers participated in this study. They were 
positioned lying prone on a dynamometer at three ankle 
angle [30° in plantar flexion (PF 30°), 0°, and 25° of 
dorsiflexion (DF 25°)]. Myoelectrical activity was recorded 
with surface EMG electrodes placed over the GM, GL, and 
SOL. An Aixplorer ultrasound scanner (v6.0, Supersonic 
Imagine, France) coupled with a linear transducer array (2–
10 MHz, Vermon, France) was used to measure the GM, 
GL, and SOL shear modulus (index of stiffness). At each 
ankle angle, the passive shear modulus was first measured 
for each muscle. Then, two maximal isometric voluntary 
(MVC) plantarflexions were performed. An experimental 
task involved matching a submaximal target force set at 
20% of the MVC torque achieved at the tested ankle angle. 
During the force-matched submaximal contraction, either 
myoelectrical activity (RMS EMG, % RMS EMGmax) or 
shear modulus (index of individual muscle force [3]) of the 
GM, GL and SOL was measured. To test the effect of ankle 
angle on resting muscle shear modulus, we performed a 
repeated measures ANOVA (muscle [GM, GL and, SOL] 
and angle [PF 30°, 0°, and DF 25°]). To determine whether 
the RMS EMG or muscle shear modulus was influenced by 
changes in ankle angle during submaximal contractions, a 
repeated measures ANOVA was performed (muscle [GM, 
GL and, SOL] and angle [PF 30°, 0°, and DF 25°]). 

RESULTS AND DISCUSSION 
We observed a significant angle  muscle interaction on 
resting shear modulus (P<0.001). According to a previous 
study [2], the shear modulus measured at DF 25° was higher 
for GM than both GL (P<0.001) and SOL (P<0.001). At 

20% of MVC, we observed a significant interaction between 
muscle angle in RMS EMG (P=0.010). The RMS EMG 
value was significantly lower for GL at both 0° (P<0.001) 
and DF 25° (P<0.005) compared to PF 30° (Fig. 1). There 
was no significant change for GM and SOL (P values>0.08). 
Similarly, a significant muscle angle interaction was found 
on shear modulus (P<0.001). GM muscle exhibited higher 
shear modulus values than GL and SOL at both 0° 
(P<0.001) and DF 25° (P values<0.001) (Fig.1). No 
difference between GL and SOL (all P values>0.06). 

Figure 1. Myoelectrical activity [RMS EMG, (a)] and shear 
modulus (b) of the gastrocnemius medialis (GM), 
gastrocnemius lateralis (GL) and soleus (SOL) measured at 
30° of plantarflexion (PF 30°), 0°, and 25° of dorsiflexion 
(DF 25°) during an isometric plantarflexion performed at 
20% of MVC. *P<0.05: compared to PF 30°; †P<0.05: 
compared to GM; #P<0.05: between GL and SOL. 

CONCLUSIONS 
The present study showed that the neural drive during 
submaximal plantarflexion task did not compensate for an 
acute change in the balance of the passive mechanical 
properties between the individual heads of the triceps surae, 
leading to a change in force sharing between synergist 
muscles. These results may also have clinical relevance as 
they provide a basis on which to consider the potential for 
an imbalance of force between synergist muscles as a 
contributing factor to the development of Achilles tendon 
problems. 
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INTRODUCTION  
Spastic cerebral palsy (sCP) is the most common childhood 
development disorder caused by damage to the motor cortex 
and the pyramidal tracts of the brain [1]. It is associated with 
stiff muscles which affects movement and posture. sCP is a 
non-progressive neuromuscular disease that spans throughout 
lifetime with no proper cure, hence diverse  interventions are 
employed for restoration of motor activities  [2]. Most of 
these interventions emphasize on muscular activity 
restoration, neglecting neuronal aspect. Our approach with 
repetitive Transcranial magnetic stimulation (rTMS) 
combined with physical therapy (PT) was aimed at 
understanding changes in the neuromuscular behavior which 
demonstrated significant improvement in motor abilities 
along with reduction in muscle spasticity [3, 4]. rTMS is a 
non-invasive brain stimulation technique wherein repetitive 
magnetic pulses are delivered into the brain’s soft tissues 
through the cranium. These magnetic pulses cause excitation 
of the underlying motor neurons and their inhibited pathway 
thereby stimulating the muscles [1]. The muscles when 
trained using PT start to regain activity, improving the motor 
activity of the patient. In this study, our aim was to evaluate 
the effect of changes in rTMS pulse characteristics on gross 
motor function and muscle spasticity of sCP children. 

METHODS 
Twenty one (21) children diagnosed with sCP by physicians 
or pediatric neurologists participated in this study after 
obtaining written informed consent from their parents or 
guardians and approval from the institutional ethics 
committee (IECHSP) for employing human participants. 
They were equally divided into three groups namely P1500, 
P2000 and P2500 with mean age 6.86+3.73, 7.17+5.78 and 
5.98+3.36 respectively.  Universally accepted assessment 
tools namely Gross Motor Function Measure (GMFM) and 
Modified Ashworth Scale (MAS), were used to evaluate the 
motor ability and muscle spasticity of selected patients. MAS 
was applied to biceps, supinator, wrist extensor of upper limb 
and hamstring, gastrocnemius, soleus and adductor of lower 
limbs. Prior to start of therapy, pre assessment of GMFM and 
MAS scores was performed by trained physical therapists and 
doctors on the participants. All participants were delivered 
10Hz rTMS frequency by varying stimulation pulses for 15 
minutes duration daily followed by 30 minutes of PT for 20 
days. Participants in the group P1500 were administered with 
1500 pulses of stimulation, P2000 with 2000 pulses and 
P2500 with 2500 pulses. After completion of 20 sessions, 
post assessment of GMFM and MAS scores was performed 
again. Statistical analysis of GMFM and MAS scores of 
different groups was performed using SPSS 20.0 (Armonk, 
NY, IBM Corp., USA) and the change in mean score was 
calculated to evaluate the degree of improvement induced by 
different pulses on the motor activity and muscle spasticity of 
these children.  

RESULTS AND DISCUSSION 

The paired sample t-test of pre versus post GMFM scores of 
different groups were found to be statistically significant 
(p<0.01) with t = -4.18, t = -6.19 and t = -4.98 for P1500, 
P2000 and P2500 respectively. The improvement in gross 
motor function of sCP patients between different groups were 
2.19%, 3.32% and 4.29% for P1500, P2000 and P2500 
groups respectively (Fig 1A). Similarly, MAS scores also 
demonstrated that muscle spasticity reduced significantly 
both in upper and lower limbs in group P2500 as compared to 
P2000 and P1500. The results indicate that increasing rTMS 
pulses can lead to faster achievement of functional activity in 
limited number of therapy sessions (Fig 1B).  

 

Figure 1. Effect of different rTMS pulses in (A) motor 
function with SEM and (B) relative functional gain (%) in 
motor function. 

The effect of varying rTMS pulses observed in this 
study can be attributed to the induced neuroplasticity [5] that 
leads to better functional gain in motor activity. Furthermore, 
from safety prospective it was observed that during rTMS 
therapy none of the patients complained of any side effects or 
seizures. Moreover, the parents reported that their wards 
showed improvement in cognitive functions which was 
validated after analyzing EEG recordings of these patients 
using EEGLAB. 

CONCLUSIONS 
This study demonstrated two results – one, rTMS is effective 
in improving gross motor functions by reducing muscle 
spasticity in limited number of sessions; and two, increasing 
the numbers of pulses could lead to faster milestone 
achievement in motor development in sCP patients provided 
they are within safety limits as prescribed.   
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INTRODUCTION  
One reason to perform a femoral derotation osteotomy 
(FDO) in children with cerebral palsy (CP) is to correct 
coronal plane hip abductor moment arms, which should 
functionally strengthen the abductors. Despite this 
widespread logic, there is a paucity of hip kinetics reported 
post-FDO [1,2]. We measured if hip abductor moment, a 
functional measure of hip abductor utilization, increased 
approximately one year and five years post-FDO in 
individuals with bilateral CP. 

METHODS 
A retrospective analysis of our database was performed to 
identify individuals with CP who were ≤18 years old at 
preoperative analysis and could ambulate without an 
assistive device. Additional gait analyses that were 
approximately one year (short-term) and at least three years 
post-FDO (mid-term) were compared. The primary outcome 
was dimensionless mean hip abductor moment during 
single-support [3]. Secondary outcomes included 
anteversion, mean hip rotation, and estimated coronal plane 
hip abductor moment arm derived from a musculoskeletal 
model that included both anteversion and hip rotation [4]. 
Wilcoxon signed rank or paired t-tests were used as 
appropriate (p<0.05). A Bonferroni correction was applied. 

RESULTS AND DISCUSSION 
There were 135 individuals who met the short-term criteria 
and 37 for mid-term. Most FDOs were performed 
proximally. Hip abductor moment remained unchanged at 
short-term (Table). This was unexpected given that 
anteversion and internal hip rotation decreased 35° and 13°, 

respectively, which increased estimated hip abductor 
moment arm. On average, hip abductor moment at mid-term 
improved from 43% less than typically developing to 23% 
less than typically developing. For 49% of individuals, the 
increase in moment (pre- to mid-term) exceeded our 
minimal detectable change, while it did not change for 43%, 
and decreased for 8%. The overall improvement in moment 
was observed along with 11° of recurrent internal hip 
rotation (which would increase moment arms) and no 
change in other measured kinematics, strength, or walking 
velocity. The unchanged hip abductor moment from pre- to 
short-term may be attributed to gait compensation that 
unloads the hip to avoid pain from retained implants, 
whereas the increase from short- to mid-term may be due to 
implant removal or greater rehabilitation time. 

CONCLUSIONS 
Clinicians should be aware that, on average, hip abductor 
moment does not improve in the short-term post-FDO but 
does improve after implant removal three or more years 
later. This mid-term increase in hip abductor function post-
FDO underscores the benefits of an FDO into adolescence 
for independent ambulating individuals with CP.  
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 Table. Individual characteristics and outcomes (median(IQR)) from pre- to short- for 135 individuals (top half) and from pre- 
to short- to mid-term gait analyses for 37 individuals (bottom half). 

Age (yrs) 
[range] 

Mean hip 
abductor 
moment 
(unitless) 

Mean hip 
rotation (°) 

Mean 
pelvic 
obliquity 
(°) 

Mean 
trunk 
obliquity 
(°) 

Ante-
version (°) 

% Δ in 
abductor 
moment 
arm 

Isometric 
hip 
abductor 
strength 

SHORT-TERM, n=135 
Pre-operative 9.4(3.9) 

[3.7-17.2] 
.033(.027) 11.3(12.5) 1.4(4.9) -3.2(7.1) 50(15) -19(21) 3(0) 

Short-term 10.9(4.0) 
[5.4-18.3] 

.032(.029) -2.1(12.4)* 0.6(5.0) -4.1(6.5) 15(10)* 2(12)* 3(0) 

MID-TERM, n=37 
Pre-operative 8.8(4.3) 

[4.1-15.1] 
.032(.034) 10.7(11.9) 1.2(5.5) -4.8(8.4) 50(16) -19(29) 3(0) 

Short-term 10.7(4.9) 
[5.4-16.8] 

.035(.026) -3.2(11.6)* 1.3(5.2) -5.1(6.0) 15(10)* 1(11)* 3(0) 

Mid-term 14.4(3.9) 
[7.6-18.3] 

.043(.032)^~ 7.8(19.9)^~ 2.8(4.2) -4.6(5.2) 15(10)^ 6(10)^ 3(2) 

+ values: hip abductor moment, internal hip rotation, contralateral pelvic drop and trunk lean, moment arm above normal.  
* significant change (p<0.05) from pre- to short-term
^ significant change (p<0.05) from pre- to mid-term  
~ significant change (p<0.05) from short- to mid-term 
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INTRODUCTION: Idiopathic toe walking (ITW) is a 
condition seen in children with no underlying motor or 
neurological disorder and is characterised by an increase in 
plantarflexion during gait. Intervention for an ankle 
plantarflexion contracture commonly involves lengthening 
of the triceps surae muscle-tendon unit. Surgery options can 
be divided into three broad categories based on the location 
of the excision: Zone 1 - the gastrocnemius (GAS) muscle 
belly, Zone 2 - the level of the GAS tendon / soleus (SOL) 
muscle, and Zone 2 – the Achilles tendon. The greatest 
length increase is achieved with Zone 3 surgery [1] and 
therefore this is the most frequently chosen intervention [2-
4]. Despite the popularity of Zone 3 surgery, Delp et al. [5] 
showed using a musculoskeletal model that a lengthening 
procedures to isolate the GAS might preserves the length 
tension relationship of the SOL and prusumabley ankle 
push-off power during walking. Thus, if the contracture is 
limited to the GAS there is evience to suggest at that Zone 
1 or 2 surgery may be benificial. The aim of this study was 
to investigate post-operative outcomes of chidren who 
presented to the Queensland Children’s Motion Analysis 
Service (QCMAS) between the years of 2009 and 2015 and 
were treated with Zone 1 – Zone 3 surgery in isolation. 

METHODS: A retrospective search of the QCMAS 
database was performed to locate data for children who had 
undergone calf lengthening surgery for ITW. Sixteen 
patients with a mean age of 9.6± 2.22 years were included 
in the study. Of these patients 70% received Zone 2 surgery 
and 30% received Zone 1 surgery. Data collection for all 
participants was conducted according to the standard 
clinical protocol in QCMAS. Briefly, reflective markers 
were attached to the trunk, pelvis and lower limbs in 
accordance with the Plug in Gait model [6]. Participants 
were instructed to perform approximately 25 gait trials. 
Marker trajectory reconstruction and labelling was 
performed in Vicon Nexus. MSK modelling using a 
modified gait2392 model was used to output inverse 
kinematics and inverse dynamics, and muscle analysis was 
performed in OpenSim (v3.3)[7]. Pre to post surgery 
comparisons were performed in SPSS (v22) using a 
repeated measures general linear model. Dependent 
variables included ankle joint kinematics, ankle power and 
muscle tendon length estimates for medial gastrocnemius.  

RESULTS AND DISCUSSION: On clinical examination 
there was a mean maximum dorsiflexion range of -17.5±7.0 
degrees pre-surgery and 6.3±3.5 degrees post-surgery. Post-
operative gait analysis results revealed a significant 
improvement in ankle dorsiflexion at initial contact (-30.5 
degrees compared to -6.7 degrees) and in the peak ankle 
dorsiflexion achieved in mid-stance (-8.2 degrees compared 
to 6.9 degrees) (Figure 1). Kinetic results revealed no 
statistical difference in peak ankle power during push off, 
although post-surgery power tended to be slightly 

improved. Musculoskeletal model results revealed that the 
peak muscle tendon length during gait was increased by 
approximately 4cm post-surgery (Figure 1). Taken together 
with the findings of Firth et al. [1] and given that 70% of the 
participants in this study were treated with Zone 2 
lengthening our results indicate that Zone 2 lengthening 
procedures produce calf length increases comparable to 
those seen in Zone 3 lengthening’s. 

Figure 1: (A) Ankle flexion angle and (B) medial 
gastrocnemius muscle length pre- and post-surgery for a 
representative participant. 

CONCLUSION: The use of Zone 2 calf lengthening for 
patients presenting with calf contracture was successful in 
increasing calf length and improving ankle dorsiflexion, 
without diminishing ankle power during push off. 
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INTRODUCTION  
Parkinsonian tremor is one of the core features of 
Parkinson’s disease (PD). It is caused by malfunction of the 
movement control in the brain. The most common tremor in 
PD is the tremor during rest, called “resting tremor” [1]. 
Traditional treatment of parkinsonian tremor includes 
medication and surgery. Medication often induces unwanted 
side-effects such as tardive dyskinesia and akathisia. Typical 
surgery implants electrodes in the brain to apply electrical 
stimulation, but it may provoke disorders of brain [2]. 
As a new method to reduce tremor, we proposed “sensory 
electrical stimulation” which was defined as the stimulation 
with the intensity smaller than the motor threshold. In a 
previous study [3], we confirmed the effect of sensory 
stimulation in essential tremor (ET), but parkinsonian 
tremor was not tested. The tremor suppression was argued to 
be due to re-functioning of motor-command generation 
network in the brain, initiated by the sensory feedback 
signal of the electrical stimulation. This mechanism may 
work on the parkinsonian tremor, because parkinsonian 
tremor is also coming from the malfunction of motor 
command generation pathways.  
Therefore, the purpose of this study was to investigate the 
effect of sensory stimulation on the parkinsonian tremor, 
specifically on the resting tremor. 

METHODS 
Ten patients with PD (7 males and 3 females, 60.9 ± 14.0 
yrs) participated in this study. Sensory stimulation was 
applied on flexor carpi radialis, extensor carpi radialis, 
abductor pollicis brevis, and flexor pollicis longus. 
Three-dimension (3D) gyro sensors were attached on index 
finger and thumb. Resting tremor was measured with the 
hand on thigh (palms up posture) for three sessions, i.e., pre-
stimulation (Pre), during stimulation (On), and 5 minute 
after stimulation (Post). Three trials were repeated in each 
session. Three dimensional angular velocities at index finger 
and thumb were filtered by 4-7 Hz band-pass filter [4]. 
Root-mean-square (RMS) value was calculated for the 
angular velocity of each direction. We performed repeated 
measure 1-way ANOVA and post-hoc pairwise comparisons 
(Bonferroni). The significance level was set to 0.05.  

RESULTS AND DISCUSSION 
Fig. 1 shows RMS angular velocities at index finger and 
thumb. In overall, the sensory stimulation was effective on 
both fingers, though detailed tremor amplitude pattern of 
Pre-On-Post sessions was rather different between fingers. 
Monotonic decrease of tremor during and after the 
stimulation was shown at thumb, but the once-reduced 
tremor during stimulation (On) tended to be partly recovered 

5 min after stimulation (Post) at index finger. 
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Figure 1: 3D RMS angular velocity for different sessions at 
index finger (a) and thumb (b) 

CONCLUSIONS 
Parkinsonian tremor was suppressed by sensory electrical 
stimulation at index finger and thumb.  
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INTRODUCTION  
The onset of degenerative joint diseases such as 
osteoarthritis has been linked to abnormal or excessively 
high pressure distribution within the articular cartilage [1]. 
A precise knowledge of this distribution would be helpful 
for understanding the mechanism of degeneration and early 
diagnostic [2]. In vivo measurements are however not 
possible, and in silico techniques such as the finite element 
method (FEM) represent a promising alternative, although 
their use in the clinical practice is still limited by the intense 
training and long computational time required [2].  

The Discrete Element Method (DEM) is a computational 
technique which provides a fast evaluation of the joint 
contact pressure, with results agreeing well with FE 
predictions [2]. Initially developed for static problems, each 
time step in a full gait simulation is taken as independent of 
the others. This results in initial conditions at each time step 
of the simulation which may differ from the physiological 
ones, leading to models which don’t accurately reproduce 
the natural behaviour of the joint. Furthermore, potential 
prestress is neglected, making this method hardly applicable 
to viscoelastic problems [3]. 

We propose here a patient specific DEM-based ankle model 
which tracks the position of tibia and talus during the whole 
gait cycle, and we use it to compute contact kinematics, 
contact area and joint contact pressure during one gait cycle. 

METHODS 
Ankle MRI scans of a female subject (16 years, 160 cm, 68 
kg) were acquired and segmented to extract bones’ 
geometries and inertial properties. A patient specific 
musculoskeletal model, with the ankle defined as a hinge 
joint, was used to compute the joint contact forces through a 
standard inverse kinematics and inverse dynamics approach 
in OpenSim [4]. 

The surfaces of right tibia and talus were imported into 
MATLAB (The MathWorks, Natick, MA), discretized in 
triangles and registered with angles obtained from inverse 
kinematics. Each bone was covered by a uniformly thick 
cartilage layer, modelled as a bed of compressive springs, 
extruded along the normal direction to the subchondral bone 
surface. The prestress of the cartilage, necessary to compute 
the contact kinematics, was also included. Four ligaments 
were added to restrict the movement of the talus.  

At each time step, tibia and talus were oriented according to 
the measured joint angle, the ankle contact force was 
applied and the equilibrium equation solved for the 
displacement of the talus. This was then used to compute, 
iteratively, contact pressure and contact area, and to update 
the position of the talus.  

RESULTS AND DISCUSSION 
Solving the problem for 249 time steps took 19 minutes. The 
contact pressure attains its maximum value, 13.74 MPa, in 
line with FE [5] and experimental results [6], immediately 
before the toe off. The maximum is always located in the 
posterolateral part of the talus where, in this individual, the 
distance between tibia and talus is minimum. Figure 1 
shows the pressure distribution on the talus at the instant 
when the maximum value is attained.  

Figure 1 Contact pressure on the talus 

Articular cartilage is fully engaged in contact for the 
majority of the cycle, with average contact area of 7.83 cm2. 

CONCLUSIONS 
The model gives fast estimations of the contact pressure 
occurring at the ankle joint, being at the same time 
respectful of its natural physiology. These model features 
are promising for potential future clinical applications 
requiring fast processing times. 

The inclusion of the prestress, preliminary to the modelling 
of viscoelastic contact, is fundamental for the computation 
of contact kinematics because it allows the simulation of 
forward and backward movement of the talus which would 
otherwise not be possible. 

ACKNOWLEDGEMENTS 
The research was supported by the EPSRC (Multisim 
project, Grant number: EP/K03877X/1) and the European 
Commission (MD-PAEDIGREE project, FP7-ICT 
Programme, Project ID: 600932). 

REFERENCES 
1. Kern AM, et al., J Biomech 48: 3427-3432, 2015
2. Abraham CL, et al., J Biomech 46: 1121-1127, 2013
3. Bei Y, et al., Med Eng Phys 26: 777-789, 2004
4. Delp SL, et al., IEEE  T Bio-Med Eng 54: 1940-1950,

2007  
5. Anderson EE, et al., Biomech Model Mechan 5: 82-89,

2006 
6. Vrahas M, et al., J Orthop Trauma 8: 159-166, 1994



RAPID DEVELOPMENT OF A 3D SIMPLIFIED PARAMETRIC FINITE ELEMENT FOOT  
MODEL 

1 Jialiang Su, 1, 2 Shane Johnson, 1 Muhammad Ahmad Faraz, 3 Shouren Lan, 3 Lisheng Wang 
1 University of Michigan and Shanghai Jiao Tong University Joint Institute, Shanghai Jiao Tong University 

2 State Key Laboratory of Mechanical System and Vibration, Shanghai Jiao Tong University 
3 Institute of Image Processing and Pattern Recognition, Department of Automation, Shanghai Jiao Tong University 

Corresponding author email: shane.johnson@sjtu.edu.cn 

INTRODUCTION  
Computational foot models have significant application in 
surgical decision making, injury and diseases diagnosis and 
prevention, sports performance analysis and footwear 
engineering. Traditional experimental methods to describe 
foot bones require either measurement of cadaveric 
specimens [1] or 3D image reconstruction from CT or MRI 
images [2]. These methods are both a time consuming and 
expensive part of building a computational foot model. 
Although the foot bone geometrical parameters are available 
for measurement and analysis, the relationships between the 
foot geometrical parameters and injury or performance are 
unknown.  

The purpose of this study is to develop a computational 
parametric foot model based on CT section image data, 
standard shape fitting, and finite element auto meshing 
algorithms. Modeling the bones as rigid is common, but 
modeling the contact surfaces only saves computational 
resources. Priority, therefore, in the shape fitting with 
optimization is given to the contact surfaces between bones. 
We also use standard shapes such as ellipsoids and planes to 
fit our selected contact surfaces so that the geometrical 
parameters maintain physical significance. Finally, based on 
these parameters, we automatically meshed the least-squares 
fitted shapes and rapidly developed a 3D simplified finite 
element parametric foot model.  

METHODS 
First, we reconstructed foot bones from CT section images, 
and then we segmented bones with an improved 2D transfer 
function based on scalar value and gradient magnitude (SG-
TF). Here we selected the talus as shown in Figure 1a, 1b, and 
1c, respectively.  

Next, we used Fast Approximate Nearest Neighbors 
Algorithm to automatically find and define contact surface 
between the talus and tibia, fibula, calcaneus, and navicular 
respectively as shown in Figure 1d.  

Based on Sarrafian’s description, we assume that all contact 
surfaces of talus may be described by ellipsoidal or planar 
shapes with 3D optimization (least squares) fitting. We then 
extracted the corresponding geometrical parameters. 

Finally, we auto-meshed the talus contact surfaces using the 
parametrizable geometric relations, as shown in Figure 1e, for 
later finite element analysis. 

RESULTS AND DISCUSSION 
Results are shown step-by-step in Figure 1. 

All methods we used and developed are general, automatic 
and robust.  

The inputs of our system are CT files only. Very few manual 
operations and running time are needed in the whole process. 

Figure 1: Step-by-step process for obtaining a 3D simplified 
parametric finite element model from CT section scanning, 
segmentation, optimized surface fitting with ellipsoids and 

planes, and finally FEA auto-meshing 

CONCLUSIONS 
In this manuscript we proposed an innovative method to 
develop a 3D simplified parametric foot model to reduce the 
time to build finite element models of the foot to speed the 
development of subject specific analysis. This work builds a 
new foundation by maintaining the geometrical relations of 
the joints to later investigate the relation between foot bone 
parameters and injury or biomechanical performance. We 
developed new image analysis algorithms for reconstructing 
foot bones and bone segmentation using the improved SG-TF 
method, optimization for geometric shape fitting using 
ellipsoids and planes to fit the contact surfaces, and finite 
element auto-meshing algorithms for later finite element 
analysis.  
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INTRODUCTION  
The biomechanical action of the human foot during 
locomotion is often examined in terms of joint power 
between rigid bodies. Such inverse dynamics-based analysis 
shows significant negative work at the metatarsophalangeal 
(MTP) joint, which may therefore be a major source of 
energy dissipation [1], and contribute to metabolic cost. 
However, inverse dynamics analysis depends on the 
assumed interactions across joints, and could yield 
significantly different results with other assumptions. The 
muscles, tendons, and ligaments on the plantar aspect of the 
foot cross multiple joints, and could potentially transfer 
energy across these components without being apparent 
from joint analysis. Indeed, recent evidence suggests that the 
MTP transfers energy to the plantar fascia [3]. We therefore 
developed a simple model to examine whether elastically 
conservative multi-joint energy transfer could explain the 
apparent single-joint energy dissipation observed during 
running.  

METHODS 
We compared a computational model of running with a two-
segment foot to human running. The body was modelled as 
a point mass at the pelvis, with a leg spring sufficient to 
roughly produce human-like ground reaction forces and 
body center-of-mass motion (Fig. 1A). The foot is modelled 
with two segments: a rear-foot and fore-foot. One spring 
acts between the rear-foot and leg, analogous to the Achilles 
tendon, while another spring acts bi-articularly between the 
fore-foot and leg, analogous to the action of the foot arch 
and plantar fascia. For comparison, a separate point-mass 
foot model was also simulated. 

All models were simulated to run with similar dimensionless 
speed and stance time as the human running data described 
in [2], where fore-foot runners ran at a speed of 2.7 m/s. We 
calculated inverse dynamics on the model to compare to the 
human data and tested whether inverse dynamics can exhibit 
apparent dissipation at the MTP joint, even though the 
model itself is fully energy-conservative. 

RESULTS AND DISCUSSION 
We compared the model’s kinetics to humans [2], and found 
that the ground reaction forces were fairly similar (Fig. 1B). 
The model showed net negative work at the MTP and net 
positive work at the ankle, both roughly like observations of 
humans (Fig. 1C). However, because the foot model was 
elastic, it performed zero net work, and the negative work at 
the MTP joint was exactly offset by the positive work at the 
ankle joint. The overall effect of the two-joint model is 
summarized by the summed power of MTP and ankle (Fig. 
1C), which approximately resembles the corresponding sum 
of humans, although humans do perform positive net work 
across both joints [2]. The instantaneous changes in the 
model foot is due to the foot having zero mass. 

Re-examining the ground reaction forces, humans produce a 
relatively faster increase in ground reaction force compared 
to the slower decrease later in stance, an effect not captured 
by the mass-spring model with point foot. The two-segment 
model reproduces this time-asymmetry of human data.  

Defining push-off as between the peak of the ground 
reaction force and toe off, a consequence of having a two-
segment foot versus a point-foot is to increase the time over 
which push-off occurs (Fig. 1C). A longer contraction in this 
scenario is more efficient due to the relationship between 
muscle efficiency and contraction duration [3]. 

Figure 1. A) Description of 2-segment foot arch model. B) 
Comparison of ground reaction forces between 2-segment 
foot, point-foot, and human. C) MTP, ankle, combined joint 
power running of humans [2] vs model.  

CONCLUSIONS 
A simple model shows how energy apparently dissipated at 
the MTP joint during running might actually be transferred 
across the foot. This model is surely insufficient to explain 
the actual mechanics of human running, but it serves to 
illustrate how assumptions regarding multi-joint tendons can 
affect interpretation of inverse dynamics measurements. 
Apparent MTP dissipation could be transferred to other 
parts of the foot such as the arch or plantar fascia, although 
not with the perfect elasticity of model. Dissipation and 
energy transfer could have implications for understanding 
the function of the foot during running, and design of shoes, 
prosthetic feet, and robotic feet. 
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INTRODUCTION  
Forefoot striking (FFS) has gained popularity, but 
differences between this running pattern and the more 
common rearfoot striking (RFS) pattern are still being 
discovered. While it is known that there is greater Achilles 
tendon impulse per step during FFS [1], differences in 
muscle fiber lengths and velocities, which are important for 
understanding the force generating capacity of muscles, 
have not been analyzed.  FFS involves running with a more 
plantarflexed ankle [2] and flexed knee [3] at initial contact, 
both of which could shorten the bi-articular medial 
gastrocnemius. Additionally, FFS results in greater muscle 
activity in the medial gastrocnemius during terminal swing 
phase [4]. Based on these kinematic and activation 
differences, we hypothesize that the medial gastrocnemius 
will have shorter fiber lengths at initial contact during 
running with FFS. 

METHODS 
Five healthy habitual RFS recreational female runners were 
recruited. Motion capture data and muscle activity were 
collected while subjects ran over ground at a self-selected 
speed using their natural RFS pattern and, after five minutes 
of gait retraining, using a FFS pattern.  

To calculate normalized fiber lengths for the medial 
gastrocnemius, we ran EMG-driven simulations of the 
muscle-tendon dynamics. We first obtained subject-specific 
models in OpenSim [5] by scaling a musculoskeletal model 
[6] using markers placed on bony landmarks and calculated 
hip joint centers. We then calculated joint angles using 
OpenSim’s Inverse Kinematics tool [5]. The EMG data were 
filtered using a 4th order critically damped filter with a cut-
off frequency of 50 Hz, and normalized by peak activity 
over all running trials. We applied a 40ms delay to the EMG 
data to account for electromechanical delay. The EMG data 
and kinematics were used as inputs to a simulation of 
muscle-tendon dynamics of the gastrocnemius during the 
two running patterns. In our simulations, tendon strain was 
set to 4.9% at maximum isometric force. We used a paired t-
test to compare normalized fiber lengths between RFS and 
FFS at initial contact. 

RESULTS AND DISCUSSION 
During late swing and early stance, fiber lengths of the 
medial gastrocnemius are shorter during FFS, with 
significantly shorter fibers at initial contact during FFS 
compared to RFS (p < 0.001) (Figure 1). As expected, fiber 
lengths are similar during the portion of the gait cycle when 
kinematics and muscle activity do not differ substantially, 
from mid-stance through early swing, and fiber lengths 
diverge when kinematics and muscle activity are known to 
differ between running patterns [2-4].  

During terminal swing, our simulations show FFS exhibits 
higher medial gastrocnemius activity than RFS while fiber 
lengths are simultaneously positioned to be efficient at 
generating active force. In contrast, during RFS, the 

gastrocnemius is generating higher passive forces than FFS 
as its already longer fibers continue to lengthen before foot 
contact. During early stance, medial gastrocnemius fibers 
are primarily lengthening while active during FFS, but are 
shortening during RFS. 

Figure 1: Normalized fiber lengths (mean ± one standard 
deviation) for RFS and FFS during running. Black dotted 
boxes indicate early stance and late swing. 

CONCLUSIONS 
Although the normalized fiber lengths are similar when 
kinematics are similar, fiber lengths shift towards shorter 
lengths in FFS during terminal swing and early stance. More 
work is needed to fully understand the differences in force-
generating capacity of the muscles including testing 
alternate tendon compliances and considering the operating 
point along the force-velocity curve. However, we found 
that there are differences in the normalized fiber lengths 
based on muscle activity and kinematic differences between 
FFS and RFS. This analysis may be useful in understanding 
why muscle activation of the medial gastrocnemius differs 
between these gait patterns, and is a first step toward 
understanding differences in force generating capacity of 
this muscle between FFS and RFS. 
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INTRODUCTION: Pathological conditions such as 
diabetic foot are associated with changes in the mechanical 
properties of plantar soft tissue (Hsu et al., 2007). Previous 
studies involving age-matched groups of people with and 
without diabetes have indicated that plantar soft tissue tends 
to be stiffer (Chao et al., 2011) in diabetic patients. 
However, the causes and implications of these changes are 
not yet fully understood. 

The aim of this study is to develop a clinically 
viable non-invasive method of assessing the mechanical 
properties of the heel pad and to investigate the effect of 
altered mechanical properties of tissue on its ability to 
evenly distribute plantar loads. 

METHODS: A custom-made automated ultrasound 
indentation device (Chatzistergos et al. 2014) was utilised 
to perform quasi-static, dynamic and stress-relaxation tests 
at the apex of the calcaneus of five healthy participants (Fig. 
1a). Subject-specific geometry (Fig. 1b) was reconstructed 
based on two ultrasound images of sagittal and frontal 
planes (Fig.1a) using a semi-automated method and subject-
specific visco-hyperelastic material properties were inverse 
engineered based on the results from the quasi-static and 
stress-relaxation tests. The mechanical behaviour of the 
heel pad was simulated using the Ogden (1st order) 
hyperelastic material model, with strain energy function as 
follows: 
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Where λi is the deviatoric principal stretches, J is the 
determinant of the deformation gradient and cp, C and m are 
material parameters. Coefficients C and m are related to 
initial shear modulus and strain hardening respectively and 
cp is directly related to the tissue's Poisson’s ratio (ʋ= 
0.475). The time dependent mechanical behaviour of heel 
pad was simulated using the model shown below: 
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Where S(t) is the Piola Kirchhoff stress tensor, Se is the 
stress that relates to the elastic behaviour of the tissue, G(t) 
is the stress relaxation function, where g and t are the two 
material coefficients that are related to stain rate stiffening 
and relaxation time respectively.  

Two different tests were performed for validation: 
1) The calculated properties and ultrasound-based models
of heel pad were used to simulate the cyclic dynamic tests 
and the numerically calculated maximum forces were 
compared against the data from in vivo measurement (Fig. 
1a&b). 2) The inverse engineered mechanical properties is 
used in an anatomically accurate 3D model of the entire heel 
pad; (reconstructed based on MRI images); to simulate heel 
strike (Fig. 1c). Furthermore the numerically predicted peak 
plantar pressure (PPP) in heel strike was compared against 
the in vivo measurements (Fig. 1d). 

A parametric study was performed to explore the 
effect of visco-hyperelastic material coefficients on the 
ability of the heel pad to evenly distribute loads. For this 
purpose, the abovementioned MRI-based model was used 
to calculate peak plantar pressure for the same external load 

and different values of visco-hyperelastic coefficients. 
Furthermore, 238 scenarios were investigated for 
hyperelastic coefficients in total, for 25%Cref<C< 500%Cref 
(Cref = inverse engineered C value) and m between 
25%mref<m<300%mref (mref= inverse engineered m value). 
In case of viscoelastic properties, 100 scenarios were 
explored in total for g and t values ranging between 25% 
and 200% of reference values (gref, tref).  

RESULTS AND DISCUSSION: The average ± STDEV 
of calculated C, m, g and t for 5 participants were 
41.48±26.61 kPa, 23.68±8.45, 0.65±0.23 and 3.62±1.86 
respectively. The average ± STDEV difference between the 
numerically calculated maximum force for dynamic cyclic 
testing and the in vivo measured one for 5 participants was 
6.6% ± 4% (1st validation). The difference between the 
numerically calculated PPP and the in vivo measured PPP 
values was 27% (2nd validation). 

Figure 1:  (a) The imaging planes for the reconstruction of 
geometry. (b) Typical reconstructed surface of the 
calcaneus based on the ultrasound images. (c) The MRI-
based 3D model of the entire heel. (d) The compressive 
stress-strain graphs for three pairs of values of hyperelastic 
coefficients where the same amount of externally applied 
force (F=126N) leads to the same maximum deformation 
(d=6mm) but different values of PPP (also shown in graph). 

Increasing C and m increases the PPP, however g 
and t affect the PPP negligible. The ability of the heel pad 
to uniformly distribute plantar loads depends on its overall 
deformability and the shape of its stress/ strain graph. 
Comparison between tissues with the same deformability 
(i.e. same deformation under same load) showed that the 
tissues that exhibit more linear stress/ strain behaviour are 
able to distribute forces more evenly (Fig.1d).  

CONCLUSIONS: The ultrasound-based numerical 
method presented here enables reliable calculation of visco-
hyperelastic mechanical properties of the heel pad. The 
study also demonstrates that specific changes in the heel 
pad’s stress-strain behaviour can weaken its ability to 
uniformly distribute plantar loading, thus increasing the risk 
for overloading and tissue trauma respectively. 
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INTRODUCTION  
Running is one of the most popular sports globally, but up to 
85% of novice runners incur an injury in a given year [1]. 
High level of impact loading has been reported to associate 
with many running-related injuries, such as patellofemoral 
pain, stress fractures, and plantar fasciitis [2]. Previous 
studies have utilized gait retraining program to successfully 
lower impact loading in runners [3]. However, softer 
footfalls may not necessarily lead to injury-free running. To 
our best knowledge, there are no studies that have examined 
the effect of a gait retraining program on preventing injury 
in novice runners.  

Hence, this study examined the impact loading before and 
after the gait retraining. We also evaluated the effectiveness 
of the program on the annual incidence of running related 
injury. 

METHODS 
A total of 120 novice runners (experience < 3 years) were 
recruited from local running clubs. All the participants 
underwent a baseline running biomechanics evaluation, 
which included a test on a self-paced instrumented treadmill 
with their usual running shoes for 5 minutes. Kinetics data 
was sampled at 1,000 Hz for the last minute. Average 
(AVLR) and instantaneous vertical loading rates (IVLR) 
were computed according to the algorithm reported 
previously [2].  

Participants were then randomly assigned into gait retraining 
(n=60) and control group (n=60). In the gait retraining 
group, participants received a two-week real-time visual 
feedback gait retraining using the protocol described 
elsewhere [4]. In the control group, participants received 
treadmill running exercise but without visual feedback on 
their performance. The training time was identical between 
two groups. 

After the training, participants’ running mechanics were 
reassessed and the protocol was the same as the baseline 
evaluation. In addition, participants were required to report 
their injury profile using an online surveillance platform for 
12 months. In order to ensure the validity of reported 
condition, injury was defined when a participant missed two 
or more days of training and was diagnosed by a medical 
professional.  

RESULTS AND DISCUSSION 
There were 12 dropouts; 56 participants completed in the 
gait retraining group (26 females; age = 28.4±4.5 years; 
height = 1.72±0.06 m; mass = 55.3±10.2 kg; mileage = 
20.4±10.8 km/week) and 52 participants completed in the 
control group (28 females; age = 29.5±3.2 years; height = 
1.74±0.06 m; mass = 58.1±9.7 kg; mileage =  

17.8±11.4 km/week). The baseline profiles were comparable 
between two groups (p>0.443). 

There was a significant reduction in both AVLR (p<0.001; 
Cohen’s d=1.64) and IVLR (p<0.001; Cohen’s d=1.75) in 
the gait retraining group. However, the impact loading 
remained similar in the control group (p>0.230).  

At 12-month follow-up, 38% and 58% of runners were 
injured in the gait retraining and control group respectively. 
Mantel-Cox test indicated a significant difference in the 
survival curves between two groups (Figure 1).  Hazard 
ratio between gait retraining and control was 0.56 (95% 
confidence interval=0.32-0.99), indicating a 44% lower 
injury risk in trained runners, when compared with controls. 

Figure 1: Kaplan-Meier plot of running related injury 
between participants in the gait retraining and control 
groups. 

CONCLUSIONS 
A two-week gait retraining program is effective in lowering 
impact loading in novice runners. More importantly, the 
injury risk is 44% lower after gait modification.  

ACKNOWLEDGEMENTS 
This project is supported by the Health & Medical Research 
Fund (Project number: 12131621), Food & Health Bureau, 
The Government of the HKSAR. 

REFERENCES 
1. Kluitenberg B, et al., Sports Med. 45:1143-1161, 2015.
2. Davis IS, et al., Br J Sports Med. 50:887-892, 2016.
3. Napier C, et al., Br J Sports Med. 49:1382-1388, 2015.
4. Crowell HP, et al., Clin Biomech. 26:78-83, 2011.



THE ASSOCIATION BETWEEN PATELLOFEMORAL JOINT LOADING AND HIGH-RISK POSTURES 
LINKED TO ACL INJURY RISK DURING LANDING.  

1Natalie Saunders, 1Jason Bonacci and 1Aaron Fox 
1Deakin University 

Corresponding author email: natalie.saunders@deakin.edu.au 

INTRODUCTION  
Patellofemoral (PF) osteoarthritis has been associated with 
anterior cruciate ligament (ACL) injury and subsequent 
surgical intervention [1]. Commonalities in biomechanical 
risk factors between ACL injury and patellofemoral pain 
syndrome (PFPS) also exist [2]. Given the biomechanical 
link between PFPS and ACL injury risk, it is possible that 
athletes at risk of ACL injury exhibit PF joint loading 
characteristics that would exacerbate the likelihood of PF 
osteoarthritis if an injury occurs. Netball is a sport with a 
reputation for a high rate of ACL injury, often occurring 
during a leap landing task [3]. The purpose of this study was 
to determine whether an association exists between PF joint 
loading and lower limb postures linked with ACL injury risk 
during a netball-specific leap landing task. 

METHODS 
Thirty-three female netball players (23.3 ± 3.2 yrs; 171.2 ± 
7.8 cm; 67.8 ± 8.2 kg) with no history of ACL injury 
performed ten trials of a netball-specific leap landing. The 
leap landing involved a six-metre run-up, followed by a 
single limb take-off and land on the contralateral limb while 
catching a pass. Marker trajectory and ground reaction force 
data were collected using an eight camera motion capture 
system (Vicon, 250Hz) synchronised with an in-ground 
force platform (AMTI, 1000Hz). Three-dimensional (3D) 
hip and knee kinematics and kinetics from the landing were 
calculated from initial contact (IC) to 150 milliseconds post 
IC. Peak PF joint reaction force and joint stress during 
landing were estimated over the same time period using an 
existing model [4]. 

A waveform analysis, using one-dimensional statistical 
parametric mapping (SPM1D) was implemented via open 
source code [5]. Specifically, SPM1D canonical correlations 
analysis (CCA) and linear regression were used to examine 
the relationship between peak PF joint forces and 3D 
kinematics and kinetics from the leap landing. Correlations 
between peak PF joint forces were examined for the hip and 
knee joint rotation (RXYZ) and joint moment (MXYZ) vector-
fields from each landing trial. Planned post-hoc analyses of 
the individual joint rotation (RX, RY, RZ) and joint moment 
(MX, MY, MZ) components using SPM1D linear regression 
were also conducted. To retain a Type I family-wise error 
rate of alpha = 0.05, a corrected alpha level based on the 
number of vector components (i.e. joints = 2 and planes = 3) 
was calculated and used to determine statistical significance. 

RESULTS AND DISCUSSION 
SPM1D CCA found peak PF joint reaction forces and joint 
stress were significantly related to the vector-fields 
combining sagittal, frontal and transverse plane knee joint 
rotations (i.e. RXYZ) and moments (i.e. MXYZ). However, post-
hoc analyses isolating the individual joint rotation and 
moment components using SPM1D linear regression 
revealed significant associations between PF joint reaction 
forces and joint stress to sagittal (i.e. RX and MX), but not 
frontal and transverse plane, knee joint rotations and 
moments. 

Despite finding an association between PF joint forces and 
knee biomechanics during landing, these associations 
predominantly arose from sagittal plane biomechanics. This 
is likely an incidental finding, as knee flexion angles and 
moments are used in the model to estimate PF joint forces. 
However, altered sagittal plane biomechanics at the knee 
have been linked to increased ACL injury risk and loading 
[6,7]. Athletes demonstrating poor knee control in the 
sagittal plane during landing may not only expose 
themselves to greater ACL injury risk, but also to greater PF 
joint loading that may accelerate joint degradation. Injury 
prevention programs that target adequate knee control in the 
sagittal plane during high-risk landing tasks may therefore 
serve to protect against both ACL injury risk and PF joint 
loads. 

CONCLUSIONS 
It appears that female athletes who exhibit higher PF joint 
forces during landing do not exhibit high-risk lower limb 
biomechanics for ACL injury in the frontal and transverse 
planes. Thus, ACL injuries may induce joint trauma that 
contributes to the risk of developing PF osteoarthritis. 
Ongoing intervention strategies that include knee control in 
the sagittal plane are warranted.  

REFERENCES 
1. Oiestad B, et al., Knee Surgery Sports Traumatology

Arthroscopy. 21: 942-949, 2013.
2. Myer GD, et al., British Journal of Sports Medicine. 49:

118-122, 2015.
3. Otago L., Journal of Science and Medicine in Sport. 7:

85-95, 2004.
4. Heino Brechter J, et al., Medicine & Science in Sports

& Exercise. 34: 1582-93, 2002.
5. Pataky TC, et al., Computer Method in Biomechanics

and Biomedical Engineering. 15: 295-301, 2012.
6. Hewett TE, et al., American Journal of Sports

Medicine. 33: 492-501, 2005.
7. Taylor KA, et al., Journal of Biomechanics. 44: 365-

371, 2011.



SINGLE LEG LANDING STRATEGY IS ALTERED IN MALE PROFESSIONAL RUGBY UNION PLAYERS WHO 
DEVELOP ACHILLES TENDINOPATHY COMPARED TO INJURY FREE CONTROLS 

Patrick J C Carden, Andrew M Jones and Sharon J Dixon 
Sport and Health Sciences, University of Exeter 

Corresponding author email: pc370@exeter.ac.uk 

INTRODUCTION  
Achilles tendinopathy poses a challenge to medical 
practitioners in professional team sport such as Rugby 
Union [1].  
In both research and applied practice within professional 
sports such as Rugby Union, assessing how an individual 
moves when jumping and landing is often used in a battery 
of injury screening tests [2]. However, there are limited 
instances of these movements being incorporated into 
research focusing on Achilles tendinopathy development. 
Previous studies have demonstrated excessive rear foot 
eversion and reduced ankle dorsiflexion during locomotion 
in individuals who have developed Achilles tendinopathy 
[3]; however there is a paucity of studies that have examined 
joint kinetics.   
The aim of this study was to determine if differences in 
lower limb landing biomechanics were present between 
players who subsequently sustained Achilles tendinopathy 
and those who do not.  

METHODS 
As part of baseline testing for an ongoing study, male 
professional Rugby Union players competing in the English 
Aviva Premiership (n = 56 during 2015/16 Season, n = 63 
during 2016/17 Season) performed five single-leg drop 
vertical jumps per leg at the start of their pre-season 
training. Eight players developed Achilles tendinopathy 
during the course of the study (7%), injuries were diagnosed 
by the club doctor. During data collection four CODA cx1 
units (Codamotion, 200 Hz) recorded 3-D motion of the 
lower limbs and pelvis synchronously with ground reaction 
force (AMTI, 1000 Hz). Players were instructed to drop off 
a 0.2 m box and contact the center of the force plate with 
one leg and jump as high as possible, with a short ground 
contact time. Independent t-tests were conducted to compare 
between groups (α = 0.05).  

RESULTS  
Players who sustained Achilles tendinopathy demonstrated 
significantly increased rear-foot inversion-eversion range of 
motion (p = 0.03). In addition a reduction in dorsi-
plantarflexion range of motion (p = 0.01) and knee flexion-
extension range of motion (p = 0.03) was also observed. 

Peak dorsiflexion velocity (p = 0.02) and peak knee flexion 
velocity were also reduced in those with Achilles 
tendinopathy (p = 0.03). No differences in hip joint 
kinematics were observed. Controls displayed slightly larger 
peak relative plantarflexion moments; however this 
difference was not statistically significant (p = 0.15, g = 
0.60). 

CONCLUSIONS 
The study indicated that professional Rugby Union players 
who subsequently developed Achilles tendinopathy 
displayed differences in single leg landing strategy when 
compared to players who did not sustain injury. The ankle 
joint and rear-foot were the most affected; with an observed 
increase in the magnitude of rear-foot motion which is 
consistent with previous findings examining running gait in 
individuals with Achilles tendinopathy (Figure 1) [3]. 
Larger magnitudes of eversion have previously been 
demonstrated to result in asymmetrical loading with high 
load on the medial aspect of the Achilles tendon, potentially 
increasing the risk of tendinopathy [4]. The reductions in 
magnitude and velocity of plantarflexion-dorsiflexion 
motion as well as of knee flexion-extension motion were 
suggestive of altered muscle-tendon unit function in those 
who sustained Achilles tendinopathy. The relationship 
between the findings and risk of developing Achilles 
tendinopathy are currently being analysed using binary 
logistic regression. 
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INTRODUCTION  
Although much is known about the mechanisms of knee and 
ACL injury, one factor that is only recently to receive 
attention is the influence of previous ankle injury on ACL 
injury mechanisms. Researchers have observed a significant 
association between lateral ankle sprain history and ACL 
injury history [1]. However, whether there is a causal 
relationship is unclear. We suggest that chronic ankle 
instability (CAI) is one specific condition that likely could 
affect the potential for acute or chronic knee injuries. 
Therefore, the purpose of the study was to determine if 
individuals with CAI exhibit atypical knee biomechanics 
during landing onto a tilted surface. 

METHODS 
21 female participants with CAI were recruited based on 
previously published guidelines and questionnaires; and 21 
healthy control (CON) participants were recruited to pair-
match with the CAI participants on gender, height, body 
mass and physical activity level. The participants were 
instructed to stand on a box 30 cm high from the force 
plates, step forward with the test limb (CAI limb) followed 
by the other limb and landed with test foot on the tilted force 
plate (25) and the other foot on the flat force plate (Fig. 1). 

Figure 1: Experimental set up and marker placement. 

Locations of 29 reflective markers place on the trunk, pelvis 
and lower extremity were captured by a 7-camera motion 
capture system at 120 Hz. Two force plates were collecting 
the ground reaction force (GRF) at 2040 Hz. Ten acceptable 
landing trials were collected.  

The phases of interest for analysis included the pre-landing 
phase, from -50 ms to the instant of initial contact (IC), and 
landing phase (from IC to the instant of lowest COM 
height). Knee joint angles of the test limb were calculated 
using Cardan (XYZ) sequence. Knee joint moments were 

calculated using an inverse dynamic method. Negative work 
of the joints was calculated based on integrating the negative 
part of the joint power curve. All kinetic data were 
normalized to body mass. Comparisons of kinematics and 
kinetics between CAI and the control group were using 
paired t-tests (p < 0.05).  

RESULTS AND DISCUSSION 
Compared to CON group, CAI group displayed 5 more 
knee flexion angle at IC and a 10 more knee flexion 
displacement in the landing phase. The greater knee flexion 
angle and displacement may be a protective strategy of CAI 
group to stabilize the ankle joint by rotating the lower leg 
forward and thus increase the ankle dorsiflexion angle [2]. 

CAI group exhibited greater peak knee extension (CAI vs. 
CON: 2.06  0.30 vs. 1.79  0.35 Nm/kg, p = 0.01) and 
internal rotation moments (0.45  0.18 vs. 0.33  0.17, p = 
0.01), respectively. In the sagittal plane, the greater knee 
extension moment and flexion displacement resulted in a 
greater eccentric (negative) work at the knee joint for CAI 
group (1.07  0.26 vs. 0.83  0.42, p = 0.04). The greater 
knee eccentric work of CAI could be a compensatory 
strategy for reduced ability of doing ankle eccentric work to 
absorb the impact. In addition, the greater knee extension 
moment is possibly due to greater quadriceps activation that 
imply a greater anterior shear force acting on the proximal 
tibia thus a greater ACL stress. The greater knee internal 
rotation moment of CAI could further increase the ACL 
loading [3]. 

CONCLUSIONS 
In conclusion, individuals with CAI displayed some 
kinematic and kinetic differences in the knee joint during 
landings compared to CON group. Some alterations (i.e. 
greater peak extension and internal rotation moment) could 
be related to greater ACL loading. Future studies may need 
to measure or estimate the ACL loading to confirm whether 
CAI could relate to the mechanism of ACL injury.  
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INTRODUCTION  
Non-contact anterior cruciate ligament (ACL) injuries are 
common in females and can contribute to debilitating 
consequences. The purpose of this study was to investigate 
the effects of a high intensity fatigue simulation (HIFS5) on 
the Landing Error Scoring System (LESS) injury risk 
assessment.  

METHODS 
Fifteen (n=15) healthy recreationally trained females 
(height: 160 ± 4.3 cm; weight: 53 ± 3.2 kg; age: 25 ± 3.2 
years; BMI: 21 ± 1.4) were recruited in this repeated 
measures design study. During testing, prior to HIFS5 (time 
0 min), immediately post 5-min HIFS5 (time 5 min) and 
after 15 min of passive recovery (time 20 min), participants 
were required to perform the LESS jump-landing task which 
has been devised by Padua et al. [4]. The HIFS5 simulation 
was adopted from Bossuyt et al. [1] which consist of high 
acceleration, deceleration multidirectional movements with 
sports utility movements. Two-dimensional sagittal and 
frontal plane kinematic data were recorded and analyzed 
using the LESS score.  Heart rate (HR) and rate of perceived 
exertion (RPE) were observed every minutes throughout the 
simulation. A one-way ANOVA repeated measures design 
was used to identify significant differences over time, with 
alpha equal to 0.05.  

RESULTS AND DISCUSSION 
The mean heart rate during HIFS5 was 183 ± 3.4 beat.min-1 
and RPE was 17 ± 0.7. There was a significant difference on 
LESS results over time (F2,24 = 43.75, p = .001). Pairwise 
comparison revealed that LESS score at time 5 min (p = 
.001) and time 20 min (p = .001) was significantly greater 
(poor jump-landing technique) compared to time 0 min. 
Significant difference was observed between body segment 
(F2,28 = 11.73, p = .001). Pairwise comparison revealed that 
the LESS score of the knee and hip was significantly higher 
compared to the ankle at post fatigue (time 5 min) and post 
recovery (time 20 min).  

Our investigation revealed after the HIFS5, the LESS score 
increased 60% from 4.0 (excellent score) to 6.4 (poor score). 
The LESS score remained high at 43%, 5.7 score (moderate 
score) even after 15 minutes’ post interval, which suggests 
that the participants are highly susceptible of an ACL 
injuries risk. This result is consistent with a study by Liang-
Ching et al. [3] which shows that there is a significance 
different for the pre, post-test, and even after 20 minutes’ 
recovery period in knee abduction which is one of the main 

characteristic in having a high risk of ACL injury. 
Furthermore, the current result on before and after fatigue 
protocol are consistent with other study by Gokeler et al. [2] 
which shows that the score for LESS is excellent (2.5) 
before and moderate (6.0) after a fatigue protocol. 

Figure 1: LESS score changes over time. * Indicates 
significant different compared to time 0 min. 

CONCLUSIONS 
The LESS is a non-expensive and reliable ACL injury risk 
assessment.  The inclusion of a fatigue protocol during 
LESS may revealed greater ACL biomechanical marker 
impairments and should be considered as an important 
component for a pre-season and return to play injury 
assessment. 
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In the past half-century, biomechanics of hand 
and wrist has gradually attracted more attention. 
Numerous experimental and analytical 
investigations have been performed to better 
understand basic functional anatomy and 
ultimately target specific disorders and injuries for 
prevention, diagnosis and treatment. The review 
of hand and wrist investigation can be grossly 
divided into the two areas of joint mechanics and 
soft tissue mechanics.  

The kinematic and kinetic study of joint 
mechanics has benefited from the advances of 
measurement technologies such as stereo-
radiography, magnetic-tracking device, 4-
dimensional computer tomography and 2D-3D 
registration. Many studies have focused on control 
strategy of digit and wrist movements. Treatments 
for neuromuscular-associated hand dysfunction 
and ergonomic design of assistive devices have 
been considered. In addition, the roles of 
capsuloligamentous structures in providing 
constraints of the joint under loading or 
prescribed movement have been realized. 
Laceration or degeneration of such structures 
could potentially lead to joint instability and 
arthritis, especially for the basal thumb joint, the 
wrist carpal joints, and the distal radial-ulnar 
joint. Numerous treatments modalities including 
soft tissue reconstruction and joint arthroplasty 
have been developed and evaluated. 

Soft tissue mechanics involve the characterization 
of material properties of the tendon and the 
evaluation of interaction of tendon with the 
surrounding tissues during gliding. Likewise, with 
the advancement of imaging technologies such as 
ultrasound tracking and shear wave elastography, 
in vivo assessment is easily attainable. Recent 
investigations focus on the mechanobiology and 
metaplasia of tissue due to mechanical loading 
and have provided a better understanding of the 
etiology and treatment of carpal tunnel syndrome, 
trigger finger and other tendinosis disorders. 
Surgical repair and postsurgical rehabilitation of 

the flexor tendon have also been a popular topic of 
research.  

The close collaboration between clinicians 
and basic scientists in studying the hand and 
wrist biomechanics is a unique alliance. 
Hopefully, such a collaborative spirit will 
continue.  
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Traditionally our understanding of carpal kinematics relates 
to the orthogonal sagital (flexion/extension) and coronal 
(radial/ulnar deviation) planes of wrist motion. 
Nevertheless, most activities involving tool use and 
throwing are performed in an oblique plane from radial 
deviation-extension to ulnar deviation-flexion. This 
movement has been called the dart-throwing motion (DTM). 

The DTM also involves rotation of the forearm. In wrist 
radial deviation/extension, there is pronation of the forearm. 
In wrist ulnar deviation/flexion, there is supination of the 
forearm. This is a facilitatory motion of the forearm that 
maintains the grasped object in the vertical plane. Previous 
discussion of this aspect of foremarm motion has been 
sparse, with Stirling Bunnell suggesting a maximum of 5 
degrees forearm rotation in his 1944 discussion on oblique 
plane wrist motion 1 

We propose that the net effect of this forearm rotational 
motion is to keep the oblique DTM axis aligned with the 
visual axis during wrist motion in order to improve accuracy 
through visual control. Our hypothesis is that the default 
functional position of the forearm with regard to rotation is 
between 20° and 35° of pronation, in order to maintain 
alignment between the function axis and the visual axis 
during utilisation of the DTM.  
We further hypothesised that the magnitude of forearm 
rotation coupled with DTM is greater than previously 
understood. 

In previous studies of DTM, the rotation of the forearm as 
well as motion at the elbow and the shoulder have not been 
taken into consideration. We have investigated DTM 
globally as a multiple-joint 3D motion in relation to the 
visual axis. We utilised an optical motion capture system 
(Optotrak® Certus™) with infrared emitting surface 
markers placed on defined landmarks. 

Results 
Intergated 3D analysis has confirmed our hypotheses. 

Subjects adopt a resting forearm posture of approximately 
20-35 degrees of pronation when asked to rotate into a 
comfortable resting position. 

There is a 30 degree arc of forearm rotation during oblique 
plane activities such as hammering. 

Of interest were additional findings which whilst not 
expected, are consistent with our overall hypothesis of 
integrated upper extremity kinematics. 

The majority of these oblique plane activities took place in 
the radial deviation / extension quadrant, in pronation. There 

was sparse utilisation of the ulnar deviation / flexion 
quadrant or supination. 
Although the DTM is brought about through the 
synchronous coupling of flexion/extension plane motion and 
radial/ulnar deviation plane motion, this coupling is not 
consistent throughout the cycle of DTM activity. The 
analysis of real time kinematics has allowed us to define 
phases of oblique plane activity, which have variable degree 
of true DTM plane motion:- 

1. Cocking – the object, or tool is being drawn backward.
During this phase the 2 planes of motion are uncoupled
with approximately 2/3 being in the extension plane and
1/3 in the radial deviation plane.

2. Acceleration – this is where power or speed is
generated. This phase is almost completely in the
flexion plane with only a tiny component of ulnar
deviation.

3. Targeting – this is the point at which the object enters
the central portion of the visual field on approach to it’s
target or release. This is the only phase during which
there is true synchronous coupling of flexion and ulnar
deviation. It is consistent with our hypothesis that this is
the phase when there is alignment between the oblique
plane and the visual axis to facilitate accuracy.

4. Impact/ Release – The object by now has been
accelerated and targeted.The two planes of motion are
again uncoupled with a similar 2/3 predominance of
flexion

Summary 
 The comfortable resting position of the forearm is

in slight pronation which corresponds to the
position required to align the oblique plane axis
with the visual axis

 The majority of these oblique plane activities took
place in the radial deviation / extension quadrant, in
pronation. There was minor utilisation of the ulnar
deviation / flexion quadrant or supination.

 True oblique plane motion (DTM) with
synchronous coupling of motion in both the
flexion/extension AND radial / ulnar deviation axes
occurs for only a small proportion of the overall
motion cycle , which we have termed “Targeting“
and which we propose facilitates accuracy through
alignment between the visual axis and the DTM
axis.
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INTRODUCTION 
As each individual’s wrist appears to have its own distinct 
biomechanics, the carpus has eluded simple explanation.  The 
carpus moves with only 2 degrees of freedom – pitch (flexion 
/ extension) and yaw (radial deviation / ulnar deviation), while 
largely preventing roll (pronation / supination). This 
mechanical quandary can be addressed by applying the rules 
based motion (RBM) concept. This states that the motion of a 
mechanical system, such as the wrist, is the net interplay of 4 
rules – morphology, constraint, interaction and load [1]. 

Wrist motion is thus the composite outcome of these distinct 
rules.  As the value or characteristics of each rule may varies, 
there is a matching complimentary variation in the other rules 
to achieve the final wrist motion and function. 

The recently published Stable Central Column Theory 
(SCCT) of wrist mechanics [2] applies the concept of RBM to 
the carpus, and by using a reverse engineering computational 
analysis model, identified a consistent pattern of isometric 
constraints.   There appears to be a clear pattern of constraint 
between the proximal row (Scaphoid-lunate-triquetrum) and 
the radius, and between the distal row (Trapezium-trapezoid-
Capitate-Hamate) and the proximal row.  This finding was 
expanded to suggest that the wrist functions a “Two-Gear 
Four-Bar” linkage. 

This previous study assessed the isometric constraints in 
extremes of radial and ulnar deviation. The purpose of the 
current study was to further assess the motion of the various 
bones of the carpus using a 3D dynamic visualization model, 
in other directions and identify patterns of linkages. 

Given the identified isometric constraints, the hypothesis was 
that the pattern and direction of motion of the proximal row, 
and the distal row with respect the immediately cephalad 
carpal bones or radius would be very similar in all directions 
of wrist motion.  A further hypothesis was that the distal row 
motion direction was determined by the position of the 
proximal row, and this could vary dynamically as the wrist 
moved in particular directions. 

METHODS 
3D models were created from 5 normal wrists that underwent 
CT scanning in multiple positions of radial and ulnar 
deviation as well as flexion and extension.  Each carpal row 
(proximal and distal) was animated with the cephalad carpal 
bones or radius held immobile. 

The rotational axis and position of each bone and each row 
was then compared in sagittal (Flexion-extension) and coronal 

(radial and ulnar deviation) motion. The DTM was not 
assessed. 

RESULTS 
The proximal row moved in the same direction, but with a 
varying extent of the unitary arc during sagittal and coronal 
motion.  The isometric constraints were consistent in both 
directions.  

The distal row moved on an axis formed by a pivot joint 
laterally (between the trapezium and scaphoid), and a saddle 
joint medially (between hamate and triquetrum).  This axis 
changed as the proximal row moved.  

This created a distinct pattern of row motion to achieve the 
various required positions of wrist motion.  On wrist radial 
deviation, the scaphoid (with the proximal row) flexed, and 
the distal row extended, whereas in wrist flexion, the scaphoid 
flexed (with the proximal row) and so did the distal row.  The 
pattern was reversed in the opposite wrist movements.   

While the general direction of motion of each row was 
consistent, the extent was quite variable.   

CONCLUSIONS 
The overarching concept in this work has been that by 
assessing general motion patterns, rather than focusing on 
specific axes and displacement measurements of each of the 
carpal components, a more useful theory to understand and 
treat wrist injuries can be developed. 

As a more than 10-fold variations in the motion axes and 
excursion of various bone pairs between different individual 
has been reported [3], specific carpal bone kinematic analysis 
may not provide an effective pathway to explain both the 
mechanics of the normal wrist nor provide the ability to define 
disruption and consequent reconstructive solutions of an 
injured wrist. 

This study supports the Stable Central Column Theory of 
carpal mechanics and the carpus acting as a Two-Gear Four-
Bar linkage, as well as the concept of RBM as a means to 
achieve a quantitative analysis of the normal and injured wrist. 

REFERENCES 
 

1. Papas S, Sandow MJ. Animation Technology -
https://www.google.com/patents/US7236817 granted 2003. 
2. Sandow MJ et al. ..J Hand Surg Eur 39,353-63. 2014
3. Moritomo et. al J Bone Joint Surg Am. 88:611-21. 2006



A SIMPLE MODEL OF RUNNING: FORCE-LENGTH RELATIONSHIPS AND FOOT STRIKE PATTERNS 

1 Niamh Gill, 1 Stephen J Preece and 1 Richard Baker 
1 University of Salford 

Corresponding author email: N.Gill1@edu.salford.ac.uk 

INTRODUCTION  
The spring mass model is the simplest mathematical model 
that can be applied to bouncing gaits, i.e. running [1]. 
Although the model is very simple, it has had success in 
modelling certain characteristics of running [2]. The most 
fundamental assumption of this model is that it assumes a 
human runner behaves similarly to a single mass bouncing 
on a linear massless spring. The oscillation of the mass on 
the spring is said to reflect the movement of a body’s CoM 
as it runs. The degree to which the mass oscillates is 
determined by the characteristics of the spring; one of the 
most fundamental of which is stiffness. 

The concept of leg stiffness relies on the key assumption of 
the model, that the limb can be approximated by a passive 
linear system. This assumption is inevitably violated due to 
the complexity of the musculoskeletal system. For example, 
multiple levers (bones) articulated by joints introduce non-
linearities due to their geometric configuration, and limb 
movement is controlled by muscles (active elements) 
capable of generating of energy through tendons extending 
in response to an applied force. Thus, the assumption of a 
linear spring is merely a hypothesis, the aim of this study 
was to test this hypothesis, by investigating the linearity of 
the force-length relationship, and the amount of energy lost 
to hysteresis over the stance phase of running.  

METHODS 
Kinematic and kinetic data were collected for 28 
participants (12 female; mean (SD): age: 28 (4) yrs., height: 
1.75 (0.93) m, weight: 62.9 (9.1) kg), running at four 
different speeds (3.3, 3.9, 4.8 and 5.6 m/s). Signed informed 
consent and ethical approval were obtained prior to testing. 
Participants were grouped based on foot-strike index [3]. A 
clear bimodal distribution in foot strike index was identified, 
with a strike index up to and including 0.33 (33 %) being 
classified as a rear-foot strike pattern, and a foot strike index 
equal to or greater than 0.5 (50 %) being classified as a fore-
foot strike pattern. 

The leg force was calculated as the component of the GRF 
acting along the line of the leg (from the average CoP to 
instantaneous hip joint centre). To assess how much the 
experimental force-length curves deviated from the assumed 
linear behaviour, a root mean square residual (RMSr) was 
calculated between the data for each half of stance (the 
loading and unloading phases) and the straight line between 
the force-length values at initial contact and mid-stance. 
Hysteresis was defined as the change in elastic potential 
energy, ΔE, associated with each force-length curve, 
normalised to body mass. It was then estimated as the 
difference between the area under the loading and unloading 
curves. It should be noted, a number of participants 
transitioned from rear- to fore-foot strike patterns, as the 
speed increased. Therefore, statistical comparisons were 

made using independent samples t-tests, with an adjusted p-
value.  

RESULTS AND DISCUSSION  
Results showed a significant difference (p ≤ 0.013) between 
the groups for the loading portion of the force-length curve 
at speeds 1-3, near significance at speed 4 (p ≤ 0.021), and 
no significant differences for the unloading portion at any 
speed. The mean loading RMSr and hysteresis values for 
rear-foot strikers were consistently higher (65-95% and 25-
87%, respectively) than those of the fore-foot strikers. 

Due to the similarity of the unloading portion of the F-L 
curve, lack of relationship in this case is expected. 
Furthermore, although statistical significance for hysteresis 
was only found at speed 3, this is likely because of the 
variability in the data (SD ≈ 50% mean). Despite this, 
differences in linearity and hysteresis indicate the 
assumption of linear elasticity is not necessarily appropriate 
for all foot strike patterns.  

Figure 1: Force-Length relationships of the different foot-
strike patterns. Rows 1 – 4 correspond to speeds 1 – 4. 

CONCLUSIONS  
The results of this study show clear differences in the force-
length relationships of fore- and rear-foot strikers. The main 
differences occur during early stance, with rear-foot strikers 
exhibiting a period of rapid loading not seen in fore-foot 
strikers. Furthermore, hysteresis measurements suggest rear-
foot strikers dissipate more energy, and therefore modelling 
these runners using a purely passive system is not 
appropriate.  
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INTRODUCTION  
A range of simple models of running have been developed 
which incorporate a linear spring of constant stiffness 
[1,2,3]. Although the Physics-based (PB) definition of 
stiffness is the ratio of the force applied along the spring to 
its deformation, previous researchers have used a range of 
alternative definitions of stiffness. These can be generally 
categorised into limb stiffness (force and deformation along 
the orientation of the limb) and vertical stiffness (force and 
deformation in the vertical direction only). Given this 
potential inconsistency, the first aim of this study was to 
determine how limb and vertical stiffness change with speed 
and hence determine if they can be used interchangeably. 
The second aim was to compare the current range of limb 
stiffness definitions, used in the literature, to the physics-
based definition. 

METHODS 
Kinematic and kinetic data were collected for 19 fore-foot 
strikers, running at four different speeds (3.3, 3.9, 4.8 and 
5.6 m/s).  All runners ran with a fore-foot pattern at the 
fastest speed and, to ensure consistency, this analysis 
focussed on those who maintained this pattern at all speeds 
(n=11, 12, 13 and 19 at speeds 1–4, respectively). Individual 
force-length relationships were determined for each 
participant. Vertical stiffness was defined as the quotient of 
the peak vertical GRF to the maximum vertical change in 
the CoM displacement during the contact phase. Limb 
stiffness was defined using the PB definition, i.e. the slope 
of the line of linear best fit of the limb’s force-length curve 
from initial contact to the point where the leg length 
returned to its resting length (≈90% of stance). Limb and 
vertical stiffness were compared using a bivariate 
correlation.  

Limb stiffness was also calculated using four previously 
published methods [4,5,6,7]. One method estimated the 
vertical GRF using a sine-wave [7], while others used the 
peak vertical GRF [4,6].  Some estimated the changes in leg 
length from the vertical CoM displacement [6,7] while 
another double integrated the GRFs [5]. Correlational 
analyses were completed to determine if a relationship 
existed between the PB method and the four methods. 
However, since a high correlation does not necessarily mean 
good agreement, a Bland-Altman analysis was conducted to 
determine the level of agreement between the methods. 

RESULTS AND DISCUSSION 
Vertical stiffness was found to be consistently larger than 
limb stiffness (115-234%). Interestingly, although vertical 
stiffness increased with speed, limb stiffness remained 
constant. The different speed dependencies of vertical and 
limb stiffness can be attributed to differing displacement 
changes with speed. While the vertical oscillation of the 
CoM decreases, the change in leg length increases as speed 

increases. Thus, in the case of limb stiffness, the increases in 
force and displacement are offset to give constant stiffness. 
Strong to moderate relationships (r=0.77-0.99) were 
identified between the PB method and the other four 
methods of calculating limb stiffness, at all speeds. 
Furthermore, the magnitudes varied substantially (7-
20kN/m), with the Bland-Altman analysis revealing no 
consistent bias between methods and 95% limits of 
agreement ranging from -6.8 to 13.4kN/m (-33–233% of the 
mean difference value).  

Figure 1: Mean and standard deviation of limb stiffness (PB 
definition) and vertical stiffness as a function of speed. 

CONCLUSIONS 
Vertical stiffness does not correspond to any physical 
“spring”, therefore its appropriateness as a parameter to 
describe running is questionable. Conversely, limb stiffness 
is essentially a mechanical representation of the physiology. 
Our results show no consistent relationship between limb 
and vertical stiffness; therefore, one cannot be used as a 
proxy for the other, and they are not interchangeable. 
Furthermore, although significant correlations were found, 
between the PB method and the other methods (of 
calculating limb stiffness) presented in the literature, Bland-
Altman analysis revealed poor agreement between the 
magnitudes of the values. This finding highlights the need 
for consistency when calculating limb stiffness in order for 
comparisons to be made across the literature.  
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INTRODUCTION  
During locomotion forces generated in the muscles are 
transmitted via tendons to the bones. Additional to the 
activation pattern of the nervous system and the muscle 
properties (force-velocity and force-length relationship) also 
the properties of the tendon are relevant for the movement 
outcome. Energy that is stored during eccentric phases can 
be restored during the concentric phase of a movement 
(Alexander & Bennet-Clark, 1977). Lichwark & Wilson 
(2007) could even show that Achilles tendon compliance is 
optimized for muscle efficiency during prolonged running. 
While efficiency is important for prolonged running, a short 
ground contact time is important in sprint running. It could 
be assumed that this is realized by direct transfer of force via 
a stiff tendon. Therefore, the aim of the study was to relate 
Achilles tendon stiffness (ATS) with ground contact time 
(GCT) during depth jumps. We hypothesized that higher 
ATS is related to shorter GCT in young healthy males.  

METHODS 
Nineteen physical active healthy males (mean +/- SD: 26.7 
+/- 3.9 years, 176.5 +/- 7.3 cm, 76.5 +/- 6.7 kg) participated 
in this study. The subjects were informed about the testing 
procedure and they each gave written consent to participate 
in the study which was approved by the Ethical Committee 
of the University of Graz.  
After a standardized warm-up program, subjects were asked 
to perform depth jumps with minimal ground contact from a 
height of 40 cm on a Kistler® force platform (1000 Hz).The 
ground contact time was then determined from the vertical 
ground reaction force from force plate data. 
Furthermore, subjects were asked to perform isometric ankle 
torque measurements with maximum voluntary effort 
(IMVC) on a dynamometer (con-trex MJ, CMV AG, 
Dübendorf, CH). A real-time ultrasound apparatus (mylab 
60, Esaote S.p.A., Genova, Italy) with a 10-cm B-mode 
linear-array probe was used to obtain longitudinal images 
from the muscle-tendon junction of the gastrocnemius 
medialis during IMVC. Achilles tendon stiffness was then 
determined by dividing the change of force (torque/moment 
arm) by the length change of the tendon (50-100% of 
IMVC).  
SPSS (version 16.0, SPSS) was used for the statistical 
analyses. Means and standard deviations are presented. 
Shapiro-Wilk test was used to test data for normal 
distribution. Since data was not normally distributed 
Spearman correlations were calculated to assess the 
relationship between Achilles tendon stiffness and ground 
contact time. An alpha level of p=0.05 was defined for 
statistical significance. 

RESULTS AND DISCUSSION 
Mean ATS was 28.2 +/- 11,4 N/mm and mean GCT was 
253.0 +/- 56,8 ms. We found a significant negative 

correlation between ATS and GCT following depth jumps 
(r=0.50, p=0.03). For graphical illustration see Fig. 1. 
The present result confirms our hypothesis that a stiffer 
Achilles tendon is related to shorter ground contact time 
during depth jumps. This result is similar to the findings of 
Arampatzis et al. (2001) or Morin et al. (2007) who reported 
a negative correlation between leg and ankle stiffness and 
GCT. 

Figure 1: Relationship between Achilles tendon stiffness 
and ground contact time following depth jumps from 40 cm. 

As a consequence, the present result suggests increasing 
ATS in order to decrease GCT for enhanced performance, 
e.g. in sprint running. However, a randomized controlled 
training study would be necessary to confirm this 
assumption. According to Arampatzis et al. (2010) training 
with high strain magnitude protocols at low frequency 
would lead to increased tendon stiffness.   

CONCLUSION 
We could show that subjects with stiffer Achilles tendons 
have shorter ground contact times following depth jumps.  
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INTRODUCTION  
Forward dynamic simulations run with musculoskeletal 
models in OpenSim can shed some light on the multiple, and 
often non-intuitive, muscle activation strategies employed to 
support ACL loading during non-contact sidestepping in 
sport. However, the validity of the musculoskeletal model 
for forward dynamic simulations may be compromised if the 
adopted segmental inertial parameters (IP) are not partici-
pant-specific. More specifically, inaccurate segmental IP 
may lead to inconsistencies between the measured ground 
reaction forces (GRF) and the model kinematics used to find 
a pattern of muscle excitations via the optimization solution. 
By default, OpenSim re-scales a generic musculoskeletal 
model to predict the IP of the participant. Although segmen-
tal IP of elite athletes are shown to be not accurately pre-
dicted using generic scaling equations [1], the effect of inac-
curate segmental IP on the validity of the musculoskeletal 
model remains unknown. 

The inconsistency between the experimental GRF data and 
the dynamics of the musculoskeletal model is assessed by 
computing the residual forces held at the pelvis segment 
using inverse dynamics. Therefore, the aim of this study was 
to determine whether musculoskeletal models that account 
for participant-specific segmental IP instead of re-scaled IP 
from a generic model yield reduced pelvic residual forces 
during non-contact sidestepping of elite athletes. 

METHODS 
Fourteen members (24.7 ± 3.4 years) of the Australian Na-
tional Women’s Hockey team, clear of any lower limb inju-
ry at the time of data collection participated in this study. 
Each participant underwent a full body DXA scan with the 
GE Lunar Prodigy DXA densitometer (GE Healthcare, 
Bucks, UK) as a means to estimate participant-specific seg-
mental IP using a previously published method (DXA/Vol) 
[2]. Two musculoskeletal models were created per partici-
pant; one model adopted segmental IP re-scaled from a 
generic OpenSim model (OSIP) and the other model 
adopted the IPs estimated with DXA/Vol [2,3]. 

A full-body custom markerset comprising 56 markers was 
affixed to the participants who then completed a published 
planned sidestepping protocol [3]. Marker trajectory and 
GRF data for sidestepping were recorded using a 22-camera 
(250 Hz) motion capture system (Oxford Metrics, Oxon, 
UK) and a force platform (2,000 Hz, Advanced Mechanical 
Technology Inc., Watertown, MA) respectively. These data 
were then low-pass filtered (14 Hz) using a zero-lag 4th or-
der Butterworth filter and exported to OpenSim to compute 
the residual force components held at the pelvis segment for 
each of the two musculoskeletal models [3]. 

To compare the waveforms of the mean residual force com-
ponents for each model, the test statistic SPM {t} was 
computed with the one-dimensional statistical parametric 
mapping package (SPM1D) in Matlab [4]. A critical thresh-
old t* was computed using the random field theory [4] and 
the Šidák threshold p=0.0170 to maintain a constant family-
wise error rate of α=0.05 for all residual force components. 

RESULTS AND DISCUSSION 
Significant differences were observed only in the transverse 
(13%–24% and 85%–100% stance, p<0.001) and sagittal 
(9%–25% stance, p<0.001) directions (fig 1). In these zones 
of significance however, DXA/Vol models did not always 
yield smaller residual force magnitude (i.e., values closer to 
0). Indeed, the residual forces, mainly in the longitudinal 
direction, appear to be more meaningfully affected by other 
modeling (e.g., segment rigidity and joint constraints) and 
processing (e.g., kinematic signal) sources of errors (fig 1). 

Figure 1: Mean residual force components and the zones of 
significance (shaded gray area). WA= weight acceptance. 

CONCLUSIONS 
Participant-specific segmental IP did not have a meaningful 
impact on the validity of the musculoskeletal model during 
planned sidestepping of elite female hockey players. Other 
modeling and processing sources of errors require attention 
before forward dynamic analysis of sidestepping be adopted. 
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INTRODUCTION  
The trunk has a multi-segmental structure, composed of 
the cervical, thoracic and lumber spines, and surrounding 
soft tissue elements, which allows the trunk to flexibly 
deform during dynamic movements [1]. In three-
dimensional movement analyses, the trunk is often 
modeled as a single or a link of small number of rigid 
segments to simplify the complexity of its structure [2]. 
However, it remains unclear how well such the rigid-body 
segment model represents the complex trunk deformation, 
and thus an optimal rigid-body representation of the trunk 
to describe its complex movement has not yet been formed 
[3]. Therefore, the purpose of this study was to determine 
the optimal rigid-body representation of the trunk for the 
analysis of the dynamic movements. 

METHODS 
Ten male subjects (21.5 ± 1.0 years old, 172.0 ± 5.5 cm, 
66.8 ± 8.5 kg) performed running on a treadmill at 4 
different speeds: 8km/h, 10km/h, 12km/h, and 14km/h. 
The three-dimensional kinematic data were obtained with 
a sixteen-camera motion capture system at 250Hz 
(MAC3D, Motion Analysis Corporation, California, 
USA). Forty reflective markers were placed between the 
acromioclavicular joint and posterior superior iliac spine 
(PSIS) levels on the back of the subject. The instant of 
heel strike was detected based on the vertical velocity of 
the mid-foot to define a running gait cycle [4]. The data 
for five gait cycles were obtained and averaged for each 
subject. 

The trunk was modeled as a single, two, or three rigid-
body segments to examine how well these models describe 
actual trunk movement. The local coordinate system was 
defined for each rigid-body segment and simultaneous 
transformation matrix (STM) from the local to global 
coordinate system was determined. A set of parameters for 
STM to minimize the differences between the modeled 
and actual position data was then found using a non-linear 
optimization analysis. For the optimization analysis, 
optimized variables were the parameters of STM, and the 
objective function was the differences between the 
modeled and actual position data. The average of 
differences between the modeled and actual position data 
was calculated and used as a position error for each model 
during the gait cycle.  

A two-way repeated measures ANOVA was used to 
examine main effects and interactions of the 3 model types 
and 4 running speed conditions on the position error for 
each model.  Bonferroni post-hoc analysis was used for 
multiple comparisons between the model types and 
running speed conditions when the analysis revealed 
significant main effects.  

RESULTS AND DISCUSSION 
Significant main effects were found for the model type and 
the running speed, indicating that the position errors 
decreased as the number of rigid body segments increased 
(Fig.1). However, not much improvement was observed 
when the trunk was modeled as three rigid-body segments 
as compared to two rigid-body segments (Single: 7.5 -
27.7mm, Two: 5.9 -24.3mm, Three: 5.5 -23.5mm). These 
results imply that two rigid-body segment model would be 
good enough to describe complex trunk movements during 
running.  

Figure 1: The difference between modeled and actual 
position data during running. *p<.05 

CONCLUSIONS 
When modeling the trunk as rigid-body segments during 
running, the position errors decreased as the number of 
rigid-body segments increased. However, such 
improvement in the error appeared in a non-linear fashion, 
reaching a plateau, where the improvement from the two 
to three segment model was much smaller than that from 
one to two segment model. Two rigid-body representation 
would be good enough to describe the complex trunk 
movements when modeling the trunk during dynamic 
movements. 
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INTRODUCTION AND OBJECTIVES 
Effect of load induces various changes in the spatiotemporal 
gait parameters and postural angles of the user [1, 2]. 
Backpacks are used daily by school children and University 
students to carry educational materials and personal 
belongings with them from one place to other. If used 
incorrectly, they may cause back pain and injury to the user 
[3]. The purpose of this study was to find out the variations 
in gait parameters and the postural angles between school 
going children carrying the significantly different amount of 
load over an extended period. An equal number of children 
from day and boarding school were studied, for the 
investigation of long-term effects of the backpack load.  The 
average load carried by children from day school was 
significantly more than those from boarding school. The 
reason being, day school students carried books, different 
notebooks for classwork & homework, lunch box and other 
sports equipment from home to school every day. Whereas 
in a boarding school, the conveyance was from in-campus 
accommodation with comparatively less load which 
comprised of books and notebooks. The hypothesis for this 
study is that, at identical loading conditions, there is a 
significant difference of kinematic body postural angles and 
gait parameters between day school and boarding school 
children. A significant difference in response parameters 
may further prove that prolonged carriage of heavy 
backpack causes permanent changes in the gait parameters 
and postural angles.  

 METHODS 
The experiment was a between subject design. Twenty-four 
male subjects (12 from each school) from Chandigarh, India 
aged between 12 to 14 years who had studied for at least 4 
years in the same type of school were selected. 12 students 
each from boarding and day school with similar height, 
weight, and social strata conditions were the inclusion 
criteria whereas students with the history of orthopedic, 
neuromuscular and cognitive disorder were the exclusion 
criteria for selection. Prior to the study, written voluntary 
consent was1gfh taken from the principal of each school, the 
student and the parent/local guardian in the case of students 
of the boarding school. The experiment protocol was 
approved by the ethical committee at PEC University of 
Technology.   
On the day before data collection participants completed a 
written questionnaire regarding average time spent carrying 
a backpack every day, backpack weight, hours per week 
playing sport and history of any injuries or disorders.  
The study was divided into two parts. In the first part setup 
was established in the laboratory and children walked for 8 
mins (time selected on the basis of questionnaire) at their 
natural speed with their own backpack load as per their 
preferences which were further defined in terms of relative 
backpack weight (RBW) i.e. {(backpack 

weight/bodyweight)*100}. Several spatiotemporal 
parameters and postural angles were recorded for two 
sessions (with a backpack and without backpack) by using 
IDEEA accelerometry system and video camera 
respectively. Each session consisted of three trials, from 
these trials, the most consistent set of data for each session 
was selected for the study. The first part of a study aimed to 
evaluate the effect of RBW on the variation in response 
variables (gait parameters and postural angles). Whereas 
variation in response variables is defined in percentage 
explained as modulus of |{(original (with backpack carriage) 
– baseline)/baseline}*100|.  Baselines assessment of school
children was recorded when they carried no backpack at all 
and original assessment of response parameters when 
participants carried their own backpacks. Out of all the 
response variables, only those were selected which had a 
significant variation in the relative backpack weight. 
Summary of physical parameters of the subjects (age, body 
mass, height, body mass index), backpack weight and RBW 
for the first part is given in Table I.  
 Table I: Summary of physical parameters of the subject 

Parameter Mean Std. 
Deviation 

Minimum Maximum 

Age (year)  13.17 1.8 10.4 12.3 
Body Mass 
(kg) 

44.41 6.32 38.64 48.50 

Height (m) 1.57 0.09 1.49 1.61 
BMI 
(kg/m2) 

17.42 1.8 15.71 18.37 

Backpack 
Weight 
(Kg) 

7.9 3.8 3.1 11.3 

RBW (%) 16.43 8.6 8.36 27.82 
The second part was to compare the variation in gait 
parameters and postural angles at different loading 
conditions for both groups on a long-term basis. To compare 
the variation in response parameters of respective groups, 
seven loading conditions of 0%, 5%, 10%, 15%, 20%, 25% 
and 30% of body weight were used for the experimentation. 
The criteria for selection of these loading conditions were 
obtained from the survey questionnaire. 
 A one-month long program was implemented. Response 
parameter of each participant from the two groups was 
evaluated for seven sessions for each loading condition. 
Each sequence of the session consisted of ten trials of data 
collection. From these trials, the mean value of all the trials 
for each response parameters for the given loading condition 
was calculated for the study. This was done to accustom the 
boarding school students with the similar amount of load as 
the day school students. The independent parameter in the 
study was RBW. The measured response parameters and 
their description are detailed in Table II. 
Table II Response parameters measured in the study  

Abbreviation used 
for variation in 

Description of  Response parameter 



response parameter 
Variation in Stride 
Length (VSL) 

Distance between intra-limb toe-off 
positions  

Variation in Stride 
Width (VSW) 

Distance between heel to heel 
during the gait cycle of inter-limb 

Variation in 
Cadence (VC) 

Number of steps taken in one 
minute 

Variation in Speed 
(VS) 

The traveled distance divided by 
the elapsed time  

Variation in 
Double Support 
time (VDST) 

Time elapsed when both feet are in 
contact with the ground. 

Variation in the 
height of Earlobe 
(VHoE) 

The distance between earlobe and 
the ground at the time of toe off. 

Variation in Trunk 
Angle (VTA) 

Formed between the line drawn 
through the markers at C7 and the 
greater trochanter, and a vertical 
line through the greater trochanter. 

Variation in Head 
on Neck Angle 
(VHoN) 

Formed by the line drawn through 
the anatomical markers at C7 and 
the tragus of the ear, and the line 
through the canthus of the eye and 
the tragus of the ear. 

Variation in 
Craniovertebral 
Angle (CVA) 

Formed at the intersection of the 
horizontal line through the spinous 
process of C7 and a line through 
the tragus of the ear. 

RESULTS 
Results obtained from the first part of the study showed that 
there was a significant positive correlation between the 
relative backpack weight (RBW) with variation in gait 
parameters & postural angles at p<0.05. The mean backpack 
load carried by the students studied in the day school was 
higher than the weight carried by the students studied in the 
boarding school by 47 %. Due to this continued carriage of 
extra load in the backpack by the day school students, the 
overall variation in the response variables was significantly 
more in this group. Mean variation in the gait parameters 
and postural angles as shown in figure 1 (a) and (b) 

Figure 1(a): Effect of relative backpack weight on mean 
variation in gait parameters 

 Figure 1(b): Effect of relative backpack weight on mean 
variation in posture angles 

The second part of the study showed the effect of a 
backpack on the gait parameters and posture angles in both 
boarding school and day school 0% backpack load weight to 
30% backpack load weight. The results revealed that there 
was significant. Figure 2 (a) & (b) shows that the variation 
in gait parameters and postural angles is significantly higher 
in the case of day school students in comparison to boarding 
school students at p<0.05. 

Figure 2 (a): Comparison between gait parameters of 
participants studied in boarding and day school at different 
loading conditions 

Figure 2 (b): Comparison between postural angles of 
participants examined in boarding and day school at 
various loading conditions 

CONCLUSIONS 
Variation in stride length, stride width, speed, height of 
earlobe, craniovertebral angle and trunk angle when tested 
by turkey posthoc analysis at p<0.05  showed significantly 
higher variation from the baseline in case of participants 
from day school in comparison to  participants from 
boarding school for the same load carriage conditions. This 
may prove our hypothesis that there are certain permanent 
changes developed in the adolescents which hamper their 
growth due to the prolonged transport of heavy backpacks 
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INTRODUCTION  
Several research studies have investigated the effects of 
different backpack loads on the back and lower extremity 
joint movements, but trunk and pelvic moment analyses are 
difficult because the backpack blocks the markers used in 
analysis. We devised a backpack that allowed for detection 
of markers attached to the trunk. The purpose of this study 
was to investigate the effect of the location of weights in the 
backpack, on the trunk, pelvis, and lower extremities during 
walking on level and sloped surfaces. 

METHODS 
Ten healthy male volunteers aged 18 to 23 years participated 
in the study. The subjects had no walking problems due to 
orthopedic diseases or spine and leg impairments. Before the 
study was initiated, the aims and methods of the study were 
explained to the subjects and their consent was obtained. 
The subjects were asked to walk on a flat surface and ascend 
and descend a 6-degree slope with non-weighted and 
weighted backpacks. The weights applied were 15% of the 
subjects’ individual body weight and located randomly in 
different areas of the upper thorax and lower back. During 
walking, three-dimensional angular displacements and 
moments of the trunk, pelvis, hip, knee, and ankle were 
obtained using the Vicon Nexus system and four force 
plates. The electromyographic activities of the elector 
spinae, rectus abdominis, biceps femoris, rectus femoris, 
lateral gastrocnemius, and tibialis anterior were recorded 
using surface electrodes at a sampling rate of 1,000 Hz. 
These data were sequentially processed as the rate of 
integrated electromyograms (%iEMGs) according to the 
volume ratio of the maximum voluntary contractions of each 
muscle.  Data were standardized and analyzed in one gait 
cycle, and compared between different walking methods and 
loadings.  These data were tested by two-factor factorial 
ANOVA with α level set at 0.05. 

RESULTS AND DISCUSSION 
The ranges of trunk lateral flexion and rotation, and pelvic 
rotation in the upper loading were significantly lower than 
those of the lower loading, and the size of the difference in 
ranges increased in order from ascending slope (smallest) 
through level walking, to the largest difference in 
descending slope (p < .05, respectively) (Figure 1). 
However, the hip rotation range was significantly higher in 
the upper loading than in the lower loading (p < .05). 
Although the flexion-extension range of the trunk differed 
according to the difference in walking methods, this did not 
differ between the upper and lower loadings on the back. 
The %iEMG during ascending was lower in the rectus 
abdominis than in the other muscles. No significant findings 
regarding ranges of moments in the trunk and lower 
extremities during stance phase were obtained from the 
different loading positions, except a difference in the 

moments produced by walking methods. Compared with no 
loading on the back, application of a load weighing 15% of 
the body weight on the upper thorax may reduce the angular 
displacement of the trunk lateral flexion and rotation for 
inhibition of the trunk motion caused by the relatively 
higher center of body mass. However, this may be 
compensated for by increasing the rotation range of the hip. 
An increase in the forward leaning of the upper trunk has 
been reported in previous studies when subjects carry a 
backpack with lower loading [1,2]. It could be suggested 
that carrying upper loads induces a bent trunk posture and 
pushes the body forward when walking on an ascending 
slope. Heavy loading in the form of a backpack is common 
in everyday life and can be expected to have physiological 
and perceptual effects. Our findings suggest that there is a 
biomechanical benefit of higher placement loading.  

Figure 1: Trunk lateral flexion ranges with upper and lower 
loading during different walking methods. 

CONCLUSIONS 
Carrying patterns of a heavy load in a backpack at 15% of 
body weight in different positions on the back (upper and 
lower) varies individually according to body mass, body 
portion and muscle power. A wider range of trunk motion 
occurs with lower loading compared to upper loading. 
Further studies should be carried out to investigate the 
relationship and strategy between the placement of the load 
and individual physical features and characteristics. 
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INTRODUCTION  
Firefighters and military personnel commonly employ 
multiple backpack designs for carrying heavy load for 
occupational purposes. Firefighters carry air tanks along 
with other heavy gear connected to the pack further adding 
to the weight of it. As the load increases, the biomechanical 
and physiological demands on the carrier change as well. 
[1] The xPk® harness, a new design, claims to improve the 
load carriage ability for firefighters by allowing the load to 
be carried closer to the individual’s center of mass (COM) 
thus reducing the energy cost of load-carriage [2]. The 
design also claims to assist by “reducing the pull on the 
wearer's shoulders” thus increasing the comfort level 
compared to the traditional pack design commonly used by 
firefighters. The purpose of the study was to compare 
biomechanical differences as demonstrated by individuals 
while carrying the empty firefighter air tank in traditional 
harness to xPk® double strap harness designs. 

METHODS 
Twelve healthy individuals (age: 26.5±5.8 yrs, ht: 1.74±9.9 
m, wt: 79.4±15.9Kg) walked at 1.79 m/s (4 mph) on a 
treadmill at 3 different grades:  5% for 2 minutes (G1), 7.5% 
for 4 minutes (G2), and 10% for 4 minutes (G3). 
Participants completed one trial each with the 2 harnesses 
and empty air tank (7.5 kg) in a counterbalanced order.  
Trunk and lower extremity kinematics and stride data were 
recorded through a Vicon 3D motion capture system (240 
Hz; MX3+, Nexus 2.8®) using 53 reflective markers. The 
Borg rate of perceived exertion (RPE) scale [3] was 
recorded every minute throughout the testing. 3D data were 
analyzed in Visual3D (c-motion). Marker positional data 
were low pass filtered (4th order Butterworth; cutoff: 6Hz) 
and used to create a 7 segment plus tank model.  Heel strike 
and Toe-off were determined using automatic gait events 
(Visual 3D). Stride length, width, and stride rate along with 
ankle, knee and hip sagittal plane ROM, pelvic tilt, pelvic 
obliquity ROM, anterior trunk tilt, and trunk lateral tilt 
ROM were calculated for and averaged across stride and leg 
over 10 s.  The position and movement of the center of mass 
(COM) of the tank + harness was calculated relative to the 
mid iliac crests along the anterior and longitudinal axes. For 
each variable, 2 way repeated measures ANOVAs for grade 
(G1-3) and harnesses (traditional and xPk®) were calculated 
to determine statistically significant difference along with 
Greenhouse-Geisser corrections in case of sphericity 
violation (=0.05). Post-hoc analysis included paired t-tests 
with Bonferroni corrections. Cohen’s d effects sizes were 
also calculated. 

RESULTS AND DISCUSSION 
Five angular kinematic variables and the three tank COM 
position variables had statistically significant differences. 
Ankle dorsiflexion/plantar flexion ROM had a significant 
interaction (F2,22 = 11.624, p <.001). Post hoc analysis 
revealed 1.2° greater ankle ROM with the xPk® harness as 
compared to the traditional harness at the 5% grade with a 

moderate effect size (ES =.34).  Hip flexion ROM increased 
3.5° from the 5% grade to 7.5% grade and 2.5° from 7.5% to 
10% grade (p=.009) with large (ES = 1.29) and moderate 
(ES = 0.42) effect sizes, respectively. Anterior trunk tilt 
increased 3.3° from the 5% grade to 7.5% grade and 2.9° 
from 7.5% to 10% grade (p<.001; ES = .84 and .85, 
respectively) and was 1° more anterior with the xPk® 
harness (p=.026; ES =.17). Trunk lateral tilt had 0.5 degrees 
less ROM with the xPk® harness (p=.002; ES = .48). Pelvic 
anterior tilt increased 2° both from the 5% grade to 7.5% 
grade and from 7.5% to 10% grade (p=.003; ES = .49 and 
.48, respectively). The low magnitude of differences in 
kinematics between harnesses and across grades observed is 
unlikely to be clinically significant. 
The xPk® + tank COM were positioned lower/ closer to the 
iliac crests of the user (4 cm; p<.001; ES: 1.25), slightly 
more posterior (2 cm; p=.042; ES: 0.72), and moved 5 cm 
less (p=.016; ES: 0.91) along the long axis as measured 
relative to the iliac crests. Tank COM anterior position was 
2 cm farther back, relative to the iliac crests, on the 5% 
grade as compared to the 7.5 % grade (p = .004; ES = .54) 
and 1 cm farther back on the 7.5% grade as compared to the 
10% grade (p =<.001; ES = .28). The lower load position 
with the xPk® harness accompanied by less superior inferior 
displacement of the xPk® and tank system relative to the 
iliac crests may have attributed to more participants 
preferring to carry the air tank in the xPk® harness system. 
An increased perception in effort recorded at 10% gradient 
with xPk® could have been related to the slightly more 
posterior positioning of the xPk® and tank COM relative the 
iliac crests, which could create a larger extension torque on 
the back due to an increased moment arm to the load.  60% 
of the participants preferred xPk® for being more 
comfortable than traditional harness.  

CONCLUSIONS 
While there were significant and meaningful differences in 
grade kinematics, changes in kinematic data between old 
and new harnesses were minor and unlikely to provide 
meaningful differences within a clinical setting. The 
minimal differences in kinematics and subjective preference 
for comfort for xPk® suggests that this harness could 
potentially be helpful in improving load carrying capacity 
without having to retrain carrying mechanics. Future 
research is warranted with occupation specific high intensity 
tasks such as duck-walking and ladder climbing on a larger 
sample population to better compare the harness systems. 
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INTRODUCTION  

Load carriage is an inevitable part of military life 
both during deployment and training sessions. Indian 
soldiers carry loads and crosses stiff mountain 
gradients in the eastern and the western Himalayas 
thus involving uphill and downhill walking. It is 
hypothesized that downhill walking affects the lower 
limbs and back muscles differently. This study 
examined the effect of increasing load, speed and 
decreasing gradient during downhill treadmill 
walking on different muscle activities and subjective 
responses.  

METHODS  

Twelve healthy infantry soldiers (age 24.8±2.9 yrs, 
height 173.76±7.4 cm and weight 66.2±6.4 kg) 
participated in this study. All the experiments were 
conducted in controlled laboratory conditions with 
temperature ranging from 25-280C and 35-40% 
relative humidity and at random to avoid any 
biasness. The subjects walked at two different speeds 
(2.5 km.h-1 and 4 km.h-1) on a treadmill unloaded and 
carrying 10.7 kg, 17kg and 21.4kg loads at a 
decreasing gradient (%) - 25, 20, 15, 10, 5, and 0. 
For each gradient the subject walked for 6 minutes 
amounting to a total of 36 mins walk. All the 
experiments were conducted at random to avoid any 
biasness. During the experiment the 
electromyographic responses of Erector spinae (ES), 
Vastus medialis (VM), Gastrocnemius medialis 
(GM) and Soleus (SOL) of both sides were 
monitored along with the rating of perceived exertion 
(RPE).  

RESULTS  

Significant effects of load, speed and gradient on all 
the leg muscles and RPE scores for all the above 
mentioned conditions were observed. In case of ES 
muscles activity, only gradient had a significant 
effect. It was observed that while walking with 
21.4kg loads at 4km.h-1 speed the activity of the 
muscles increased maximally compared to other load 
and speed combinations. The activity of the ES, VM, 
SOL and GM muscles increased upto 153%, 338%, 
141%, 200% and 165%, 348%, 136%, 197% for the 
right and left side respectively compared to 0% 
gradient. 

 DISCUSSION  
The responses in both the sides are almost equal. The 
intensity and duration of the downhill walk affected 
the VM muscle activity most (Franz and Kram, 
2011). A maximum RPE score of ‘12’ signifying 
moderate intensity exercise was obtained when the 
subjects walked at this condition. 

CONCLUSION  

This form of strenuous activity especially on the knee 
extensors predisposes the risk of muscular injury and 
early onset of fatigue. Hence, the combat fitness of 
the military personnel is reduced. Military training 
schedule and operational requirement along with 
other mountain climbing and descending exercises 
for the general population must take adequate 
preventive measures while putting any personnel in 
this form of downhill exercises with load.    
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INTRODUCTION 
Training and operational objectives require soldiers to 
transport loads weighing >20 kg at high speeds for short bouts 
and at slow speeds over long durations. These tasks elicit high 
energetic costs, result in muscle fatigue, and decrease combat 
readiness. There is a proportional increase in both net 
metabolic energy rate and centre of mass positive work in 
response to either increased carried load or gait speed [1, 2]. 
Most of the increase in positive work occurs at the ankle and 
knee [2, 3]. Increased reliance on knee muscles could 
precipitate quadriceps fatigue. Instead, re-distributing load 
could increase hip and ankle joint contributions to forward 
progression, and preserve normal knee work and power.  

This study aimed to examine how lower-limb joint work and 
power are modulated in different walking speeds and load 
configurations during gait. 

METHODS 
Twenty Australian Army Reserve soldiers (29.5±7.1 yrs) 
participated. A total of 12 body armour variations were tested: 
six armour types (one standard-issue body armour and five 
prototype designs)  two load magnitudes (15 or 30 kg). 
Participants completed testing with the 12 armour variations 
over four testing sessions with each session separated by at 
least two days. 

Wearing body armour, participants walked on a force-plate 
instrumented treadmill (AMTI, Watertown, US) at both 
moderate (1.53 m⋅s-1) and fast (1.81 m⋅s-1) speeds for 10 
minutes at each speed, while an 11-camera motion capture 
system (Vicon, Oxford, UK) collected whole-body three-
dimensional marker kinematics. 

A modified full-body OpenSim [4] anatomic model was 
scaled using standing static trial markers. Inverse kinematics 
and inverse dynamics analyses were used to determine joint 
angles and net moments. Hip, knee, and ankle powers were 
determined as the product of respective joint moments and 
angular velocities. Total positive ( ) and negative ( ) 
work was computed by integrating and summing positive 
( ) and negative ( ) regions of joint power curves, 
respectively. Total average joint power generated ( ) and 
absorbed ( ) was calculated by doubling  and  and 
dividing by stride time. Each joint  and  was expressed 
as percentage of  and , respectively. 

Repeated measures ANOVAs were used to compare joint 
work, and percentage joint contribution to total average 
positive power between different speeds and armour  load 
variations. Significance was set at p<0.05. 

RESULTS AND DISCUSSION 
Consistent with previous studies,  significantly increased 
with both speed (p<0.001) and carried load (p<0.001). When 
increasing speed, hip power increased and ankle power 
decreased (p<0.001). When carrying 30 kg compared to 15 
kg, the ankle generated less and knee generated more power 
(p<0.001). Unique to this study, percent contribution from 
ankle and hip joints to  changed between armour designs 
(p=0.018, p<0.001) (Fig 1). The pARM3 armour condition 
required more power from the hip, whereas pARM1 and 
cARM2 required more power from the ankle, to be generated. 
From an efficiency perspective, ankle power is preferred, 
because power can be generated passively through energy 
storage and released by the Achilles tendon, while in contrast, 
muscles actively generate most of hip and knee powers [5]. 

Figure 1: Relative contributions of hip, knee and ankle 
powers to total average power generated by the lower-limbs 
during a gait cycle. 

CONCLUSIONS 
This study is the first to report that different body armour  
load configurations and gait speeds elicit different joint 
power strategies. While total average power generated was 
largely dictated by task demands, armour systems elicited 
different joint power profiles. These results may be used to 
inform an optimal armour configuration and/or physical 
training program to improve soldier performance and 
longevity in both training and field operations. 
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INTRODUCTION  
Tests evaluating movement control of the lumbo-pelvic-hip 
complex are commonly described to assess motor function 
of the trunk and lower extremity [1]. Quantification of test 
performance using kinematic analysis may be either 3-
dimensional (3D) or 2-dimensional (2D). Although 3D 
methods have the advantage of more accurately depicting 
motion in three planes, 2D photographic image capture 
methods are more readily available in clinical settings [2]. 
2D assessment of vertical axis rotation of the pelvis is 
difficult as the use of an overhead camera is problematic 
because of obscurement by the trunk. 

The overall aim of this study was to test the validity of two, 
2D methods to measure pelvic rotation without the use of an 
overhead camera. First, we evaluated the accuracy of the 2D 
methods (using 2 SLR cameras in the sagittal and frontal 
planes) to record known increments of pelvic rotation of a 
mechanical jig. Second, we calculated pelvic rotation 
measurement error when combined with pelvic motion 
around other axes. Third, we compared the agreement 
between 2D measures and those made concurrently with a 
3D system. Finally, we provide recommendations regarding 
the use of 2D photographic media that includes methods to 
reduce measurement error. 

METHODS 
A plastic pelvis was mounted on a mechanical jig that 
enabled precise incremental movements through five 
degrees of freedom. The pelvis was orientated through 
known angular and linear displacements while photographic 
images (frontal and sagittal planes) and 3D motion capture 
were simultaneously recorded. Pelvic rotation was estimated 
from changes in projected linear distances between pelvic 
landmarks in the frontal and the sagittal planes as the pelvis 
was rotated. Measurement error caused by concomitant 
pelvic motion along and around other axes was determined 
with linear regression modelling and a correction factor was 
derived. The corrected 2D measures of pelvic rotation were 
compared against the known increments of the jig and those 
calculated from the 3D recordings.  

RESULTS AND DISCUSSION 
As the pelvis was rotated around the vertical axis in 
isolation, estimation of pelvic rotation from both frontal and 
sagittal methods closely matched the jig angle data (average 
Root Mean Square Error (RMSE): frontal 1.39°, sagittal 
1.50°). Initial axial rotation of the pelvis from a start 
position parallel to the front camera led to smaller changes 
in projected linear distances between markers on the anterior 
superior iliac spines in the frontal plane than the sagittal 
plane. This caused greater measurement error for the frontal 
method for the initial 0-8° of rotation (Fig. 1). 

Figure 1: Bland-Altman plots of difference between 2D 
methods and jig measurements of pelvic rotation. 
LOA=Limits of Agreement. 

Both frontal and sagittal methods to measure pelvic rotation 
were susceptible to measurement error when concomitant 
pelvic motion occurred around other axes. When rotation 
values were corrected using correction factors derived from 
liner regression modelling, average RMSE across all 
sequences was: 3.64° (2D – Frontal), and 1.62° (2D – 
Sagittal). RMSE for the 3D measurements was 1.37°. 
Although both 2D methods enabled accurate measurement 
of pelvic rotation, the sagittal plane method demonstrated 
better accuracy and was comparable to 3D motion measures. 
Clinicians using 2D methods to measure linear and angular 
change should ensure that images are calibrated for distance 
from the camera, and cameras are set up orthogonal to the 
subject in both frontal and sagittal planes to enable for 
correction related to motion along and around other axes. 

CONCLUSIONS 
This study has shown that a 2D method can accurately 
measure axial pelvic rotation without the use of an overhead 
camera. This method has direct application in clinical 
settings as the technology required is readily available.  
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INTRODUCTION  
In a context of musculoskeletal disorders prevention, 
movement analysis can provide a better understanding of 
subject exposure to biomechanical factors. In laboratory 
studies, these analyses are realized using optoelectronic 
motion capture systems, which are currently considered as a 
reference regarding their accuracy of measurements. As for 
“in the field studies”, movement analysis using these 
systems is more challenging due to the difficulties related to 
volume calibration and marker occlusions. For these 
reasons, an emerging approach, using magneto-inertial 
measurement units (MIMUs), could be appropriate for a use 
in the field movement analysis. Several studies focused on 
the acquisition of upper limb kinematics using MIMUs. 
Some studies analyzed the impact of sensor placement and 
calibration on joint angles estimation [1, 2], while another 
study [3] underlined the importance of sensor placement and 
specific calibration, using a scapula locator, for the scapulo-
thoracic movement estimation. However, this last study only 
investigated the scapula-thoracic kinematics during 
anteflexion and adduction movements. 
To broaden these first results, this study aimed at estimating 
various shoulder movements using MIMU data on the upper 
limb with and without a numerical scapula sensor 
calibration. Furthermore, both scapulo-thoracic and gleno-
humeral joint angles were investigated and compared with 
the same joint angles using an optoelectronic system.  

METHODS 
Nine healthy subjects with no history of upper limb 
complaints participated in the study.  Five wirelesses 
MIMUs (MTw, version firmware 2.0.8, Xsens, Enschede, 
The Netherlands) were placed on the thorax, on the right 
scapula, right upper arm, right arm and right hand [2]. 
MIMUs’ calibration consisted in maintaining a standing 
pose with the upper arm along the body, elbow flexed at 
90°, in neutral forearm pronation-supination. Two specific 
scapula calibration are proposed:  numerical readjusted 
calibration (addition of 18° around the axis representing the 
superior border of the scapula) (MIMU1) [3] and general 
physical calibration (MIMU2).  
An optoelectronic system (Eagle 4, Motion Analysis 
Corporation, USA) was used as the reference measurement 
system for the kinematics (REF). Generally used marker set 
[4] and acromial marker-cluster [5] were considered.  
Joint angles were estimated for MIMU1, MIMU2 and REF 
for four separate movements and posture:  maximal 
amplitude of shoulder flexion/extension (ShoFmax); 
maximal amplitude of shoulder abduction/adduction 
(ShoAmax); a circular movement in the transverse plane 
(wheel) and a “T pose” (standing pose with the arm at 90° in 
abduction, elbow and wrist in neutral position). Each 
movement/pose was repeated 5 times in 3 different sessions. 
The statistical analyses looked for the accuracy (near to the 
reference) and the fidelity (repeatability) for the proposed 
calibrations. The differences between MIMU1 and REF and 

MIMU2 and REF were considered as variables. They were 
performed with a statistical mixed model with three variance 
components: subject, between-sessions and within-session.  

RESULTS AND DISCUSSION 
The mean differences for flexion/extension angle of the 
scapulo-thoracic joint estimated using MIMU1 varied 
between 3.12° (wheel) and 10.63° (T pose). As for MIMU2, 
these errors varied between 6.75° (wheel) and 16.85° (T 
pose) (Figure 1).  

 Figure 1: Flexion/extension angles differences between 
MIMU1 and REF and MIMU2 and REF for the analyzed 
movements/posture for scapulo-thoracic joint. 
The mean differences for flexion/extension angle of the 
gleno-humeral joint estimated using MIMU1 varied between 
17.57° (wheel) and 47.13° (ShoFmax). Considering MIMU2 
these errors varied between 12.57° (wheel) and 42° 
(ShoFmax). For abduction/adduction angle estimation the 
specific scapula sensor calibration had no influence and the 
mean differences varied between 4.78° (wheel) and 12.88° 
(T pose) for the scapulo-thoracic joint and between 4.27° 
(wheel) and -20.05° (T pose) for gleno-humeral joint. It is 
interesting to mention that, for both MIMU1 and MIMU2 
the between-subjects variability (i.e ShoFmax: Sd= 5.14) is 
smaller than the within-session variability (i.e ShoFmax: Sd 
= 9.54). 

CONCLUSIONS 
The results showed the importance of modifying the scapula 
sensor calibration for improved scapulo-thoracic and gleno-
humeral movement estimation. This study confirms the 
necessity of defining the axis of the scapula by an 
appropriate anatomical calibration if the analysis of the 
movement of the scapula with regard to the thorax is 
needed. 
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INTRODUCTION  
Parkinson’s disease (PD) is a degenerative neurological 
disorder that can induce tremor, rigidity, bradykinesia, and 
postural instability. These characteristics cause PD patients 
to experience gait impairment, which may lead to increase a 
risk of falling. Previous studies have analyzed the gait of the 
healthy elderly subject using an accelerometer and an inertia 
measurement unit (IMU), which are inexpensive, portable, 
and simple to use. Furthermore, there have been studies on 
the reliability of a 3D IMU sensor and motion capture 
system during treadmill walking [1], but not with PD 
patients. Therefore, the purpose of this study was to 
investigate the reliability analysis of shoe-type 3D IMU 
sensor and motion capture system during treadmill walking 
on PD patients. 

METHODS 
We recruited 17 PD patients (64.6 ± 7.4 years, 1.59 ± 0.09 
m, 64.5 ± 9.7 kg)  using the following inclusion criteria: no 
history of orthopedic surgery, neurosurgery, and 
neurophysiological problems in the preceding 6 months; a 
Mini Mental State Exam (MMSE) score of >24 points; and a 
PD stage of 2-3 on the Hoehn and Yahr (H&Y) scale.  
The 3D IMU sensor, comprising the IMU-based gait 
analysis system (DynaStab, USA) and shoe-type data logger 
(Smart Balance, USA), and the motion capture system 
(Vicon, MX-T10, UK) comprising nine infrared cameras 
were used to collect the treadmill walking data.  
Thirty-nine reflective markers were attached to the 
participants according to the plug-in gait full-body model 
for capturing motion. All PD patients took the anti-
parkinsonian medication at least 3 hours before test, and 
they performed the treadmill walking with their self-
preferred speed. The resultant linear acceleration was 
calculated from the net acceleration of the X, Y, and Z axes 
on the left and right sides during a 1 minute treadmill 
walking. The root mean square error (RMSE) and percent 
error between the IMU sensor and motion capture system 
were calculated over the total signal for the resultant linear 
acceleration [2]. The cadence, step length on the left and 
right side, and the stride length on the left and right side 
were calculated during a 1 minute treadmill walking.  

Pearson’s product-moment correlation analysis was used to 
compute the correlation between the 3D IMU sensor data 
and the motion capture system data. Furthermore, paired 
sample t-test was used to compare the cadence, step length, 
and stride length between IMU sensor and motion capture 
system. The statistical significance was set at 0.05. 

RESULTS AND DISCUSSION 
The analysis of the correlation between the resultant 
accelerations of the 3D IMU sensor and the motion capture 
system indicated that there was a strong correlation on the 

left (r = 0.950 ± 0.018) and right sides (r = 0.937 ± 0.020). 

The RMSE was indicated that the left sides was 1.99 ± 0.63 

m/s2 (the percent error: 6.87 ± 1.56%) and the right sides 

was 2.01 ± 0.58 m/s2 (the percent error: 7.00 ± 1.39%), 
respectively. The analysis of the correlation indicated that 
there were strong correlation for cadence, left and right step 
length, and left and right stride length. There were no 
significant difference for cadence, left and right step length, 
and left and right stride length between the IMU sensor and 
motion capture system (Table 1). 

Table 3. Reliability between IMU sensor and motion capture system

IMU sensor 

(M±SD) 

Motion capture 
system 

(M±SD) 

Correlation 
coefficient 

(r) 

Paired sample 
t-test 
(t), p 

Cadence  
(step/min) 110.29±20.12 111.35 ± 21.50 0.988*  1.264, 0.224 

Left step length  
(cm) 22.18±13.32 20.88±12.16 0.974* 1.833, 0.085 

Right step length  
(cm) 22.18±12.83 22.00±12.60 0.975* 0.253, 0.804 

Left stride length 
(cm) 44.24±25.51 44.35±25.40 0.999* 0.621, 0.543 

Right stride length 
 (cm) 44.29±25.30 44.41±25.50 0.999* 0.356, 0.727 

M±SD is mean and standard deviation; * is significant difference, p<.05 

CONCLUSIONS 
The resultant linear accelerations and the cadence, step 
length, and stride length measured by the 3D IMU sensor 
and the motion capture system were indicated high 
correlation coefficients during the 1 minute treadmill 
walking. These results suggest that the shoe-type 3D IMU 
sensor may simply use for gait analysis in the clinical 
environment. 
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INTRODUCTION  
Smart fabric sensors are made of fibers that add sensing 
properties, e.g. by knitting conductive yarns with 
nonconductive yarns. Structural deformations of the 
electrically conductive textiles change the fabric electric 
resistance making them employable, for instance, as motion 
sensors. Thus, textile-based sensors can be used as wearable 
devices to detect movements of a subject wearing them and 
can be developed for rehabilitative and biomechanics 
purposes. The aim of this study is to evaluate the 
employability of conductive textiles as knee-angle sensors 
by recording knee flexion-extension with a customized 
tracking system and the fabric electrical resistance variation 
with a dedicated supply and measuring circuitry.  

METHODS 
The electrical properties of the knitted conductive sample 
used in the study (SP29 made of 20% stainless steel and 
80% polyester) were previously investigated during cyclic 
loading on an Instron tensile machine [1]. The same 
specimen was subsequently sewn along the knee joint of a 
pair of leggings with 18% elastane to be tested in a real 
application, with a participant performing cyclically knee 
flexion-extension in an upright position. 

The knee angle tracking system used in this research 
consisted of a camera and red, green and blue markers 
appropriately placed on the thigh, knee and shank 
respectively. A MATLAB algorithm was used to distinguish 
and track the colored markers, with the actual location in 2D 
space being provided instant by instant. By knowing the 
coordinates of the center of the markers it was possible to 
calculate the knee angle as the angle between the lines 
connecting the thigh-knee and the knee-shank markers. 

To measure the fabric electrical resistance of the conductive 
textiles embedded on the supporting garment a four-wire 
resistance measurement was chosen and a constant current 
supply method employed by a purposely manufactured 
electronic circuitry. To gather the electrical signal from the 
conductive area of the fabric, two copper tapes were sewn 
on the top and bottom of the specimen with a stainless steel 
thread. Such conductive contacts, between which the fabric 
was gripped in correspondence of the knee joint, collected 
the voltage across the specimen and the current provided to 
the sample with the controlled current generator. By 
dividing the voltage across the specimen by the current 
provided the fabric resistance was calculated. The knee 
angle and fabric resistance were acquired simultaneously by 
a data acquisition system (NI USB-6003), post processed in 
MATLAB and filtered with a Savitzky-Golay filter. 

RESULTS AND DISCUSSION 
The outcome of the study is represented in Figure 1, which 
describes the filtered fabric resistance, knee angle and 

hysteresis during three cycles of knee flexion-extension. The 
range of motion depicted varies from 155° (i.e. maximum 
extension during the test, with 180° being the reference for 
full extension) to 115° (i.e. maximum flexion). The 
maximum fabric resistance is measured at maximum knee 
extension which corresponds to the minimum elongation of 
the fabric. Conversely, the minimum fabric resistance occurs 
at maximum knee flexion corresponding to the maximum 
elongation of the textile. Both phenomena are consistent 
with [1] and in agreement with the Holm’s contact theory 
and Ohm’s Law. In fact, at maximum knee extension (and 
minimum fabric elongation), a decreased contact pressure in 
the yarn caused an increase of the contact resistance and, 
therefore, of the overall fabric resistance. On the other hand, 
by increasing the knee flexion (and the fabric elongation), a 
better contact between the strands of yarn resulted in an 
increased conductivity and, thus, a decreased resistance. 

The hysteresis graph shows that the fabric behavior is non-
linear, making the immediate estimation of the knee angle 
from the measured resistance not straightforward. 

Figure 1: Filtered resistance, filtered knee angle and 
hysteresis during three cycles of knee flexion-extension. 

CONCLUSIONS 
The work described the preliminary feasibility study for a 
wearable sensor based on knitted conductive textile for 
human motion capture. In particular the knee flexion-
extension and the corresponding sensing behavior of the 
conductive fabric under deformation were investigated. 
Further studies will consider systematic knee movements 
and will compare the performances of samples with 
different patterns embedded into leggings with different 
compositions.  
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INTRODUCTION  
Falls are a major problem for stroke survivors, with higher 
incidences of falls than the general elderly population [1]. 
Individuals recovering from a stroke typically exhibit 
abnormal joint kinematics that could limit foot clearance [2]. 
Insufficient clearance between the foot and the walking 
surface may result in a trip, one of the greatest causes of 
falls [3]. Foot clearance is dictated by the sagittal plane 
range of motion (ROM) of the ankle, knee and hip [4,5].  

The gold standard for quantifying joint kinematics requires 
the use of motion capture technology, typically found in 
research labs. However, the frequency of falls for stroke 
patients within the first six months following discharge from 
rehabilitation highlights the need for gait supervision when 
patients are ambulating on their own [6]. Although there 
have been several efforts to quantify joint kinematics outside 
of a research or clinical setting using wearable devices, most 
methods require the placement of several sensors on 
multiple body segments [7,8], which may be difficult for the 
general population to effectively adopt. The purpose of this 
study was to use machine learning techniques to predict 
lower-extremity joint angles based on a single accelerometer 
signal. 

METHODS 
Thirty-five participants with a range of walking abilities 
were included in this study: young adults (N=10), older 
adults without a history of falls (N=10), older adults with a 
history of falls (N=10), and stroke survivors (N=5). All 
participants walked overground (20 strides) and on a 
treadmill (6 minutes) at self-selected speeds while bilateral 
3D joint kinematics of the ankle, knee and hip were 
recorded. Additionally, a 3D accelerometer was worn on the 
ankle, just above the malleolus. For each stride, the sagittal 
plane hip, knee and ankle ROM was determined. Time- and 
frequency-domain features of the accelerometer signal were 
also computed for each stride [9]. 

A correlation-based feature selection method was used to 
reduce the number of accelerometer features associated with 
each joint ROM [10]. The linear regression algorithm in 
Weka was used to predict each joint ROM of a single stride 
[10]. Performance of the linear regression model was 
evaluated using ten runs of 10-fold cross validation, 
measured as the correlation between the actual and predicted 
angles. The linear regression performance was averaged 
across all repetitions of training and testing for each of the 
ROM angles. 

RESULTS AND DISCUSSION 
The predicted knee angle ROM had a strong correlation to 
the actual knee angle ROM, while there was only a 
moderate correlation for the hip ROM and a weak 
correlation for the ankle ROM (Figure 1). 
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Figure 1: Correlation between actual and predicted joint 
range of motion. 

Placement of the accelerometer on the distal joint segment 
appears beneficial for ROM prediction. As the ankle angle is 
calculated as the displacement of the foot relative to the 
shank, the placement of the accelerometer was not 
conducive to predicting ankle ROM. Similarly, the shank is 
not one of the segments determining the hip angle, which 
likely explains why the hip ROM prediction was worse than 
the knee. With the accelerometer on the distal segment of 
the knee, the knee ROM prediction was more successful. 
Additional sensors may have improved prediction accuracy, 
however, the goal was to accomplish kinematic prediction 
using a single sensor, which was done for knee ROM. 

CONCLUSIONS 
A single wearable device can be used to predict knee ROM. 
Being able to quantify joint ROM with a wearable device 
may help identify when individuals are at risk for falling in 
real-world settings. 
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INTRODUCTION  
The ossicular chain, which consists of three ossicles, plays 
an important role in hearing. If the ossicles become fixed 
somewhere, hearing loss occurs. In order to improve the 
level of hearing, the fixed part of the ossicles must be 
sufficiently recovered or replaced. Evaluating the mobility 
of the ossicles is important during the tympanoplasty 
surgery, because the ossicular mobility affects the prognosis 
for the improvement of the hearing level. However, an 
objective measurement of the ossicular mobility has up to 
now been rarely performed during a surgery, and the 
assessment of ossicular mobility is made by palpation by the 
otologic surgeon in most cases. Palpation is inherently 
subjective and may not always be reliable, especially in 
milder degrees of ossicular fixation. We have developed a 
mechanical, hand-held probe that can provide an objective 
and quantitative assessment of the mobility of each ossicle 
during middle ear surgery [1,2]. In this study, the reliability 
and practical performance were evaluated by the 
measurements of artificial ossicles and cadavers. 

METHODS 
Our newly developed measuring system is shown in Fig. 
1(a). The hand-held probe consists of a force censor, an 
actuator and an ear pick, which is usually used in ear 
surgery. The end point of the ear pick is attached to the 
piezoelectric force sensor (PS566, Mechano Transformer), 
which, in turn, is connected to the high precision 
piezoelectric actuator (MTKK10S100F30-S1, Mechano 
Transformer). The probe is connected to a computer-driven 
control unit. When the tip of the ear pick contacts an object 
like an ossicle, the actuator vibrates the ear pick at a 
frequency of 20 Hz. The load or reaction force generated by 
the ossicle is detected by the force sensor.  A fixed ossicle is 
expected to generate a greater load (reaction force) than one 
that is mobile. The equivalent spring constant of the ossicle 
is calculated from the relationship between the load and 

displacement of the tip and is displayed on the computer 
screen.  Each measurement takes 0.7 seconds. 

The measurements were performed on artificial ossicles and 
fresh cadavers. The spring constants of the artificial ossicles 
were determined based on the results which were 
preliminary measured with the previous version of the probe 
[2] in patients during surgery. 

RESULTS AND DISCUSSION 
Figure 1(b) shows the frequency components of the output 
signal from the force sensor when the artificial ossicles with 
different spring constant were measured. The frequency 
components of 20 Hz were well detected regardless of the 
spring constant. The amplitude of the 20 Hz component 
increased with increasing the spring constant. This result 
suggests that the spring constants of the ossicles can be 
determined based on the amplitude of the 20 Hz component. 
By contrast, random frequency components were observed 
at the low frequency region below 15 Hz. These components 
are thought to be generated by hand trembling and are 
clearly separated from the 20 Hz component. This results 
shows that the ossicular mobility is measurable without 
being influenced by hand trembling. 

The ossicle is considered as a rigid body, and the ossicular 
chain is supported by the ligaments and tendons in the 
tympanic cavity. The spring constant measured with our 
system therefore reflects the stiffness of the ligaments and 
tendons. Assessment of the degree of ossification of the 
ligaments and/or tendons is important for selection of a 
better surgical method and for improving the prognosis after 
surgery. Our device can provide valuable information of the 
status of the ossicles to the surgeons. 

CONCLUSIONS 
In order to evaluate the ossicular mobility during surgery, a 
measurement system was constructed. Our system can 
provide useful information of the status of the ossicles to 
surgeons. We are trying to use our system during actual 
surgery as a next step. 
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different spring constant were measured (b). 
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INTRODUCTION  
Current approaches towards subject-specific FE modelling 
and virtual testing would benefit from easy-to-use 
personalization and positioning tools. The PIPER project 
aims to provide these tools for full human body FE models 
used in automotive safety as an open-source, easy-to-use 
software framework that is independent from both model 
and FE code. In this context the positioning of the spine is of 
particular interest, while remaining complex because of its 
high number of dofs. This abstract presents the development 
of a spline based spinal posture predictor tool relying on 
linear interpolation between known physiological postures, 
and its implementation within the PIPER tool. 

METHODS 
The PIPER tool allows to personalize and position complex 
full human body FE models through a range of geometry 
and physics based deformation methods. The tools can also 
provide additional a-priori knowledge to the user, in the 
form of quantitative data, targets or constraints. These can 
help to ensure that subjects or postures generated by the tool 
are both statistically representative and physiologically 
acceptable.  

The spine predictor tool was coded in Octave and was 
interfaced with the PIPER toolbox within the SOFA physics 
simulation environment (www.sofa-framework.org). A 
generic spine positioning workflow consists in (i) importing 
and translating any FE model in its original posture in a 
PIPER model format (defined only once for a given FE 
model by defining model-specific Metadata), (ii) extracting 
and fitting a spline on the vertebral Coordinate Systems 
(CS); (iii) registering the spline on a reference posture; (iv) 
applying a weight-based linear interpolation to the spline’s 
parameters between two selected physiological end-postures 
to build a target spline, (v) reconstructing the vertebral CS 
on the target spline and, (vi) applying the transformation 
towards the targets on the PIPER model and the resulting 
deformation on the FE model. The application of the target 
is performed through lightweight physics simulation [1] of 
the PIPER model. This simulation allows accounting for 
possible collisions between bones and provides a plausible 
transformation of the surrounding soft tissues. 

Hobby [2] splines were chosen to model the cervical and 
thoracolumbar spine segments as two continuous splines, 
which positions and shapes are fully controlled by seven 
parameters. Continuity between vertebral CS orientations 
during postural transformations was ensured by maintaining 
the relative orientation between the local spinal axis system 
[3] and local spline CS.  

The database of 6 physiological spinal end-postures used for 
the interpolations was built based on previously published 

upright MR imaging data on 9 volunteers [4] in the supine, 
standing erect, seated driving and forward flexed postures, 
complemented by published clinical data in the standing 
erect, seated erect and seated slouch postures.  

RESULTS AND DISCUSSION 
Figure 1 shows an example of a spline prediction and 
associated transformation of the PIPER model.  

Figure 1: Splines, vertebral CS and lightweight physics 
model before and after transformation (shown here with the 
GHBMC M50 model, www.ghbmc.com). 

Further to its use within the tool, the database also allowed 
(i) to validate the precision of the spline fitting method 
(mean error between target and fitted vertebral body centers 
= 0.24 ± 0.78 mm) and, (ii) to perform an evaluation of the 
precision of the predictive transformation by comparing the 
actual and predicted target posture for a given subject. The 
approach is currently limited by the posture database and is 
intended to be used as a pre-positioning tool, as it may 
require further positioning (e.g. to orient the head, or for 
out-of-the-plane postural predictions) through provided 
forward or inverse kinematics tools [5].  

CONCLUSIONS 
A simple spline based approach was used to build an easy-to 
use spinal postural predictor in the sagittal plane. It allows 
an almost real-time pre-positioning of human body models, 
accounting for physiological spinal postural solutions. The 
approach could be further extended by augmenting the 
content of the available end-postures database. 
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INTRODUCTION  
The rotational cutting method, which drives a hollow needle 
to perform tissue removal with rotary and linear motion, is 
utilized by the majority of vacuum-assisted biopsy (VAB) 
tools to retrieve breast tissue samples for cancer diagnosis. 
The rotary motion introduces a tangential force, in addition 
to the axial needle forces, at the cutting surface of the tissue. 
As a result, the axial needle force can be significantly 
reduced such that larger volume of tissue samples can be 
obtained as the they are less deformed while being removed. 
Understanding how the rotary cutting speed affects the 
cutting force is crucial to the design improvement of VAB 
tools. Existing studies provided limited experimental data 
that only investigated a fixed, relatively low linear speed 
combined with different rotational speeds [1]. 

The cohesive zone (CZ) modeling technology was used in 
past studies to simulate needle insertion and other tissue 
damage behavior [2, 3], but a success of simulating the 
rotational cutting method has not been found. We present a 
CZ based finite element (FE) model that uses to simulate the 
progressive tissue damage occurred in a rotational cutting 
process.  

METHODS 
We developed a 3D FE model that includes a rotational 
hollow needle and a cylindrical tissue specimen. A cohesive 
crack path was predefined for the tissue. A constraint was 
applied when necessary to ensure the needle tip stayed on 
the path during the cutting process. The needle was a 12-
gauge regular wall cannula with a length of 15 mm and a 
circular cutting edge at the tip. The tissue had a radius of 25 
mm and a depth of 15 mm. The tissue was assumed 
homogenous and isotropic with a linear elasticity of 20 kPa. 
The Poisson’s ratio was set to 0.495 due to the 
incompressibility. A general contact algorithm was used in 
the entire model.  Friction was assigned to the contact 
between the needle and the tissue using the Coulomb 
friction model, where μs was 0.6 and μk was 0.2. The linear 
speed of the needle was set to 2 mm/s and a tangential-axial 
speed ratio (slice-push ratio) ranging from 0 to 5 was used 
such that the rotational speed was from 0 – 200 RPM. The 
distal surface of the tissue was fixed in the axial direction of 
the needle and the outer surface of the tissue phantom was 
prevented from moving in the radial direction. The 
simulation was performed using the Explicit solver of 
ABAQUS 6.14. The model settings were specifically made 
the same as an experimental study [1] for comparisons and 
validation.  

RESULTS AND DISCUSSION 
The axial needle force predicted by the CS model matched 
the result of the previous experiment. The force ramped 
from 0 to a similar end value (0.6 N) with an approximately 

equal slope. The average difference through the cutting 
process (0 – 12 mm depth) was within 10%.  

Increasing the slice-push ratio would decrease the axial 
needle force and thus improve the cutting result. On the left-
hand side of Figure 1 are three cross-sectional views, which 
represent the cases of 0 (top), 32 (middle) and 200 (bottom) 
RPM. The tissue was found largely compressed when the 
needle had no rotation, while the compression was trivial 
when the slice-push ratio reached to 5. On the right-hand 
side of Figure 1, the axial needle force reduced rapidly when 
the slice-push ratio increased, especially in its lower value 
range.  

With this fixed linear speed (2 mm/s), the optimal rotational 
speed was about 80 RPM, which provided an optimal 
balance between the motor power requirement and axial 
needle force.  

Figure 1: Visualized tissue compression and predicted axial 
needle force under different slice-push ratios. 

CONCLUSIONS 
A CZ based FE model that simulates the rotational cutting 
method of VAB tools was developed. The model was 
validated by comparing with an existing experimental study. 
The effect of the increasing slice-push ratio on the axial 
needle force also agreed the current findings. With this 
success, the validated model can be used to perform large-
scale parametric studies to include more design parameters 
and cutting conditions, such as needle geometry, tissue 
properties and cutting speeds. The results will help build 
comprehensive understanding of the rotational cutting 
method and provide insight for new tool design innovation. 

REFERENCES 
1. Han, P, and Ehmann, K, Medical Engineering &

Physics, 35(11): 1584-1590, 2013. 
2. Oldfield, M, et al., Computer Methods in Biomechanics

and Biomedical Engineering, 16(5):530-543, 2013. 
3. Barnett, C, et al., Journal of Manufacturing Science and

Engineering, 138(1), 011005-011005-8, 2015. 



THE DEVELOPMENT OF ACTIVE MAGNETIC FIELD BASED TRACKING SYSTEM FOR EYE 
ANESTHESIA TRAINING SYSTEM

1 Korn Borvorntanajanya, 1Shen Treratanakulchai, 1Choladawan Moonjaita, and 1Jackrit Suthakorn, Ph.D. 
1 Faculty of Engineering, Mahidol University  

Corresponding author email: jackrit.sut@mahidol.ac.th 

INTRODUCTION  
Ophthalmic anesthesia is a very important preparation 
process for ophthalmic surgery. Since 1990 the gold 
standard technique of local anesthesia for eye surgery is a 
retrobulbar block [1], but there still are problems with 
training of new physicians. Retrobulbar block requires a lot 
of experience during injection anesthesia to approach the 
target area behind the eye ball globe. Mistakes from 
retrobulbar block are able to cause many complications such 
as retrobulbar hemorrhage, and brain stem depression. 
Normally, the training program of ophthalmic anesthesia is 
based on cadavers, but it is a blind practicing procedure. The 
correct anesthetic procedure is dependent on only the expert 
physician’s opinion, but without any evidences to guarantee 
correct placement. Therefore, many simulators have been 
developed to facilitate the training procedure [2]. 
Nevertheless, all systems have limitations in providing 
position, if the needle tip is blinded by eye-muscle which 
overlaps the area with the retrobulbar target because of the 
principle of the tracking method. Our previous system was 
developed to detect the needle tip in the workspace of the 
retrobulbar block even it locates behind eye muscle by a 
magnetized based system [3] as in Figure 1a. However, in 
our previous work we have errors from localization because 
of the mismatch between the workspace of the sensors and 
that of the retrobulbar operated space. 
This work presents a simulation of Hall Effect sensors to 
cover the retrobulbar block pathway in a training system by 
considering the mechanics of eye anatomies. 

METHODS 
A manikin 3D model was developed using human CT scans. 
The workspace between the Hall Effect sensor and 
magnetized needle was measured by using a robot arm, 
which is at a 13 mm perpendicular distance to the sensor. 
However, the average globe radius of the human is 10.5-13 
mm [4], so the distance of the orbit to the target area almost 
reaches the maximum workspace of the sensor. A system is 
also required that has no electronic cables in the retrobulbar 
operation space. Additionally, each sensor requires 3 
electronic cables. Therefore, a model was developed by 
placing a sensor socket only in the orbit structure. We 
rendered a simulation model of the sensor workspace to 
estimate numbers of sensors and socket positions in orbit. In 
order to detect the full pathway of the retrobulbar space a 
system was required with 24 sensors. All electronic cables 
were mounted to a printed circuit board (PCB) behind the 
orbit structure. An experiment was carried out on a 
prototype developed to verify the workspace of the sensor 
arrays. A magnetized needle was pointed to the edge of the 
retrobulbar operation space and target area, which consisted 
of touching along one side of the optic nerve, touching the 
inferior rectus (IR), touching beside the lateral rectus (LR), 
and the approached target area. During this experiment, the 
sensing data were recorded and analyzed with threshold 
classification on MATLAB. 

RESULTS AND DISCUSSION 

The activated sensing data were plotted with sensor position. 
The different positions in the workspace produced different 
sensors patterns as in Figure 1c. The system is able to 
roughly calculate the area of the needle in the system from 
the pattern of activated sensors with accuracy more than 90 
% (n=50). 

Figure 1: a) Conceptual designs of magnetic based 
retrobulbar block training system. b) The developed 
prototype of sensor position in manikin. c) Pattern of sensing 
data after passing threshold classification on MATLAB. 

CONCLUSIONS 
The developed magnetic based sensing system increased the 
sensitivity of sensor positions. The system is able to detect 
the needle in reference to the retrobulbar workspace as in 
the design step. However, the tracking system for needle 
position outside the retrobulbar workspace will be 
considered in the next iteration of the prototype.  

ACKNOWLEDGEMENTS 
This research cannot be success without support from 
national science and technology development agency 
(NSTDA). We also thank our colleague for medical 
consultant from Department of Ophthalmology, Faculty of 
Medicine, Chulalongkorn University and King 
Chulalongkorn Memorial Hospital (KCMH). Finally, we 
want to thank our team from BART LAB of Mahidol 
University. 

REFERENCES 
1. Tom Eke, Serious complications of local anaesthesia for

cataract surgery: a 1 year national survey in the United
Kingdom, Extended report, 2007.

2. Jonathan R. Merril, M.D., The Ophthalmic Retrobulbar
Injection Simulator (ORIS): An Application of Virtual
Reality to medical Education, George Washington
University Medical Center N.p., 2015.

3. Shen T., Needle Tip Position Tracking for Eye
Anesthesia Practical Simulator Based on Hall-Effect
Array Sensor, International Journal of Computer
Assisted Radiology and Surgery, Mahidol, 2016.

4. Inessa B., Variations in Eyeball Diameters of the
Healthy Adults, Journal of Ophthalmology, 2014.



ORGANIZATION OF VIA-POSTURES DURING SIT-TO-STAND MOTIONS  

1 Hiroshi R Yamasaki, 2Masato Iwami and 2Hideyuki Tanaka 
1RIKEN Brain Science Institute 

2Tokyo University of Agriculture and Technology 

Corresponding author email: hym@brain.riken.jp 

INTRODUCTION  
Multi-joint coordination is a critical factor to ensure stable 
activities of daily life. As for sit-to-stand (STS) movement, a 
combination of joint angles at around the seat-off can be a 
boundary, namely via-posture, for optimal angular trajectory 
formation [1,2]. Spatiotemporal optimality of postures 
during STS, therefore, has been focused as a determinant of 
joint coordination [3,4]. However, knowledge on detailed 
mechanisms underlying organization of the via-postures is 
limited so far. Here, we aimed to investigate kinetic role of 
the via-postures during STS by examining task dependency 
of spatiotemporal position of the via-postures.  

METHODS 
Ten young male subjects (aged 21 to 26, height: 1.70 +/- 
0.07[m], weight: 63.1 +/- 6.1 [kg]) without neurological and 
musculoskeletal disorders participated in this experiment 
after they gave the informed consent. The protocol was 
approved by the institutional review board. The subjects 
were instructed to perform STS motions from the height 
adjustable seat with preferred speed, crossing their arms in 
front of the chest. Four symmetric foot positions were 
tested: shank vertical (Vertical: V), foot-back (Near: N), 
foot-forward (Forward: F), and foot-far-forward (FF). The V 
condition positioned the ankle joint neutral, 90 degrees 
flexion of the knee joint. Fifteen degrees dorsiflexion and 
planter flexion of the ankle were set as the N and F 
conditions, respectively, and 20 or 30 degrees plantar 
flexion was selected for each subject for the FF condition. 
Seat height was adjusted so as to standardize the trunk and 
thigh positions in all trials. They performed six trials for 
each foot condition. The position of the right shoulder, hip, 
knee, and ankle were recorded by 3D motion capture system 
(VENUS3D, Nobby Tech, Japan). A force plate (Bertec 
120Hz) was used to measure the ground reaction force from 
the seat.  The angles of ankle, knee and hip joints, and the 
location of the center of mass (COM) were computed using 
the three-linked rigid body model in sagittal plane. Zero 
moment point (ZMP) relative to the ankle joint was also 
calculated. Data was normalized by the movement time 
(MT), i.e., the time interval during which the velocity of the 
COM exceeded 5% of its peak velocity. Details of via-
posture computation were described elsewhere [4]. Briefly, 
candidate values for the via-points on the minimum angle-
jerk trajectory were selected from the averaged data for each 
task and subject. Optimal timings of the via-points were 
obtained as a result of angle-jerk minimization. Two via-
points that yield trajectory closely resembling the measured 
trajectory were identified using the fmincon function 
embedded in MATLAB. 

RESULTS AND DISCUSSION 
Figure 1 shows patterned trajectories of joint angles, ZMP 
position, and variability of ZMP. Timings of the first and 
second via-postures were computed (squares in the figure) at 
before the maximum hip flexion, and at around maximum 

knee flexion, respectively, irrespective of foot conditions. 

Figure 1: Example of normalized trajectories of joint 
angles, ZMP, and standard deviation of ZMP for Near, 
Forward, Far-Forward conditions from a subject. Squares: 
positions of the via-posture. Gray curves in the FF 
condition: a failed trial. Vertical bars in the bottom: timings 
of the via-postures. Brackets in the bottom abscissa: 
averaged MTs of the subject. 

Timings of the via-postures were corresponded with 
temporal aspect of two predictors of failed STS in the 
subjects with Parkinson disease, i.e., horizontal peak 
velocity (20-30%MT) and vertical peak velocity (45-
60%MT) of COM [3]. The first increment of standard 
deviation of the ZMP coincided with the phase between the 
via-postures (vertical lines in the figure), suggesting kinetic 
requirements to via-posture organization. Angular trajectory 
for a failed trial in the FF condition shown in the figure 
indicates that the subject was unable to pass the second via-
posture while he cleared the first one. The result suggests 
different kinetic role for two via-postures to accomplish 
STS. 

CONCLUSIONS 
The joint coordination during STS was manifested through 
spatiotemporal organization of the functional via-postures. 
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INTRODUCTION  
 Robot-assisted training (RT) is an innovative intervention 

for stroke patients to facilitate the upper extremity (UE) 
motor function. Recently, some studies showed that the RT 
interventions were effective for improving the stroke 
patients' performances. It has been found that the RT can 
significantly improve UE motor function; however, all the 
studies still have some limitations such as without a control 
group or small sample size. In addition, there is no 
significant improvement on ADL functions after receiving 
the RT intervention [1]. It may be because the RT 
interventions are usually executed under the laboratory 
settings, not in real daily environment. 
    The present study used a randomized control trial study 
to demonstrate that the RT could improve UE motor 
function of stroke patients. This study used a new robotic 
arm system, Armeo®Spring, which comes with visual 
interaction interface and functional task training, to simulate 
more close to the real environment. In order to evaluate the 
process quality of motion, a motion capture system, which 
is more sensitive and objective, was used in this study. We 
hypothesized that the RT intervention by Armeo®Spring 
could provide more improvements on the patient's (1) UE 
motor function, (2) ADL function, and (3) qualities of 
motion than the conventional OT intervention did. 
METHODS 
    Eighteen patients with stroke more than six months after 
onset were recruited and randomly assigned to the RT and 
CT groups. The inclusion criteria were UE Fugl-Meyer 
Motor Assessment (FM) score of 13–60, and no severe 
cognitive deficits. No severe spasticity at shoulder, elbow or 
wrist (Modified Ashworth Scale score ≤ 2) was noted.  
    The robotic apparatus to be used in the RT group of the 
present study is Armeo®Spring (Hocoma Inc.). The 
Armeo®Spring is combined the robotic mechanism with the 
visual interaction interface and functional task training 
programs (e.g. reaching, grasp or moving for a specific 
target in some daily tasks). 
    The Fugl-Meyer Motor Assessment of UE part (FM) was 
used to assess the UE motor functions. This assessment has 
been clinically applied to measure the upper limb motor 
functions in patients with stroke. The Barthel Index (BI) and 
Manual Ability Measures (MAM) were used to evaluate 
ADL functions. Moreover, in order to evaluate quality of the 
movements of the upper limb, the electromagnetic motion 
capture system was used to measure the quality of motion. 
The parameters below were used to determine the quality of 
motion: movement unit (MU), path ratio (PR), movement 
time (MT), and arm-trunk coordination (ATC).  
    The assessments were carried out at the two time points: 
the initial evaluation and post-intervention. After receiving 
the initial assessment, the subjects were randomly divided 
into two groups, the RT and CT group. Each intervention 
includes 12 sessions, one hour per session and 2-3 times a 

week, lasting four to six weeks.  
RESULTS AND DISCUSSION 
    In the RT group, there is a significant difference on the 
FM-UE score between pre- and post-intervention (p = 
0.008), but no significant difference was found in the CT 
group. To compare the change of FM-UE scores (ΔFM-UE) 
between the RT and CT group, no significant difference was 
noted in this study. The FM-UE scores indicated the “ability 
of motor function” so that the results of FM-UE in this study 
showed that the RT might have effects for improving the 
motor function of the upper limb in the stroke patients.  

    After the intervention, both groups did not show 
significant improvement on the ADL function. Despite the 
improvement has been found in UE motor functions, these 
improved abilities did not effectively transfer to the 
performance of ADL functions. A previous study also 
indicated that and suggested a longer treatment period might 
be required [2]. Most kinematic parameters did not show the 
significant difference between pre- and post-intervention 
that might be due to the reasons of a small group sample 
size, and the short intervention period. 
CONCLUSIONS 

This study shows that the RT might be able to improve 
the stroke patients' UE motor function, which means that the 
RT could become an alternative strategy to help stroke 
patients improve the upper limb functions in the future. 

The limitations of this study include a small sample 
size and a short intervention period. In addition, the 
measurement of kinematics cannot show the significant 
progress of the ability of UE motor functions. A larger 
sample size and longer intervention period might be 
suggested. For the kinematic measurement, more 
appropriate parameters for evaluating the quality of motion 
should be proposed in the future. 
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INTRODUCTION 
Australian infantry soldiers are required to carry loads from 
approximately 20 kg to 60 kg [1]. Excess load carriage 
results in a greater mechanical load imposed on the 
musculoskeletal system. The implications for the solider 
include reduced task performance [2], decreased time to 
fatigue [2] and increased prevalence of overuse or chronic 
musculoskeletal injuries [1]. 

To minimise the strain on the musculoskeletal system, a 
passive lower-limb exoskeleton (~4 kg) has been designed 
to transfer a percentage of the backpack load to the ground. 
The aim of this study was to quantify changes in temporal 
characteristics of gait and insole force during exoskeleton 
assisted locomotion.  

METHODS 
One healthy male (age: 32 y; height: 1.82 m; mass: 76.8 kg), 
with no previous injury history, volunteered to participate in 
this study. Two walking trials were completed on an AMTI 
tandem treadmill wearing a 20 kg backpack. A force-
measuring insole (F-Scan insoles, Tekscan, USA) was fitted 
to the participant, worn in the right shoe only, and data 
recorded at 50 Hz. Following a 30-minute familiarisation 
period wearing the exoskeleton, two five-minute trials were 
completed on the treadmill at 1.38 m∙s-1 and a 0% gradient. 
The first trial was completed wearing the exoskeleton 
connected to the backpack (EXO). The second trial was 
completed without the exoskeleton and only carrying the 
backpack (control). A 10 minute rest period was ensured 
between conditions to minimise the risk of fatigue. Insole 
data were recorded for 30 seconds between the 4–4.5 minute 
mark and the final 10 strides recorded were analysed. 

Force-time curves were exported as csv files (F-Scan 
Research 7.0) and anlaysed offline in Microsoft Excel. Heel 
contact and toe-off were determined as the first and last 
point ≥ 10 N, respectively. Temporal (stride rate, stance 
time and swing time) and kinetic (peak force during the 
loading and propulsion phases and rate of force 
development (RFD)) characteristics of gait were calculated 
for each right stride from the insole data. Mean ± SD of the 
final 10 strides were calculated for analysis. 

Paired samples t-tests were performed to determine between 
condition differences for all dependent variables. Alpha 
levels were set a prior and significance accepted at p < 0.05. 
Cohen’s d effect sizes were calculated and thresholds of 0.2 
= small, 0.6 = moderate, 1.2 = large and 2.0 = very large 
used to qualitatively describe effect sizes. 

RESULTS AND DISCUSSION 
When wearing the exoskeleton, stride rate significantly 
increased (p < 0.001; d = 2.86), and the duration of stance (p 
< 0.001; d = -1.36) and swing (p = 0.001; d = -2.53) phases 
significantly decreased compared to not wearing the 
exoskeleton. Increased stride rate when wearing the 
exoskeleton and walking at the same speed will 
consequently result in a decreased stride length. It is 
hypothesised the reduction in stride length will likely lead to 
a decrease in peak anterior/posterior (sheer) braking forces. 
Over an extended period of time exposure to sheer forces 
caused from the foot striking the ground in-front of the 
body’s COM has been identified as a risk factor for chronic 
lower-limb injuries. Thus, a potential decrease in sheer 
braking forces due to a decreased stride length may lead to a 
reduction in injury risk. However, changes in spatiotemporal 
characteristics may impose an increased metabolic cost. 

Peak force during the loading phase tended to be lower 
when wearing the exoskeleton compared to not, with a 
moderate effect size (p = 0.064; d = -1.08) and mean 
difference of -45.51 N (4.64 kg). There was no significant 
difference and a small effect size in the peak force during 
the propulsion phase (p = 0.708; d = -0.20) and RFD (p = 
0.433; d = 0.39) when wearing and not wearing the 
exoskeleton. These results indicate the current exoskeleton 
design was effective in reducing load carriage only during 
the first half of the stance phase (loading). However, 
wearing the exoskeleton will likely lead to an increase in 
peak force due to the mass of the device. Therefore, 
reducing the exoskeleton mass may result in a greater 
reduction in peak force. 

CONCLUSIONS 
The findings of the current study demonstrate the potential 
of an un-powered passive exoskeleton to reduce the load-
carrying burden of the dismounted soldier. However, future 
research needs to extend to larger sample sizes and address 
design limitations using a multi-disciplinary approach 
between experts in human movement and engineering. 
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Table 1: Temporal and kinetic characteristics (mean ± SD) for the control and exoskeleton (EXO) conditions 
Stride rate 

(Hz) 
Stance time 

(s) 
Swing time 

(s) 
Peak 

Loading (N) 
Peak 

Propulsion (N) 
RFD 

(N∙s-1) 
Control 0.70 ± 0.04 0.90 ± 0.05 0.52 ± 0.05 790.49 ± 40.88 883.79 ± 42.01 2984.52 ± 392.31 

EXO 0.82 ± 0.04 *c 0.83 ± 0.06 *b 0.40 ± 0.04 *b 744.98 ± 43.09 a 872.54 ± 69.32 3265.95 ± 1036.21 
Note: RFD = rate of force development; * = p < 0.05; a = moderate, b = large and c = very large Cohen’s d effect size between conditions 
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INTRODUCTION  
Neck immobilisation manoeuvres are performed by 
paramedics and emergency room clinicians when moving 
patients with suspected cervical spine injuries. These 
manoeuvres may mitigate further harm to the spinal column 
and spinal cord [1]. Existing paramedic training mannequins 
do not have realistic neck articulations and are not 
instrumented to provide the user with feedback regarding 
mannequin neck motion. Thus, the efficacy of 
immobilisation manoeuvres and devices cannot be easily 
assessed in the research setting, and paramedics’ individual 
ability to perform these manoeuvres cannot be quantitatively 
assessed in the training setting. The aim of this project was 
to design, manufacture, and test a proof-of-concept low-cost 
instrumented and articulated neck for an existing paramedic 
training mannequin. 

METHODS 
The neck comprised three custom 3D-printed ball-and-
socket articulations and four “vertebrae” with intervertebral 
motion limiting tabs and spring attachment points. 
Extension springs provided passive intervertebral stiffness 
(Figure 1B). A Stewart-Gough platform arrangement of six 
linear slide potentiometers (Bourns, UK) with custom push-
rods, was used to measure the position of the head with 
respect to the torso, across the three articulations (Figure 
1C). Aluminium adaptor plates and locking mechanisms 
were designed to interface the neck with existing attachment 
points without modification of the mannequin (Ultimate 
Hurt, Laerdal). The potentiometers were attached to these 
plates with custom joints (Figure 1C). To calculate head 
position from the six potentiometer outputs, forward 
kinematics were solved with a Newton-Raphson algorithm 
in a custom LabView/Mathscript program on a myRIO data 
acquisition device (National Instruments). A user interface 
provided real-time feedback and sampled data at 10 Hz. 

The accuracy of the measured angles was tested using a 
motion capture system (Optotrak Certus, Northern Digital). 
Markers were rigidly attached to the adaptor plates of the 
isolated neck and the upper plate was manually rotated 
about each anatomical axis for 4 cycles. The range of 
motion (ROM) about each anatomical axis [flexion (F), 
extension (E), lateral bending (L), axial rotation (AR)] was 
measured by physically manipulating the mannequin head 
with the neck in situ. Finally, full mannequin head- and 
shoulder-hold log-roll manoeuvres (×3) were performed by 
a trained paramedic and assistants to determine the head-to-
torso rotations and translations likely to occur during use.  

RESULTS AND DISCUSSION 
The rotations and translations of the superior platform 
relative to the inferior platform were accurate to within 2° 
and 2 mm, respectively, within reasonable ranges of motion. 
However, near the limits of the ROM, the error increased up 

to 10° or 6mm, suggesting that mechanical laxity in the 
potentiometer assembly allowed the superior platform to 
move independently of the sensors at their full extension. 

The ROM were limited by the potentiometer assembly 
rather than the intervertebral tabs: F: 34°; E: 32°; LB: 29° 
(L), 28° (R); AR: 74° (L), 64° (R). The ROM matched 
physiological ROM well for LB (22-45°) and AR (44-79°), 
but were low for F (36-64°) and E (49-85°) [2,3]. The AR 
ROM asymmetry was due to the potentiometer push-rod 
arrangement. During the log-roll trials, the peak deviations 
from initial position were: F: 9.6°, E: 10.0°; LB: 11.5° (L), 
11.8° (R); AR: 19.9° (L), 21.9° (R); translation: 29.5 mm 
(anterior), 12.4 mm (posterior). This indicated the ROM is 
likely adequate if the initial position is within ±15° of 
neutral in any direction. 

Figure 1: (A) Prototype installed in mannequin (jaw and 
head/neck “skin” removed); (B) “vertebral” elements with 

passive stiffness springs; (C) linear potentiometer assembly.

CONCLUSIONS 
The neck had appropriate ROM in LB and AR, but limited 
ROM in the F-E direction. It allowed accurate measurement 
of head rotation and translation relative to the torso, and 
allowed motion within the envelope likely during 
immobilization manoeuvres. Improvements are required to 
reduce laxity and subsequent measurement inaccuracy at the 
extremes of motion, and to increase F-E ROM. 
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INTRODUCTION  
In developed countries, more than 90% of limb amputees 
achieve their mobility through the use of prostheses. Since 
the amputees will have to wear a prosthetic limb for the rest 
of their life, the comfort of a prosthetic limb attachment is 
the primary consideration for both manufacturer and service 
providers, as they are keen to help the prosthetic limb users 
to regain a good quality of life.  

In order to achieve optimized design of a socket for an 
individual amputee, it is important to understand the 
biomechanical behavior of the soft tissue of the residual 
limb. In current clinical practice, this is done by a prosthetist 
via a touch-and-feel approach. Apparently this approach is 
subjective, and only provides qualitative information about 
the stump. To improve the accuracy of soft tissue 
evaluation, an indentation device is developed, which is able 
to record the dynamic response of the stump. By analyzing 
these dynamic data, more quantitative biomechanical 
characteristics can be obtained. Results of healthy subjects 
and above knee amputees were also compared.  

METHODS 
Indentation was a widely used for material characterization 
[1,2]. To measure the dynamic response of the soft tissue of 
human limbs, a specific tissue indentation device was 
developed where a force transducer and a displacement 
encoder were integrated, enabling to record the load-
displacement curve during an indentation test. Silicone 
samples were first used to validate the device, where the 
results were in agreement with those obtained from an 
Instron mechanical testing machine, confirming that the 
indentation device is reliable and accurate.  

Thirteen healthy volunteer subjects have been tested using 
the indentation device. Among them 5 are female and 8 are 
male, with age between 25 and 57. At the beginning, the 
length of the subject’s leg was measured, which is the 
distance between the greater trochanter and the front surface 
of the knee when the knee is bent by 90°. Then 12 points 
were marked on the leg at predefined locations so that the 
results from different subjects can be compared. When the 
subject found a comfortable position, he/she was required to 
keep the position during the test as stable as possible. Each 
measurement point was tested on a relaxed condition. Only 
two positions were also tested under a contracted condition 
where the subject was asked to flex the leg muscle as much 
as possible and keep stable for around 15-20 seconds so that 
stable force-displacement curves can be recorded by the 
device. Since such a contract condition is difficult to 
maintain, only limited contraction tests were performed.  

The residual stumps of two above knee unilateral amputees 
were tested with the same procedure as described above. 
Unlike the healthy subjects where only one leg was test, for 
the amputees, both their residual leg and the normal leg 

were tested under relaxed and contracted conditions, during 
which the force-displacement curves were recorded. 

RESULTS AND DISCUSSION 
The force-displacement curves were analyzed by second 
order polynomial regression. Among the three coefficients, 
the quadratic one was found to be the proper index to 
characterize the soft tissue of the limb muscle. It is an 
indenter specific coefficient. Figure 1 shows typical 
indentation test results of a healthy subject.  

Figure 1: Typical indentation test results of a subject’s leg. 

Measurement results showed that at a specific location C3 of 
the healthy subject (age 57, male) at relaxed and contraction 
conditions, the index was 0.0685 and 0.0838 respectively, a 
difference of 22%. For an above knee amputee (age 40, 
male) at the relative same point C3, the index for the 
residual limb was 0.0248 (relaxed) and 0.041(contraction), a 
variation of 16%. For the normal leg, the index was 0.016 
and 0.137 respectively, an 8-fold change. These results 
showed that compared with the healthy subject, the normal 
leg of the amputee is softer at relaxed condition but stiffer at 
contracted condition than that of the healthy subject. For the 
residual leg, the indices are both lower than that of the 
healthy subject, which reflects the partial loss of muscle 
control due to amputation.  

CONCLUSIONS 
Preliminary indentation measurement results showed that 
the quadratic coefficient of a second order polynomial 
regression for the force displacement curve is a proper index 
to quantify the muscle control loss of the residual limb. 
Further measurement tests and analysis are on-going.  
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INTRODUCTION  
Due to the interaction between muscle and tendon, the 
muscle-tendon unit (MTU) can achieve power outputs that 
are far larger than possible from muscle contractions alone. 
Tendons can act to store energy by stretching and later 
return this energy during rapid shortening. This interaction 
between muscle and tendon can differ between movements 
and researchers are yet to understand what stimuli trigger 
these changes. In this study, we investigated the effect of 
adding a pre-hop to a squat jump, which was expected to 
stretch the medial gastrocnemius (MG) MTU prior to the 
upward motion. 

METHODS 
We compared the stretch-shortening behavior of the series 
elastic element (SEE) of MG during maximal vertical 
standard squat jumps (SSJ) and in squat jumps with a pre-
hop (PHSJ) (fig. 1). Eleven well-trained athletes specialized 
in jumping performed both jumps on two force plates while 
a 3D-motion capture system was used to measure marker 
trajectories. A musculoskeletal model was used to determine 
muscle-tendon unit lengths during the jumps. B-mode 
ultrasonography of the MG was used to determine the 
fascicle lengths and pennation angles. By combining results 
of the muscle-tendon unit lengths, fascicle lengths and 
pennation angles, the stretch and recoil of the SEE of MG 
was calculated based on a simple geometrical muscle-tendon 
model [1]. A comparison between the jumps was made for 
the upwards motion, which was defined as the time between 
the lowest vertical position of the pelvis (based on pelvis 
marker just before vertical upward displacement) and toe-
off, and for the total movement (length changes relative to 
fully erect standing position) (fig. 1). 

RESULTS AND DISCUSSION 
Joint angles at the knee and hip were not different between 
both jumps (p > 0.076). Jump height was not different 
between both jumps (p = 0.099). There was less stretching 
of the SEE during the upward motion of the PHSJ (p = 
0.002). Consequently, muscle fascicles were able to shorten 
at lower maximal velocities, which could explain the higher 
ankle joint moment seen in the PHSJ as compared to the SSJ 
(p = 0.028 and p = 0.025 respectively). Although this was 
expected to result in a higher amount of total stretching of 

the SEE, this was not different between both jumps (p = 
0.320). 

Figure 1: Illustration of the SSJ and PHSJ jumping motions 
and the respective phases. SP = standing position; LVP = 
lowest vertical position; TO = toe-off; UM = upwards 
motion; TM = total movement. 

CONCLUSIONS 
Even though the lower-limb kinematics were not different 
between both jumps during the upward motion, our results 
clearly show very different muscle-tendon interactions. The 
shift in stretching of the SEE is likely to come from the 
stretching of the MTU with active fascicle contractions at 
short fascicle lengths, induced by the pre-hop. This seems to 
improve the muscle mechanics as the fascicles shorten at 
lower maximal velocities and thus will be able to produce 
larger forces, as seen in the larger ankle joint moment. 
Although, these improved muscle mechanics did not result 
in increased jump height in the PHSJ as compared to the 
SSJ. 
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INTRODUCTION  
In animal, it was shown that the tendon acts as a shock 
absorber to protect muscle fascicles during drop landing [1]. 
This is possible thanks to fascicle-tendon interactions, that 
have also been well described in humans [2]. However, 
Human studies were mostly focused on tendon function in 
performance enhancement while its protection abilities 
during damping activities have been relatively less explored. 
Thus, despite landing from a jump is a typical movement in 
many sports, fascicle-tendon interactions have never been 
analyzed during this task in vivo. 
The present study was designed to analyze fascicle length 
changes during landing. We hypothesized that tendinous 
tissues (TT) of the medial gastrocnemius (MG) and vastus 
lateralis (VL) may increase their relative contributions to the 
whole muscle-tendon unit (MTU) lengthening as the drop 
height increase to protect fascicles from damage. 

METHODS 
Fifteen active men participated in this study. After a 
standardized familiarization session, they were asked to 
perform drop landings from 3 heights (25, 50 and 75cm), in 
a randomized order. VL and MG fascicles were measured at 
1000 Hz using ultrafast ultrasound imaging (Aixplorer 
scanner®, Supersonic Imagine, Aix-en-Provence, France). 
2D joint angles (i.e. hip, knee, and ankle) were calculated 
from lower limb kinematics obtained from 3D motion 
capture (Vicon, Oxford, UK, 250 Hz) and ground reaction 
forces (GRF) were measured at 1000 Hz over a force 
platform (Kistler, Wintertur, Suisse). Fascicles were tracked 
[3] throughout the landing to calculate the changes in length 
and lengthening velocities of the muscle fascicles, TT and 
MTU. Each landing duration was normalized with respect to 
time from the ground contact to the maximum knee flexion. 
Effects were determined using a one-way (height) ANOVA. 

RESULTS AND DISCUSSION 
For both muscle, changes in length of TT were much higher 
than for fascicles (Figure 1), demonstrating their important 
role in the energy dissipation during landing. Increases in 
drop height were associated with increases in both vertical 
GRF (p<0.05) and range of motion at the ankle, knee and 
hip joints (p<0.05). Regarding the peak lengthening 
velocities in muscle fascicles, the effect of drop height was 
significant in VL (p<0.01) and no significant in MG muscles 
(p>0.05). In the same time, TT and MTU peak velocities 
were different for the MG between DL conditions (25 vs 75 
cm, p<0.05) while only MTU peak velocity increased in VL 
(25 vs 50, 25 vs 75 cm, p<0.05). The fact that MG fascicles 

velocity did not change as the height increases indicates that 
the Achilles tendon absorbs a greater amount of mechanical 
energy as the height increases while preserving MG muscle 
from high velocity eccentric contractions. On the contrary, 
VL fascicle lengthening velocities increased as height 
increased while VL tendinous tissues kept a similar behavior 
in all conditions. 

Figure 1: MG (A) and VL (B) fascicle (red) and tendinous 
tissue (blue) length upon normalized landing time from 3 
DL heights: 25cm (light), 50cm (medium) and 75 cm (dark). 

CONCLUSIONS 
The present study demonstrates different behavior in 
muscle-tendon interactions between ankle and knee 
extensors during drop landing. Achilles tendon allows to 
protect the MG fascicles by avoiding a larger lengthening 
velocity as the drop height increases. At the opposite, the 
patellar tendon does not totally compensate the overall 
stretch of the VL MTU. Neuromuscular analyses must be 
carried out to fully understand the differences between MG 
and VL MTU. 
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INTRODUCTION  

Understanding tendon tissue loading is crucial to the 
investigation of musculoskeletal disorders. Unfortunately, 
assessing in vivo loading remains challenging. Direct 
approaches are highly invasive [1], and modeling approaches 
rely on assumptions regarding muscle coordination and tissue 
geometry [2]. We are exploring the potential for using non-
invasive wave propagation measurements to estimate tendon 
loads during dynamic movement. We recently found that a 
theoretical model for wave propagation in a tensioned beam 
predicts that shear wave speed in tendon is directly dependent 
on axial stress. A subsequent ex vivo study [3] confirmed this 
relationship, yielding a strong correlation between tendon 
stress and squared wave speed (mean r2 = 0.98). The purpose 
of the current study was to investigate the potential for 
measuring in vivo Achilles tendon wave speed during gait, 
and to begin to examine the viability of using wave speed 
measures to assess tendon loading. 

METHODS 
Wave tracking. We constructed a custom device to generate 
and track transient shear waves in the Achilles tendon (Fig 
1A). Waves were generated using a piezoelectric actuator 
(Thorlabs PK4JQP1, Newton, NJ, USA) housed in a 3D-
printed enclosure strapped ~7cm superior to the calcaneus. 
The Achilles tendon was tapped in the transverse direction 
(20μm displacement) at 50Hz, with each tap sending a 
transverse (shear) wave along the tendon. Two single-axis 
accelerometers (PCB Piezotronics 352C23/NC, Depew, NY, 
USA) were positioned over the Achilles tendon 1cm and 2cm 
inferior to the tapping device. Transverse acceleration of the 
tendon was sampled from each accelerometer at 50kHz. 
Wave speed was calculated based on lag in wave arrival time 
between the two accelerometers (Fig 1B) after each tap, such 
that wave speed data were collected at 50Hz.  

Gait analysis. Five subjects (3M, 2F) completed walking 
trials at a range of 5 speeds (0.75-1.75m/s) on a dual-belt, 
instrumented treadmill (Bertec, Columbus, OH). Ground 
reactions, lower body kinematics, medial gastrocnemius and 
tibialis anterior EMG, and tendon accelerations were 
collected synchronously for 8 seconds at each speed. Inverse 
kinematics and kinetic analyses were performed to determine 
ankle joint torque over the gait cycles. EMG data were 
rectified and low-pass filtered at 300Hz. 

Wave speed analysis. Wave speed data were low-pass filtered 
at 12Hz. Agreement between squared wave speed and muscle 
activity was assessed visually. Correlation between squared 
wave speed and ankle torque was assessed using the 
coefficient of determination. 

RESULTS AND DISCUSSION 
Achilles tendon wave speeds varied from ~10-60m/s over the 
gait cycle, with peak speeds corresponding with push-off. 
There was excellent temporal agreement between wave 
speed, net ankle torque, and gastrocnemius muscle activity 
throughout stance (Fig 1C), with squared wave speed being 

highly correlated with ankle torque across the 5 subjects 
(mean r2 = 0.77). There was a second distinct increase in wave 
speed during late swing, corresponding with passive 
tensioning of the Achilles as the tibialis anterior acted to 
dorsiflex the ankle in preparation for heel strike. 

Figure 1: A) Schematic of wave speed measurement method. 

B) Example shear waves recorded via skin-mounted

accelerometers. C) Squared Achilles tendon wave speed, 
ankle torque, and muscle activity during walking at 1.50m/s 
for one subject (M, 75kg). 

These data establish the viability of using tendon wave speed 
measures as a proxy for in vivo loading. The observed 
relationships between wave speed, ankle torque, and muscle 
activity are in agreement with the expectation that squared 
wave speed will scale with tensile stress [3]. Crucially, we 
have shown that wave speed can be measured at a high rate 
using skin-mounted accelerometers, making the system 
usable for highly dynamic movements. Additionally, the 
unexpected finding of wave speed increases during swing 
highlights the potential for this method to reveal changes in 
tendon loading that can be omitted by traditional modeling 
approaches and EMG analysis. 

CONCLUSIONS 
We’ve shown that shear wave speeds can be measured and 
used to gauge in vivo tendon loading. Future work will focus 
on adapting the technology for use on other tendons, which 
could facilitate an array of clinical and research applications. 
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INTRODUCTION  
Stretching is often used to increase/maintain joint range of 
motion (ROM) in children with cerebral palsy (CP). An 
acute bout of stretching can increase ROM in children with 
CP1, but during passive joint rotation of the ankle the tendon 
lengthens more and muscle less in children with CP 
compared to typical developing children2. This reduced 
stretching stimulus to the muscle might explain the negative 
and highly variable outcomes of long-term stretching 
interventions3. Therefore, this study aimed to determine the 
acute changes in muscle-tendon properties that contribute to 
increased ROM after a bout of stretching in children with 
CP.  

METHODS 
Eleven children with spastic CP participated (age:12.1±3y, 
5/6 hemiplegia/diplegia, GMFCS level:7/4, I/II) in this 
study.  Each child received 3 sets of 5x20 seconds passive, 
static dorsiflexion stretches separated by 30-sec rest, and 1-
minute rest between sets. Stretches were applied by a 
physiotherapist. Pre- and immediately post-stretching, 
ultrasound (Telemed, Lithuania) was used to measure 
medial gastrocnemius fascicle lengthening (Figure 1) 
continuously over the full ROM and a ROM common to 
pre- and post-stretching. Simultaneously, 3D motion of 2 
marker clusters on the shank and the foot was captured 
(OptiTrack, US) to calculate ankle angle according to ISB 
guidelines4 and ankle joint torque was calculated from 
manually applied torques and forces on a 6DoF load cell 
(ATI mini45: Industrial Automation).  

 
 
 
 

RESULTS AND DISCUSSION 
Total ROM increased by 9.9±12 degrees after stretching 
(p=0.016), of which 5.2±4.4 degrees showed in the 
dorsiflexion direction (p=0.004). At end ROM maximal 
ankle joint torque increased by 2.9±2.4 Nm (p=0.003) and 
over the full ROM fascicle lengthening was 2.8±2.4 mm 
greater (p=0.009). Over a common ROM there were no 
differences in fascicle lengthening or torque changes pre to 
post stretching. These results indicate that an acute bout of 

stretching did not alter the passive mechanical properties of 
the medial gastrocnemius muscle. This contrasts a similar 
study in typically developed adults5 which found that 
stretching increased fascicle and muscle lengthening over a 
common ROM. The current lack of changes in muscle 
properties could possibly be explained by a smaller relative 
stretching stimulus to the muscles of children with CP, as 
reported previously2.  
The increased ROM and fascicle length at maximal 
dorsiflexion are most likely caused by an increase in manual 
torque applied to dorsiflex the ankle joint post-stretching 
(Figure 2). This may be due to an increase in the 
participants’ tolerance to stretch, a mechanism that was first 
identified by Magnusson et al.6. Irrespective of the cause, we 
do see an acute increase in the stretching stimulus of the 
muscle fascicle after a bout of stretching. 

Figure 2: Medial gastrocnemius fascicle length relative to 
torque applied to dorsiflex the ankle joint before (blue) and 
after (red) an acute bout of stretching (mean and 95% CI). 

CONCLUSIONS 
A single bout of repeated stretches increased ankle ROM in 
children with CP, which was partially achieved by 
elongation of the muscle fascicles. However, the passive 
properties of the muscle fascicles remained unaltered by the 
stretching bout. 
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Figure 1: Example of ultrasound images at maximal 
plantarflexion (PF) and maximal dorsiflexion (DF). 
Fascicle length was tracked automatically through the 
full ROM.  
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INTRODUCTION  
The Achilles tendon (AT) is an important passive elastic 
structure that facilitates safe and economical human 
locomotion, and whose behavior informs the development of 
assistive technologies and rehabilitative interventions. 
However, quantifying AT kinematics and kinetics in vivo is 
challenging, leading to inconsistent estimates of length 
change, stiffness and hysteresis in literature [1]. Ultrasound 
imaging offers one way to non-invasively estimate AT 
kinematics in vivo during human movement, but critical 
questions remain about which ultrasound methods are most 
accurate, and if/when each method yields physiologically 
plausible AT estimates [2]. Two questions motivated this 
study: (I) Do commonly used ultrasound tracking methods 
yield similar estimates of AT length change? (II) Are these 
estimates consistent with the expected behavior of a passive 
elastic tissue acting in series with a contracting muscle? 

METHODS 
Three healthy subjects (20 ± 2 years, 75 ± 10 kg) performed 
various movement tasks, during which unilateral lower-limb 
kinematics (100 Hz, Vicon) and ground reaction forces 
(1000 Hz, Bertec) were collected synchronously with B-
mode ultrasound (~60 Hz, 50 mm depth, Telemed). Subjects 
provided informed consent prior to participation. To address 
question (I), we compared AT length change estimates from 
two commonly used ultrasound methods. For the first 
method, termed Indirect, the ultrasound probe (7 cm linear 
transducer) was placed on the medial gastrocnemius (MG) 
muscle belly to track muscle fascicle length changes. 
Fascicle length was corrected for pennation angle to 
estimate total muscle length change. AT length change was 
then approximated indirectly as the difference between the 
overall muscle-tendon unit (MTU) length change (estimated 
from a regression equation using knee and ankle joint angles 
[3]) and muscle length change. For the second method, 
termed Direct Muscle-Tendon Junction (MTJ), the 
ultrasound probe was placed over the MG-AT MTJ. Using 
optical motion capture and a custom-fixture attached to the 
probe to track its position, AT length change was more 
directly estimated as the linear distance between the 
calcaneus marker (AT insertion) and MTJ. MG muscle 
length change was also approximated using this method, by 
subtracting AT from MTU length change (from [3]). 

To address question (II), subjects completed three simple 
tasks in which empirically-estimated AT length changes 
could be compared to the expected behavior of a passive 
elastic tendon acting in series with muscle. Tasks were 
chosen to test combinations of high/low MTU force and 
large/small MTU length changes. Tasks: (A) Restrained 
joint calf contractions were performed while seated with a 
rigid bar affixed above the knees, restricting ankle and knee 
rotation. Expectation: Small MTU length change and high 
MTU force would result in substantial AT lengthening, 
equal and opposite to MG shortening. (B) Heel raises 

involved contracting the calf muscles while standing to rise 
onto the toes. Expectation: Large MTU length change and 
high MTU force would result in AT lengthening. (C) Toe 
pointing required subjects to hold their foot in the air and 
plantarflex their ankle. Expectation: Large MTU length 
change and low MTU force would result in minimal AT 
length change. Each cycle began/ended with the MG relaxed 
and the foot in neutral position (i.e., perpendicular to shank). 

RESULTS AND DISCUSSION 
AT length change estimates were strongly correlated 
between the Indirect and Direct MTJ tracking methods. We 
found correlation coefficients of r = 0.82 ± 0.06, r = 0.89 ± 
0.09, r = 0.75 ± 0.21 for tasks A, B, and C, respectively 
(N=3, Figure 1). AT length change estimates were 
qualitatively consistent with the expected behavior of a 
series elastic tissue during task A, which involved minimal 
changes in MTU length. However, AT length changes were 
drastically different from expectations for tasks B and C, in 
which the MTU underwent substantial shortening. 

Figure 1: AT (thick blue), MG (thin red) and MTU (dashed 
gray) length changes for one subject during 3 tasks. Data 
averaged over 5 cycles. l = change from relaxed length.  

CONCLUSIONS 
Preliminary findings suggest that Indirect and Direct MTJ 
methods yield similar estimates of AT kinematics for the 
tasks tested. However, estimated AT kinematics were highly 
inconsistent with the expected behavior of a passive elastic 
tissue in series with muscle. In this ongoing study we seek to 
understand the reasons for and implications of this 
inconsistency. 
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INTRODUCTION  
Knee osteoarthritis (OA) is a chronic condition, yet 
symptoms (pain and stiffness) can fluctuate widely over a 
day or a week’s time [1].  While alterations in gait 
mechanics have been found in relation to chronic OA pain 
[2], the response to acute pain flares is not clear.  There is a 
need to understand the factors that contribute to acute pain 
flares as well as the potential consequences of pain flares on 
physical function and joint health.  There is evidence for a 
role of mechanics in acute pain fluctuations as weight 
bearing exercise often exacerbates pain in patients with knee 
OA. Greater knee joint moments in combination with 
increased muscle co-contraction during gait are thought to 
contribute to greater joint loading and thus radiographic 
progression of knee OA [3, 4]. The aim of this study was to 
examine the impact of a bout of exercise on self-reported 
pain, walking mechanics and muscle co-contraction for 
participants with symptomatic knee OA.  

METHODS 
Thirty-seven adults (18 healthy older and 19 with mild to 
moderate symptomatic knee OA) were recruited for this 
study.  Inclusion criteria were ages 50-75 years, BMI <35 
kg/m2, good general health, ability to walk unaided, and no 
history of cardiovascular or neurological disorders. 
Participants for the OA group met the American College of 
Rheumatology clinical classification criteria for OA in at 
least 1 knee and reported physician diagnosed knee OA. 
Prior to study activities, participants completed an IRB 
approved informed consent document and then the Physical 
Activity Readiness Questionnaire and Knee Osteoarthritis 
Outcome Score to assess risk factors for exercise 
participation and knee symptom severity. Overground 
walking mechanics and knee extensor and flexor co-
contraction were assessed at the beginning and end of a 20 
minute treadmill walk (20MTW). 

Exercise Protocol: Participants completed the 20MTW at 
preferred walking pace.  Perceived pain was evaluated on an 
11 point verbal numeric pain rating scale (vNRS) in the first 
and final 2 minutes of the 20MTW. A change in pain ≥ 1 
was considered clinically significant. 

Data Collection: Immediately before and after the 20MTW, 
participants completed 5 walking trials at preferred pace 
over a 25 m walkway while kinematic and kinetic data were 
collected. External joint moments were calculated via 
inverse dynamics. Electromyography (EMG) was collected 
during the first and last minutes of the 20MTW. Electrodes 
were placed over the rectus femoris, vastus lateralis, vastus 
medialis, and biceps femoris and semitendinosus, according 
to SENIAM guidelines. The co-contraction between the 
knee extensors and flexors was determined using a modified 
co-contraction index (CCI) for terminal swing (last 15% of 
swing), loading response, mid-stance, and terminal stance. 
Due to technical difficulties, not all participants had 
complete datasets.   

Statistics: OA participants were split into flare and no-flare 
groups based on change in vNRS in response to the 
20MTW.  One-way ANOVAs (α = 0.05) were used to test 
for differences in the change pre- to post-20MTW between 
the OA flare, OA no flare and healthy control groups. 

RESULTS AND DISCUSSION 
Eight of nineteen OA participants had a significant flare 
response to the 20MTW (Figure 1). There were no 
significant differences between groups in the change in 
overground walking speed pre- to post-20MTW. Changes in 
heel-strike and toe-off knee flexion angles in response to the 
20MTW were different between the no flare and control 
groups (p = 0.02 and 0.04 respectively). The changes in 
kinematics did not differ between the flare and control 
groups. There were differences in the changes in 2nd peak 
knee adduction moment, knee internal rotation moment and 
ankle eversion moment between the flare and no flare 
groups (p=0.04, 0.01 and 0.03, respectively). In addition 
there were differences or trends for differences in the change 
in the first peak knee adduction moment, knee internal 
rotation moment and ankle eversion moment between the 
flare and control group (p=0.09, 0.01, 0.03, respectively).  A 
trend for a difference in the hip flexion moment between the 
no flare and control groups (p = 0.06) was also found. There 
were no significant differences in the change in CCI 
between groups.   

Figure 1. Mean and SE changes in self-reported pain and 
external joint moments in response to the 20MTW for the flare, 
no flare and control groups *p<0.05, #p<0.1.  

CONCLUSIONS 
The results of this study provide evidence in support of a 
gait response to acute pain flares in OA. The large variance 
in the gait changes for the flare group suggests there may be 
several different movement strategies adopted by OA 
participants in response to increased pain that merit further 
investigation.    
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INTRODUCTION  
Tailored interventions that slow structural knee 
osteoarthritis (OA) progression are required. Knee muscle 
weakness [1] and altered muscle temporal activation is 
reported in people with knee OA [1,2]. Importantly, greater 
duration of medial knee muscle co-contraction has been 
associated with medial tibial cartilage loss in people with 
knee OA [3]. Therefore, duration of medial knee muscle co-
contraction is a potential target for interventions to slow 
disease progression. Neuromuscular exercise is typically 
performed in functional weight-bearing positions and 
emphasises neutral frontal plane alignment, and may have 
greater potential alter temporal muscle activation than 
traditional quadriceps strengthening exercises. No studies 
have evaluated the effect of exercise on temporal knee 
muscle activity in people with knee OA. The aim of this 
study was to test the hypothesis that duration of medial knee 
muscle co-contraction would alter in individuals with medial 
knee OA following a 12-week neuromuscular exercise 
program compared to people with medial OA who followed 
a quadriceps strengthening program. 

METHODS 
This was a secondary analysis of data from a randomised 
controlled trial that compared the effects of a 12-week 
neuromuscular exercise program with a quadriceps 
strengthening program in medial tibiofemoral knee OA and 
varus malalignment [5]. Both exercise programs involved 14 
physiotherapist-supervised exercise sessions (30-40 mins) 
over 12 weeks, and home exercise sessions four times/week. 
The neuromuscular program included functional weight 
bearing exercises, concentrating on trunk and lower limb 
position (particularly knee alignment) and quality of 
movement. The quadriceps strengthening program included 
non-weight bearing exercises with the main focus on 
gaining muscle strength. During gait, surface 
electromyography (EMG) data were acquired from the 
vastus lateralis, vastus medialis, biceps femoris, 
semimembranosus and biceps femoris muscles at baseline (0 
weeks) and follow-up (13 weeks). Using an approximated 
generalized likelihood ratio method, the timing of muscle 
activation onsets and offsets were determined and expressed 

relative to initial heel contact as a percentage of stride cycle 
[4]. Duration of co-contraction was determined for medial 
and lateral muscle groups, as well as relative co-contraction 
duration (medial co-contraction duration relative to lateral 
co-contraction duration). Each was expressed as a 
percentage of stride cycle duration, and averaged across 
strides. Paired t-tests were used to determine within-group 
differences. Between-group differences were compared 
using ANCOVA, with baseline score as covariate.   

RESULTS AND DISCUSSION 
EMG data from 67 out of 100 were available for analysis. 
The neuromuscular exercise and quadriceps groups were 
comparable for age (62±7yrs vs 62±7yrs, respectively), sex 
(females: 60% vs 49%) and BMI (29.3±3.4 kg/m2; 29.7±4.4 
kg/m2). There was no significant between-group difference 
in medial knee muscle co-contraction duration change 
during walking (mean difference 1.22 gait cycle; 95%CI (-
3.23 to 5.67) P=0.29). There was also no between-group 
differences for any of the other measures assessed and no 
within-group changes were observed (Table 1). Several 
factors may explain why duration of medial co-contraction 
did not differ between groups. Notably, greater task 
specificity within the neuromuscular program may be 
required to alter temporal muscle activation during gait. 

CONCLUSIONS 
These exploratory findings suggest no difference between 
the exercise programs on the duration of medial knee muscle 
co-contraction using programs that differ in content, but do 
not provide specific feedback/education of co-contraction 
parameters. Further research is needed to confirm whether 
exercise can alter duration of medial knee muscle co-
contraction, a potential predictor of medial tibial cartilage 
loss. 
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Table 1 Difference in outcome measures between groups 
Baseline Within-group differences (follow-up minus 

baseline), mean (95%CI) 

†Between-group 
difference 

Neuromuscular minus 
quadriceps  

Neuromuscular Quadriceps Neuromuscular Quadriceps
Co-contraction indices 
Medial knee muscle co-contraction, 
% of gait cycle

34.42 (12.47) 34.45 (13.33) 1.48 (-1.60 to 4.55) 0.37 (-3.13 to 3.87) 1.22 (-3.23 to 5.67) 

Lateral knee muscle co-contraction, 
% of gait cycle

40.43 (12.91) 40.24 (12.09) -1.08 (-4.16 to 2.01) -0.96 (-3.26 to 1.33) 0.17 (-3.30 to 3.65) 

Ratio medial-to-lateral co-contraction  0.88 (0.34) 0.87 (0.23) 0.03 (-0.06 to 0.11) 0.04 (-0.05 to 0.13) -0.03 (-0.12 to 0.06) 
†Adjusted for baseline score 
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INTRODUCTION  
Knee osteoarthritis (KOA) is the most common form of 
arthritis with an estimated lifetime prevalence of 44.7% (1). 
KOA is the leading cause of pain and limitations in activities 
of daily living and the chance of developing KOA rises after 
the age of 45. 
The use of orthotic devices (knee braces, wedged shoes) is a 
generally accepted conservative therapy for KOA patients 
(2). Studies on the biomechanical effect of a newly developed 
ankle-foot-orthosis (AFO) for KOA patients are limited. A 
pilot study on 14 healthy patients showed promising results 
with a reduced external knee adduction moment (KAM) 
when using a prototype AFO (3).  A biomechanical study of 
AFOs in KOA patients would be needed to further validate 
the effectiveness of this type of intervention. Therefore, the 
aim of the study was to observe the biomechanical effects of 
this orthosis in a larger sample of KOA patients. 

METHODS 
Fifty medial KOA patients (mean (±SD) age 58.6 (±10.4) 
years, height 1.73 (0.1) m, weight 83.8 (4.9) kg and BMI 27.8 
(4.9) kg/m²), clinically diagnosed according to the ACR 
Guidelines, were recruited for the study. The patients 
performed a gait analysis wearing different interventions in a 
randomized order: control (own shoes), AFO (Agilium 
Freestep®, Ottobock, Germany), valgus brace (Unloader One 
Custom®, ÖSSUR, Iceland) and laterally wedged shoes (6º).  
The KAM and KFM were retrieved from frontal and sagittal 
plane kinematics and kinetics and were used as the primary 
outcomes. Additionally, at the end of each gait analysis, all 
the patients rated the comfort of the orthosis or shoes using a 
scale from 1 to 5 (being 1 the most comfortable). 

RESULTS AND DISCUSSION 
Both peaks of the KAM were significantly reduced by 22% 
and 7% while using the AFO and 9% and 10% while using 
the wedged shoes (1st peak: AFO p = 0,00, wedged shoes p = 
0,00; 2nd peak: AFO p = 0,047, wedge shoes p = 0,00).  

Figure 1: KAM using the different interventions. 

Changes in the KFM were only significant while using the 
AFO (1st peak p = 0,001; 2nd peak, p = 0,045). We saw a 27% 
increase in the extension moment and a 30% reduction in the 
flexion moment. 

Figure 2: KFM using the different interventions. 

90% of the patients found the AFO more comfortable when 
compared with the other devices. Average rates were: 2.2 for 
the AFO, 3.0 for the brace and 3.2 for the wedged shoes. 

CONCLUSIONS 
Both AFO and wedged shoes significantly reduced the KAM 
peaks by 15% and 10%, respectively, and therefore, reduced 
the load on the medial compartment of the knee. As previous 
studies showed that both KAM and KFM should be 
considered to get a complete description of knee loading in 
KOA patients (4), we also examined the KFM. The KFM 
seems to have significant difference only while using the 
AFO, increasing the 1st peak but also reducing the 2nd peak. 
The AFO showed a better effectiveness and a more 
comfortable way to reduce knee loading in medial KOA 
patients. 
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INTRODUCTION  
Knee osteoarthritis (KOA), is a major burden to health care. 
Abnormal loading is believed to be a major contributor to 
the development and progression of KOA. Because KOA is 
most common in the medial side of the knee [1], methods 
such as gait modification training and lateral wedge insoles 
aim to unload the medial tibial compartment. 

The effectiveness of these methods has commonly been 
evaluated as a change in external knee moments (e.g. 
KAM), but their relevance has been criticized [2]. 
Musculoskeletal (MS) modelling allows the estimation of 
muscle forces acting on the human body, but does not 
describe stresses in the cartilage. Finite element (FE) 
method enables the estimation of stresses in the cartilage, 
but requires force and moment input data to work. In this 
pilot study, we created a workflow, combining MS and FE 
models to study the effect of gait modification and insoles 
on a subject-specific level. 

METHODS 
The subject’s (27 year-old female, m = 61.2 kg) gait was 
recorded using Qualisys motion capture system and Kistler 
force plates. A total of 39 reflective skin markers were 
placed at anatomical locations of the right leg, pelvis area 
and the trunk. The subject walked normally, with a 5° 
insole, a 10° insole, toes turned slightly inward (‘Toe in’), 
and toes slightly outward (‘Toe out wide’), all with self-
selected speed. The bones were segmented from a full lower 
body MRI scan using Mimics software and the standard 
bone models of AnyBody MS software were morphed into 
the subject’s bone geometry using the TLEM 2.0 model [3].  

The marker trajectories and force plate data were used in an 
AnyBody v.6.0.5 inverse dynamics model. In the knee, a 
circle for each femoral condyle was fitted in the sagittal 
plane to the contacting contours of cartilage, segmented 
from a 3T MRI scan. The knee joint was defined as a hinge 
joint with an axis defined by the centers of the circles. 
Resulting forces, moments, and flexion rotation were 
exported and used as an input for the FE model. 5 trials of 
each technique were analyzed, and the most average ones of 
each technique were chosen as the input for the FE model.  

The FE model was created in Abaqus v.6.13-3 using 
cartilages and menisci, segmented from the subject’s 
detailed knee MRI. The soft tissues were defined as fibril-
reinforced poroviscoelastics (FRPVE) [4] with element type 
C3D8P and ligaments as pre-strained linear springs. 

RESULTS AND DISCUSSION 
Toe in method reduced medial tibial reaction forces the most 
(Figure 1), but caused the highest stresses and strains in the 
contact area during heel strike and second axial peak force. 
Toe out wide caused highest stresses during the first peak 
force. Both insoles reduced stresses throughout the stance. 

Figure 1: Study workflow from MRI through 
musculoskeletal (MS) model to finite element (FE) model. 

Results indicate that the insoles might reduce stresses in the 
medial tibial cartilage. The effect of the 10° insole might be 
exaggerated because its stance phases were 10% longer than 
normal stances, as were those of Toe in. However, the length 
of stance in 5° insole trials was nearly identical to that of 
normal gait. A closer look revealed that Toe in and Toe out 
wide increased stresses because a shift in tibiofemoral 
contact reduced the medial contact area. 

CONCLUSIONS 
We established a novel, subject-specific method to study the 
effect of gait modification and lateral wedged insoles. 
Results indicate that the lateral wedge insoles show most 
potential at reducing stresses and strains in the medial tibial 
cartilage. However, in the future, these findings need to be 
corroborated with OA patients characterized by medial 
KOA. 
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INTRODUCTION  
The breakdown of joint cartilage and underlying bone 
associated to widespread diseases such as osteoarthritis or 
rheumatoid arthritis leads to joint pain and reduced activity 
in daily life. Joint replacement is used as a final treatment, 
but due to its high impact and potentially limited life span, 
especially in physically active patients, there is growing 
interest in conservative treatments aimed to slow down joint 
degeneration and reduce pain. These treatments focus on the 
reduction of joint loads through exercise, reduced activity, 
weight loss and support equipment, as high loads have been 
identified as a risk factor for the development and 
progression of joint degenerative diseases. Targeted hip 
strengthening was shown to improve pain and physical 
function in people with medial tibiofemoral osteoarthritis [1] 
and an optimization study in musculoskeletal models 
suggested that alternative muscle force patterns can lead to a 
reduction in axial tibiofemoral force compared to 
physiological measurements [2]. However, the influence of 
alternative neuromuscular control strategies on the non-
optimized joint loads remains unknown.  

This study aims to explore the potential for alternative 
muscle recruitment strategies to reduce the hip and knee 
loads during gait and to show the influence of such patterns 
on the loads in the adjacent joints. 

METHODS 
Skin marker positions and ground reaction forces were 
measured for six gait cycles of a healthy volunteer (male, 
age: 28 yr., height: 1.90 m, mass: 82 kg) at a self-selected 
speed. Net joint moments, muscle lever arms and lines of 
action were estimated using the Opensim Gait2392 model 
with 13 degrees of freedom and 92 muscles [3, 4]. No 
muscle force-length-velocity relationship was included. 

Three different muscle force patterns were obtained through 
three optimization strategies, implemented using the 
function fmincon in MATLAB (The Mathworks, Inc., 
Natick, MA), to alternatively minimize the sum of 
normalized muscle forces squared (minMusForce), the 
magnitude of the joint resultant force at the hip (minJRF 
hip) and at the knee (minJRF knee), while satisfying the 
equilibrium of net-joint moments. The muscle force pattern 
found through minMusForce served as an initial guess for 
both minJRF. The JRF for the hip, knee and ankle were then 
computed from these muscle force patterns. 

RESULTS AND DISCUSSION 
The JRF at the hip and knee was found significantly lower 
throughout the stance phase for the minJRF hip and minJRF 
knee, respectively, compared to the minMusForce (Figure 
1). The peak JRF was 1.9 ± 0.1 BW and 2.6 ± 0.1 BW 
smaller for the hip and knee, respectively, both during late 
stance. For the knee, this result is in good agreement with 
previous findings [2]. The swing phase, where no significant 

reduction in JRF occurred, was not included in the analyses. 
For the minJRF hip, the ankle resultant force increased, 
while the knee resultant force remained similar compared to 
minMusForce (RMSE: 1.8 and 0.4 BW, respectively). For 
the minJRF knee, both the hip and ankle resultant force 
increased compared to the minMusForce (RMSE: 1.5 and 
1.8 BW, respectively). 

The current study is limited by the lack of comparison with 
in-vivo measurements. However, a minimization of knee 
JRF was previously shown to lead to lower JRF compared to 
measurements from an instrumented knee prosthesis [2]. 

Figure 1: Magnitude of joint resultant forces (mean ± SD) 
in the hip (top), knee (middle) and ankle (bottom) of the left 
leg for the three different optimization strategies.  

CONCLUSIONS 
Alternative neuromuscular control strategies have the 
potential to reduce the loads in the hip and knee, but could 
simultaneously increase the loads in adjacent joints. Future 
research should further investigate this effect, for example 
through multi-objective optimizations as proposed by [5]. 
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INTRODUCTION  
Cranial ballistic wounding is highly fatal and the prevalence 
of a ballistic crime worldwide makes the computational and 
biomechanical study of ballistic evidence very important 
forensically. Of the variety of evidence types that can arise 
from a cranial ballistic impact, a type of forensic evidence 
called ‘backspatter’ is of particular interest. Backspatter is a 
fluid spatter originating from the entry site and travelling 
against the direction of the bullet, towards the shooter. The 
reverse directionality of the backspatter has specific 
evidential value, as it may establish a link between the 
victim and the shooter via transfer of biological matter as 
well as positions of the persons involved [1].  
Due to ethical concerns, backspatter research requires a 
model of the human cranium to conduct research. The short 
duration of the event and severity of forces involved as well 
as the individual variation between persons (biodiversity) 
make the ballistic impact difficult to model. Currently, 
animal and physical models are used to model cranial 
ballistic wounding and backspatter. However, these models 
are of high cost and require long manufacturing and setup 
time. 

With the advent of computational techniques and power, it 
is now possible for engineers to aid crime investigation by 
overcoming the ethical and practical issues associated with 
the animal and physical models. This study aims to deliver 
an accurate computational model, representing highly 
complex human anatomy, to be used as a surrogate cranial 
model to study gunshots, with specific interest to the 
backspatter problem.  

METHODS 
A computational model of a human cranium geometry based 
on a live female MRI scan has been developed. A typical 
sample female cranial MRI was digitised into three layers of 
scalp-skull-brain geometry. The geometry was meshed into 
small grids for the simulation (Figure 1).  

Figure 1: Computational modelling stages. MRI scan (left), 
digitized geometry (middle) and the meshed geometry 
(right) is shown. 

The ballistic event was computationally simulated using 
smooth particle hydrodynamics (SPH) [2], a meshless 
particle based method, for a 115 grain 9 mm full metal 
jacket luger projectile shot from a distance of 1 m. The 

simulation result was validated against a ballistic 
experimental result of a matching physical model which had 
equivalent geometry and simulant materials. The physical 
models can be used by themselves to run forensic ballistic 
experiments as well. 

RESULTS AND DISCUSSION 
The simulation result was compared with a physical model 
ballistic experimental result. The high speed video was 
sampled at the same frame rate as the time steps of the SPH 
simulation.  

Figure 2: Comparison of the physical experiment (left) with 
the simulation (right) at the same time after the impact. 

The computational model successfully reproduced the 
forward spatter and backspatter, which compared well to the 
physical model experiment, as well as the surface skin layer 
deformation shape and size (Figure 2). The result of the 
ballistic simulation was integrated into a virtual crime scene.  

This simulation demonstrated the potential of the 
computational models as a better alternative to animal and 
physical models. This work provides a basis for a more 
complicated, anatomically accurate geometric cranium 
model to further develop a reliable and robust simulation of 
cranial ballistic impact.  

CONCLUSIONS 
A computational model true to human anatomy was created, 
which successfully simulated a ballistic event using the SPH 
method. The simulation was able to reproduce realistic 
blood spatters which agreed in timing and quantity to 
experiment. 

The computational model can be used as an economic and 
easy to customise surrogate to conduct research on a cranial 
ballistic impact. 
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INTRODUCTION  
The use of animals in the study of traumatic brain injury 
(TBI) is often beneficial so that controlled insult-injury 
correlations can be made. However the usefulness of these 
studies is not well established and due to ethical concerns, 
cost, test logistics, and insufficient data granularity, live 
animal data can be difficult to obtain. In this work, the 
development and validation of computational models of 
both a human head and pig are presented as an alternative. 
These models are then used to develop a framework for 
comparing TBI response between humans and pigs due to a 
blast overpressure loading. Such comparisons are developed 
through the correspondence rules to correlate the effects in 
multiple species, such as human and porcine subjects.  

METHODS 
High-fidelity computational models of the human head and 
porcine subject are based on high resolution CT and MRI 
scans. These medical scans were digitally segmented using 
an image-to-voxel transformation and then converted into a 
finite element (FE) mesh [1]. All major identifiable tissue 
components in the human head and porcine subject have 
been included in the models. The human model is based on 
a 50th percentile Caucasian male of 26 years age [2] and the 
porcine model is based on a ~30 kg mini-Yucatan pig [3]. 
Latest low-to-high strain rate data available in the literature 
has been used to define tissue component material behaviors 
with suitable constitutive functional forms. The human head 
model was numerically validated against four well-known 
experimental studies related to automotive accidents. 
Similarly, the porcine model was validated against available 
blast tube injury response data. 

To develop a framework for human to animal 
correspondence rules, both the human and porcine 
computational models are subjected to identical blast 
overpressure loadings. The resulting TBI is predicted based 
on biomechanical measures such as pressure, stress and 
strain, and using injury thresholds from the literature. The 
overpressure, positive phase duration, and orientation of 
blast are varied in the numerical experimentation. The intent 
of this set of correspondence rules is to capture not only the 
species differences (e.g. weight, dimensions, skull 
thicknesses, etc.) but also the difference in response to 
different input insults.  

RESULTS AND DISCUSSION 
Initial results using a constant peak overpressure and 
duration blast wave from the front of the head have shown 
that the responses are intuitively expected, i.e., the 
proportionally larger skull of the pig protects the brain more 
than that of the human. The pig has a skull to brain volume 
ratio of about 3:1 whereas the human has a skull to brain 
volume ratio of about 1:2.  Therefore, a blast impact that 

causes insignificant brain injury in the pig causes injury in 
the human head. Fig. 1 demonstrates this phenomenon using 
a 173 kPa pressure criteria for injury. This particular 
criterion was chosen in this instance as it showed the highest 
level of injury for the given blast overpressure. Likewise 
other criteria and injury levels can be utilized for exploring 
other biomechanical measures.   

Figure 1: Spatial differences in predicted brain injury using 
a 173 kPa pressure injury criteria. Under identical conditions 
the porcine brain shows no injury where the human brain 
shows a substantial injury (region of the brain in red). Brains 
not shown to scale.  

CONCLUSIONS 
Initial results toward the development of interspecies 
correspondence rules have been shown. The results showed 
that the pig, with its proportionally larger skull, is better 
protected from a blast event. As additional threat scenarios 
are investigated, a more comprehensive correlation between 
the human and pig will be determined for blast-induced TBI. 
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INTRODUCTION  
Traumatic brain injury (TBI), which was usually caused by 
an impact or a sudden change in the linear and/or angular 
velocity of the head, is one of the most common and serious 
injury in sports and traffic accidents. Therefore, it is 
important to study the intracranial tissue dynamic response 
during a collision. Woodpecker, which is famous for its 
excellent impact resisting system, has been researched for a 
long time. In recent years, researchers paid more attention 
on the protective effect of special head structures (hyoid 
bone, beak, etc.). However, there were no reported about the 
responses of woodpecker‘s brain under different direction of 
impacts. It was well known that the brain of woodpeckers 
could be good protected along the beak direction when it 
suffered from high-speed impact [1]. It is not yet known 
what will happen to woodpecker‘s brain during different 
directions of impact. In this study, finite element models 
were used to investigate the mechanical responses of 
woodpecker’s brain under four directions of impact. 

METHODS 
In this study, finite element method (FEM) was used to 
reconstruct the dynamic response of woodpecker’s 
intracranial tissue under four directions of impact. The 
impact was achieved through a rigid sphere with a certain 
mass hit different points of woodpecker’s head at a certain 
initial velocity (figure 1). The bone structure of woodpecker 
was scanned by Micro-CT. And the brain tissue was 
observed by Magnetic Resonance Imaging (MRI). The 
geometric shape of different parts were developed via 
software Mimics (Materialise Inc. Belgium). The 3D models 
were meshed and assembled in software HyperWorks 
(Altair Inc. USA). And numerical stimulation was 
performed in software ABAQUS (SIMULIA Inc. 
USA).Detailed mechanical parameters of intracranial tissue, 
such as equivalent stress, equivalent strain and strain rate, 
could be obtained by that simulation during whole collision 
duration time. 

RESULTS AND DISCUSSION 
According to the previous studies, Maximum principal 
strain rate (MPSR) were associated with concussion 
diagnosis and brain injury [2]. Figure 1 illustrated MPSR of 
brain tissue at the beginning of whole collision. Because of 
the effect of hyoid bone and beak, the beginning of brain’s 
responses caused by impact along the beak direction was 
delayed 0.5ms. The max MPSR for woodpecker’s brain 
under frontal and lateral impact in the beginning were 
1.137ms-1 and 0.4877 ms-1 respectively. The max MPSR for 
impact from the rear side and the beak direction were almost 
the same (0.7538ms-1 and 0.7462 ms-1 respectively). MPSR 
of the frontal impact model distributed more widely than 
other model, while the beak impact model had the minimum 
MPSR distribution. The simulations reveal that frontal 
impact has led to more serious brain injury compared with 
other impact for woodpecker when it suffered the same 
impact energy. This result is also consistent with the 

anatomy experiments, which are in progress. The lateral and 
the back side of woodpecker’s skull have a dome shape, 
while the frontal of woodpecker’s skull is more flat. The 
domal structure is better to withstand the impact load than 
flat shell. The different geometry may be one of the factors 
that contributed to the mitigation of side and back impact. 
There were still some other factors (such as the arrangement 
of the trabecular bone, the distribution of skull’s thickness) 
that can be further studied. 

Figure 1: Simulation models and results. (a) Frontal impact 
and maximum principal strain rate (MPSR). (b) Beak impact 
and MPSR. (c) Back impact and MPSR. (d) Lateral impact 
and MPSR. 

CONCLUSIONS 
In this study, it has been find that brain tissue of 
woodpecker under frontal impact suffered more serious 
injury than the sample of other directions impact. The beak 
and hyoid bone delayed the impact pass to brain tissue, and 
reduced the risk of TBI. 
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INTRODUCTION  
Underbelly blasts (UBB) due to improvised explosive 
devices have a devastating effect on the occupants of 
military vehicles as they can cause severe pelvic injuries, 
which are associated with high rates of morbidity and 
mortality [1]. There are numerous factors that affect the 
nature of these injuries, for example, initial body posture, 
seat design, torso-borne mass and loading severity. Amongst 
these variables, seating posture is believed to play an 
important role in the fracture pattern of UBB-induced pelvic 
injuries [1]. The finite element method (FEM), which offers 
a cost-effective tool in studies on human body responses, 
has been adopted in the current study to better understand 
the effect of different seating postures on UBB-induced 
pelvic injury patterns. Three commonly encountered seating 
postures: (1) normal, (2) upright, and (3) relaxed were 
evaluated using an FE human pelvis model. It should be 
noted that this FE model included compliance of the 
sacroiliac (SI) and coccygeal joints, which is particularly 
important in vertical loading and has not been previously 
considered. 

METHODS 
In this study, transverse cryosection images from the visible 
human database were used [2] for the construction of the FE 
male pelvis model. The model consists of the bony bilateral 
hip bones, sacrum, coccyges, as well as the abdominal mass. 
The model was assumed to have a 1-1.2 mm layer of 
cortical bone, which was meshed with three layers of wedge 
elements, while the trabecular bone was meshed with 
tetrahedral elements. All major ligaments were positioned 
according to anatomical texts and were modelled as both 
linear and non-linear springs. Contact between joints was 
modelled using a bed of compression-only linear springs. 
The bony structure was assumed to be an isotropic linear 
elastic material, whilst the abdominal mass was modelled 
with a Mooney-Rivlin hyperelastic material. All material 
properties were defined according to published data for a 
healthy human male. For the three seating postures 
considered (i.e. (1) normal, (2) upright, and (3) relaxed),  a 
posterior pelvic tilt of 40º, 28º and 56º, respectively was 

used (Fig. 1). For each posture, the FE model was 
accelerated vertically to 2 m/s with a 10 ms time-to-peak, 
similar to cadaveric tests conducted by the University of 
Virginia [3]. The pelvic FE used in this study has previously 
been validated by the current authors against force and 
displacement histories of two sets of cadaveric tests. 

RESULTS AND DISCUSSION 
For all postures, the maximum principal strain in the sacrum 
exceeded 0.75% yield strain of the bone, indicating fracture 
at this location (Fig. 1). However, the upright posture (Case 
2) was found to enhance load sharing between the sacrum
and pelvis, with 30% more vertical force transmitted 
through the ischial tuberosities than the other seating 
positions. This redistribution increased strain in the ischial 
tuberosities and iliac wings, albeit below yield, and reduced 
the size of the predicted sacrum fracture. Consequently, a 
“vertical” or upright sacrum was found to reduce the risk of 
sacral bone fracture by distributing the compressive load 
through both the sacrum and pelvis more evenly than the 
other two postures. 

CONCLUSION 
The results of the current study suggest that a military 
occupant with a more upright initial sitting posture would 
have a lower risk of pelvic fractures compared to the other 
two postures due to increased load sharing between the 
pelvis and sacrum.  
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INTRODUCTION  
Diffusion tensor imaging (DTI) and magnetic resonance 
elastography (MRE) studies have shown recently the spatial 
and mechanical anisotropy of brain tissue. The brain is 
essentially composed of oriented stiff fiber tracts and a 
surrounding isotropic extracellular matrix (ECM). It should 
be expected that these oriented fibers will affect the 
propagation of stress waves through the brain. Thus a 
computational model for the prediction of traumatic brain 
injury (TBI) should account for the anisotropic nature of the 
brain, however most consider the brain to be isotropic. This 
work will examine the consequences of modeling an 
isotropic versus anisotropic brain on brain injury prediction.  

METHODS 
A computational model of the human head which includes 
brain fiber tractography requires a combination of magnetic 
resonance images (MRI), DTI, and MRE data. The MRI 
data can be segmented digitally to give a geometrically high 
fidelity head model, which is then able to be exported to a 
finite element (FE) mesh [1]. DTI provides the orientation 
of the fiber tracts in the brain, represented by the fractional 
anisotropy (FA) value. The range of FA is between 0 and 1, 
with 1 being completely anisotropic and 0 being isotropic. 
Fiber stiffness is obtained via MRE data, which measures 
small strain shear wave propagation through the brain.  

Ideally, DTI and MRE would be of the same subject as the 
MRI scans with the same resolution and taken 
simultaneously. However this is not the case for the current 
subject. MRI data was used to generate an FE model and not 
available at the time of acquisition of the DTI and MRE 
data. Thus a finite iterative closest point (FICP) algorithm 
was used to map the DTI and MRE data to the FE brain 
space. Additional tensor directions were interpolated using a 
Log Euclidean tensor interpolation. The efficacy of the FICP 
mapping is qualitatively shown in the top row of Figure 1. 
Note that we are only interested in FA values greater than 
0.2, as all else will be considered isotropic ECM.  

In this study, we will vary the range of FA that is considered 
isotropic. By varying the amount of the brain that is 
isotropic, the degree to which anisotropy effects the 
prediction of blast induced TBI can be determined. This 
study will not only vary isotropic FA range but also blast 
direction, blast peak pressure, and blast overpressure. 
Mechanical metrics suggested by the literature will then be 
used to estimate the resulting spatial and temporal injury to 
the brain as a result of the variation of these input 
parameters. 

RESULTS AND DISCUSSION 
Initial results using a constant peak overpressure and 
duration blast wave from the front of the head show that 
only two of the fifteen injury metrics suggest injury. Those 
are the 235 kPa pressure criteria and 5% principle strain 
criteria. The total volume of brain experiencing the two 

injury metrics over the duration of the simulation is shown 
in the bottom row of Figure 1. 

Figure 1: Top Row: Histogram showing the efficacy of the 
FICP method in mapping from MRI to FE space for values 
of FA of interest. Bottom Row: Total volume percent of the 
brain experiencing two suggested injury metric, 235 kPa 
pressure and 5% principle strain, as a function of FA. 

It is interesting to note that the pressure criterion has the 
same trend as the FA histogram curve because pressure is 
not dependent on the shear stiffness in the brain. The strain 
based criteria, which is strongly dependent on brain 
constitutive behavior, does not exhibit the same behavior but 
instead shows a fluctuating response as FA is increased.  

CONCLUSIONS 
An initial study on the effects of FA on brain injury 
prediction has been shown. The results indicate that brain 
injury prediction is strongly dependent on the amount of FA 
included in the model. A continuation of this study is in 
progress to generate a full data set, which will be used to 
quantitatively analyze the effects of FA in the model.  
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INTRODUCTION  
Non-contact anterior cruciate ligament (ACL) injuries are 
traumatic injuries often occurring in female athletes 
involved in sports where running, landing, and cutting are 
the primary movements of the sport. Because these injuries 
occur at an extremely high incidence, much effort has been 
placed in developing predictive screening methods to 
minimize the chance of ACL injury [1]. 

These screening methods particularly target movement 
patterns (i.e. running, landing, cutting) that increase ACL 
loading. Two specific movements that may increase the risk 
of an ACL injury are unanticipated cuts and a quick, 
decelerating, stop. Unanticipated cuts have been shown to 
increase peak knee adduction moment, which increases the 
knee abduction angle; a characteristic of a high ACL injury 
risk movement pattern known as valgus collapse [2]. Quick, 
forward decelerating tasks increase anterior tibial shear 
force, which directly loads the ACL via anterior tibial 
translation, thus increasing ACL strain [3].   

Although the cutting and deceleration tasks have been 
extensively studied individually, no study to date has 
determined if injury risk correlates between the two tasks. 
Specifically, it is currently unknown if individuals who 
demonstrate high knee adduction moments during cutting 
tasks also demonstrate high anterior tibial shear force during 
deceleration tasks. Therefore, the purpose of this study was 
to examine the relationship between peak anterior tibial 
shear force and peak knee adduction moment in an 
unanticipated deceleration task and unanticipated cutting 
task, respectively.  

METHODS 
Eleven female participants (22.0 ± 2.2yrs; 68.5 ± 9.8kg; 1.7 
± 0.1m) were recruited for the following study. All 
participants were free from lower extremity injuries at the 
time of testing. Prior to data collection, participants were 
informed of study procedures and provided written informed 
consent in accordance with institutional guidelines. 
Participants completed four randomized conditions: 
anticipated and unanticipated cutting, a straight run, and an 
unanticipated stop. All tasks were performed on the right leg 
with an approach speed for all tasks was 4.5-5.0 m/s. Five 
trials of each task were recorded. 

For all tasks, three-dimensional marker coordinate data were 
collected at 200 Hz using an eight-camera Vicon motion 
analysis system. Synchronously, three-dimensional force 
data was collected at 2000 Hz using a Bertec force plate. 
Three-dimensional joint kinematics and kinetics were 
calculated for the unanticipated cutting and unanticipated 
stopping tasks. Peak knee adduction moment during the 
unanticipated cuts and peak anterior tibial shear force during 
the stops were extracted and normalized to body mass for 
further analysis. 

Spearman rank correlation coefficient was calculated in 
MATLAB (MathWorks, Natick, MA) to analyze the 
relationship between peak knee adduction moment and peak 
anterior tibial shear force with an alpha level set to p ≤ 0.05 
and a rho value set to ρ ≥ 0.7.  

RESULTS AND DISCUSSION 
There was a slight, negative, non-significant trend between 
peak knee adduction moment and peak anterior tibial shear 
force (p = 0.173). However, the two variables were not 
correlated (ρ = -0.45; Figure 1). The negative trend indicates 
that as peak tibial shear force increases, peak knee adduction 
moment decreases, therefore making the two variables 
independent of one another.  

Figure 1: Relationship between peak knee adduction 
moment and peak tibial shear force. 

Since the two variables appear to be independent of one 
another, screening methods may want to focus on cutting 
and deceleration tasks as separate entities when evaluating 
ACL injury risk. By analyzing these variables individually, 
identifying athletes at a high risk of an ACL injury may 
become more effective. Since sports require movements in 
multiple planes, these findings may also warrant a more 
comprehensive battery of tests, rather than the current 
approach of using a singular landing, cutting, or decelerating 
screening method. 

CONCLUSIONS 
Our findings suggest that peak knee adduction moment 
during an unanticipated cutting task and peak anterior tibial 
shear force during an unanticipated deceleration task are not 
correlated. These data can help future researchers and 
clinicians in better designing more effective ACL injury risk 
screening methods.  
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INTRODUCTION  
Anterior cruciate ligament (ACL) injury is one of the most 
common injuries in sport. ACL protective taping has been 
developed and widely used to prevent ACL injuries by 
restricting knee joint movements. The effectiveness of the 
taping has been demonstrated with mechanical models [1]. 
However, the results of in vivo studies are still limited. 
Single leg hop tests are commonly used to evaluate 
functional performance after an ACL injury [2]. Therefore, 
in order to investigate if the ACL protective taping can 
provide a protective effect during functional tasks, the 
purpose of this study was to investigate the effects of the 
taping on knee range of motion (ROM) and moments in 
three different planes during the side hop test. We 
hypothesized that taping on knee during side hop would 
decrease knee ROM and moment. 

METHODS 
Ten healthy subjects (eight males and two females) 
volunteered to participate in this study. Each subject 
performed side hops with his/her dominant leg between two 
parallel strips of tape, landing on two force platforms. The 
distance between two parallel strips of tape was calculated 
using the height of the subject multiplied by 0.22. Subjects 
were asked to perform ten consecutive side hops in a trial. 
Subjects performed three trials in taping and non-taping 
condition while 3-minute break was provided between each 
trial. The Vicon T40 motion analysis system (Vicon Motion 
Systems Ltd., Oxford, UK) with ten infrared cameras to 
capture the 3D trajectories of the reflective markers with 
sampling rate 100 Hz was used. Two force platforms (Type 
9287A and 9281B, Kister Instrument Corp., Winterthur, 
Switzerland) were used to synchronically record the ground 
reaction forces during the test. The sampling rate was set at 
1000 Hz. 

Twenty-one reflective markers were placed on the body 
segments including the thigh and shank clusters. A body-
embedded orthogonal coordinate system was defined for 
each body segment using the markers, with the positive x-
axis directed anteriorly, the positive y-axis superiorly, and 
the positive z-axis to the right. A static reference 
measurement was used to measure the locations of the 
markers (tibial tuberosity, fibular head and both medial and 
lateral epicondyle) with respect to the cluster markers and to 
define the neutral joint orientations. These four markers 
were removed for the dynamic trials. The joint moments at 
the knee were calculated using the measured kinematic and 
kinetic data by using the inverse dynamics approach. For 
statistical analysis, peak values of each moment component 
at the knee were extracted. Nine variables were studied and 
compared the differences between the testing conditions 
using paired t-test. The level of significance was set at .05. 

RESULTS AND DISCUSSION 

The results indicated that there was a significant difference 
between the means of the knee ROM in frontal plane in two 
conditions. Based on our results, the ACL protective taping 
restricted the frontal plane knee ROM by nearly 2° during 
the stance phase of hopping. However, no significant 
difference between the two conditions was observed in the 
knee moment (Figure 1). 

Figure 1: Average knee ROM (A) and moments (B) in three 
different planes during side hop (non-taping vs taping). 
Significant differences are indicated with an asterisk. 

Increased knee joint abduction angles and abductor 
moments during landing may increase the risk ACL injuries 
[3]. In this study, we implemented a combination of two 
taping techniques, including rotary taping and collateral 
ligament taping, to provide a multidirectional support. 
According to the results, the knee ROM in frontal plane was 
significantly lower during the stance phase of hopping the 
taping condition. However, the change was trivial and not 
clinically meaningful. In addition, we recruited healthy 
participants instead of individuals with ACL injuries who 
have higher risk of ACL injuries.  The effect of the ACL 
protective taping on reducing the risk of ACL injury is 
needed to be further investigated in future studies.   

CONCLUSIONS 
In summary, the ACL protective taping reduced the knee 
ROM in frontal plane in healthy individuals. However, the 
change was not clinically meaningful.  
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INTRODUCTION  
To mitigate an individual’s anterior cruciate ligament (ACL) 
injury risk in sport, much biomechanics research has been 
devoted to mapping the internal (i.e., muscle forces) and 
external forces (i.e., ground reaction forces) that can load 
and damage the tissue during the weight acceptance (WA) 
phase of non-contact sidestepping and landing tasks. 
Inverse-dynamics is commonly used to estimate the three 
dimensional (3D) forces and moments applied to the knee as 
multi-component loading patterns are known to elevate ACL 
strain and injury risk of cadaveric knee models [3].  
 
Although prospective evidence has identified links between 
ACL injury incidence and peak vertical ground reaction 
forces [4], there has been little exploration of possible links 
between rotational ground reaction moments (i.e., free 
moments) and multi-planar joint loading during sporting 
tasks with rotational on-line steering requirements e.g. 
sidestepping. This might seem surprising when the straight-
line running literature has shown absolute peak free 
moments are related to the incidence tibia stress fractures 
[5].   

As transverse plane rotational loads are characteristic of 
sidestepping sporting movements, the aim of this research 
was to verify if a mechanical relationship exists between 
peak free moments during the WA phase of sidestepping 
and time varying, multi-component knee moment vector 
fields.  

METHODS 
Sixteen male Australian Rules Football players completed 
an unplanned sidestepping protocol [2] with their preferred 
right limb.  A 12-camera Vicon MX system recorded 3D 
kinematic marker trajectories at 250 Hz and 3D ground 
reaction forces and moments with an AMTI force platform 
at 2,000 Hz.  Free moments were calculated as per Milner et 
al. [5] in Visual 3D. A custom lower-limb skeletal model 
with functional hip and knee joint centers and axes was used 
to estimate time varying, 3D knee joint moments during the 
stance phase of unplanned sidestepping [2]. 

The magnitude and timing of first peak free moment (Peak-
Tz1) within the WA phase of sidestepping was obtained. 
Timing was expressed as a percentage of stance. It should be 
noted the vast majority of participants produced a positive 
free moment through stance, which would be interpreted to 
mean the free moment is rotating the foot towards the 
intended change of direction.  Time varying 3D net knee 
moment vectors (MZ-X-Y) and 2D knee moment vector 
couples (MZ-X; MZ-Y; MX-Z) were obtained throughout 
stance.  Canonical Correlation Analysis (CCA)[6], the SPM 
vector-field equivalent of linear regression, was used to 
examine the correlation between Peak-Tz1 and the 3D 
moment vector-field MZ-X-Y throughout stance. Post-hoc 
analyses of the knee moment couples (MZ-X; MZ-Y; MX-Z) 
were also calculated with CCA (α = 0.05).  MZ, MX and MY 
represent knee flexion/extension, ab/adduction and 
internal/external moments respectively.  

RESULTS AND DISCUSSION 
Peak-Tz1 occurred at 20±10.7% stance, which corresponded 
to, or immediately following peak extension (19±4.5% 
stance) abduction (18±4.5% stance) and internal rotation 
knee moments (16±4.3% stance). There was a significant 
correlation between Peak-Tz1 and the 3D knee moment 
vector-field (MZ-X-Y) within WA (6-8% stance) and through 
mid-stance (25-80%). Post-hoc analysis revealed the later 
relationship was primarily explained by the MZ-Y and MX-Y 
vector couples with My potentially being dominant. The 
momentary relationship seen during WA requires further 
confirmation. These analyses show that Peak-Tz1 can 
predict multi-component knee loading patterns and 
potentially ACL injury risk during sidestepping. There may 
be useful mechanical information within free moment 
waveforms to inform literature interested in mapping ground 
reaction force measures to ACL injury incidence in sport.     

Figure 1: a) CCA of Peak-Tz1 and 3D knee moment vector-field 
MZ-X-Y a significant relationship exists when the SPM{χ2} statistic 
crossed the critical (dotted) threshold. The bottom panes are CCA’s 
of Peak-Tz1 and knee moment couples (MZ-X; MZ-Y; MX-Z). The 
shaded blue area indicates WA phase of stance.   

CONCLUSIONS 
Peak-Tz1 during unplanned sidestepping was predictive of 
multi-planar knee moments during WA and through mid-
stance. Further research with larger cohorts is currently 
being undertaken to assess whether this mechanical 
relationship is population, task and/or laboratory specific.   
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INTRODUCTION  
Team based sports require athletes to perform dynamic 
movements in response to external stimuli. These external 
stimuli require rapid and precise reactions in order to gain 
possession of a ball, evade an opponent or carry out a team 
tactic. Time constraints associated with these dynamic 
movements may cause unplanned anticipatory adjustments 
and, as a consequence, lead to altered joint mechanics [1]. 
Gait termination (GT) is a transitional motor task that 
requires an athlete to transfer from a dynamic state of 
motion to a static position [2]. This requires the central 
nervous system to control and decelerate the COM within 
the base of support (BOS). Rapid deceleration during sport 
such as in GT and sidestepping have been associated with 
knee and ankle injuries [2, 3]. It is therefore important to 
understand how stopping is controlled and performed in 
order to identify strategies that may reduce risk of injury. 
Understanding these mechanics has implications for a 
number of deceleration movements in sport (i.e. stopping, 
cutting and landing). The aim of this study was to 
investigate the effect of anticipation on kinematics during 
running GT. Our secondary aim was to understand the role 
of the termination and stabilization steps in controlling 
forward momentum and terminating running gait.  

METHODS 
Five male (25.4 ± 4.2yrs, 1.77 ± 0.05m, 72.7 ± 6.4kg) 
recreational team sport athletes were asked to complete a 
series of anticipated and unanticipated straight line run and 
run-stop tasks. Participants were instructed to run at 4.5m/s 
along a runway and stop upon reaching a force plate with 
their right limb (termination step) with final GT on a second 
force plate with their left limb (stabilization step) (Figure 1). 
During these tasks, a large television screen either displayed 
a stop signal at initiation of the run (anticipated), or the stop 
signal appeared at ipsilateral limb toe off (unanticipated). 
3D full body marker trajectories were captured with a 12 
camera Qualisys motion capture system at 240Hz. 

Figure 1. Stopping task. 

Kinematic data were low pass filtered at 14Hz and analyzed 
during the stance phase for both limbs. Termination and 
stabilization step lengths were scaled to height. 
Comparisons between conditions and limbs were made with 
two-way ANOVAs (α = 0.05). 

RESULTS AND DISCUSSION 
Athletes experienced significantly higher knee and trunk 
flexion range of motion during the termination step of 

anticipated and unanticipated GT in running (p<0.001) 
(Table 1). Knee flexion angles at foot strike were low during 
both steps in both conditions. Knee flexion angles less than 
20o at foot strike have been observed during video analysis 
of ACL injury events [3] and have been associated with 
elevated ACL strain [4]. Greater peak trunk COM 
deceleration in the horizontal plane was observed in 
unanticipated compared with anticipated run-stop tasks 
during the termination step (p=0.012). Greater trunk COM 
acceleration away from the stance limb in the mediolateral 
plane and inferiorly in the vertical plane were observed in 
the termination step as compared with the stabilization step.  
These results suggest that forward momentum of the trunk 
during running is modulated during the termination step in 
order to achieve quiet stance during the stabilization step. 
As there is a large solution space for kinematic strategies 
during sporting tasks, the addition of muscle activation and 
kinetic data may better explain differences in postural 
adjustments in response to time constraints.  

Table 1. Kinematics during stance for right and left limbs 
during anticipated and unanticipated run-stop tasks. COM 
velocities are positive in medial (toward stance limb), 
anterior and superior directions.  
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Knee flexion at foot strike (⁰) 14.3 (7.2) 12.6 (7.8) 
Knee flexion RoM (⁰) 79.7 (10.9) 83.8 (11.5) 
Trunk flexion RoM (⁰) 15.0 (3.6) 16.1 (3.0) 
Peak trunk COM acc M(+)/L(-) -9.3 (1.6) -9.3 (1.7) 
Peak trunk COM acc A(+)/P(-) -16.0 (3.2) -17.2 (3.5)^ 
Peak trunk COM acc S(+)/I(-) -10.9 (1.8) -11.7 (1.1) 
Step lengtha 0.7 (0.2) 0.8 (0.2) 
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 Knee flexion at foot strike (⁰) 13.4 (2.8) 11.9 (4.9) 
Knee flexion RoM (⁰) 39.1 (8.6)* 37.8 (7.8)* 
Trunk flexion RoM (⁰) 5.4 (2.2)* 6.0 (3.3)* 
Peak trunk COM acc M(+)/L(-) -3.5 (1.1)* -3.5 (0.8)* 
Peak trunk COM acc A(+)/P(-) -14.8 (3.9) -16.0 (3.2) 
Peak trunk COM acc S(+)/I(-) -5.9 (2.3)* -9.2 (2.4)^ 
Step lengtha 0.6 (0.1) 0.6 (0.1) 

*Significantly different from right limb (p<0.001); ^significantly different 
from anticipated stop (p<0.05); ascaled to height. 

CONCLUSIONS 
The termination step during running GT plays a significant 
role in modulating forward momentum in both anticipated 
and unanticipated conditions. These results have 
implications for coaches where both implicit and explicit 
cueing during stopping drills and strength training should 
focus upon: 1) dynamic trunk control; and 2) knee flexion 
during the termination step in GT.  

REFERENCES 
1. Besier et al. Medicine and Science in Sports and

Exercise 33:1176-81, 2001.
2. Wikstrom et al. Medicine and Science in Sports and

Exercise 42:197-205, 2010.
3. Krosshaug et al. American Journal of Sports Medicine

35: 359-367, 2007.
4. Hashemi, et al. Journal of Biomechanics 44: 577-585,

2011. 



SYNERGISTIC STRATEGIES FOR SUPPORTING DIRECTION SPECIFIC KNEE JOINT LOADS 

1Teresa E. Flaxman, 1Mohammad S. Shourijeh, 2Tine Alkjaer, 2Erik B. Simonsen, 3Michael R. Krogsgaard, 1Daniel L. Benoit 
1University of Ottawa, Canada 

2University of Copenhagen, Denmark 
3 Bispebjerg Hospital, Copenhagen, Denmark 

Corresponding author email: dbenoit@uottawa.ca 

INTRODUCTION  
Due to their anatomical orientation, the major muscles 
crossing the knee can effectively oppose external loads in 
the sagittal plane. However, the roles of knee joint muscles 
in supporting frontal and transverse plane loads remain 
unclear. Therefore the aim of this study was to identify 
muscle synergies as they relate to internal knee joint 
moments in the sagittal, frontal, and transverse planes. 

METHODS 
A weight-bearing isometric force-matching task required 22 
healthy adults (10 females) to modulate horizontal ground 
reaction forces, thus eliciting various combinations of 
sagittal, frontal and transverse plane internal net joint 
moments at the hip, knee and ankle [1]. Activities of ten 
lower limb muscles were measured with surface 
electromyography (EMG) normalised to maximum 
voluntary isometric contraction. Concatenated non-negative 
matrix factorization (CNMF) extracted muscle and moment 
synergies [2]. CNMF input combined EMG and internal 
knee joint moment data in order to map activation patterns 
to principal moment direction(s) [3]. The number of 
synergies that could reconstruct >90% of variance accounted 
for (VAF) in the original data was extracted. 

RESULTS  
Six synergies were extracted to account for 92.9% of VAF. 
Each moment synergy was dominated by one moment 
direction: extension (Ext), flexion (Flex), abduction (Abd), 
adduction (Add), internal rotation (IR), external rotation 
(ER) (Fig. 1). Muscle synergies associated with Flex and 
Ext moments were respectively accompanied by dominant 
hamstring and quadriceps muscle synergies. Co-activation 
was observed in muscle synergies associated with knee 
adduction, internal and external rotation moments. The 
muscle synergy associated with knee abduction moments 
was dominated by gluteus medius. 

DISCUSSION 
Muscle synergies help to reduce the computational 
complexity of a redundant human musculoskeletal system. 
Yet, considering muscle activation alone limits the ability to 
map a synergy to its “functional role” [3]. Our analysis 
included moment data so muscle synergies could be related 
to their role in supporting the knee. In doing so, extracted 
muscle synergies related to specific moment directions. 

Synergies related to internal knee adduction and 
rotational moments were accompanied by substantial co-
activation of the major knee joint muscles. Since external 
abduction loads coupled with rotation is a major mechanism 
of ACL injury [4], we consider these synergies to be 
important stabilizing components, co-contracting to increase 
compressive forces and joint stiffness. Supporting Srithnan 
et al [5], knee abduction was related to activation of the 
gluteus medius and tensor fascia latae, indicating hip 
abductors have an important role in regulating frontal plane 
knee loads. Results provide important insight into 
neuromuscular mechanisms of knee joint stability. 
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Figure 1: A- Moment synergies and B- muscle synergies, S. The scale of each moment/muscle variable indicates the relative 
importance in the synergy. GM-gluteus medius; ADD-adductors; MG-medial gastrocnemius; LG-lateral gastrocnemius; ST-
semitendinosus; BF-biceps femoris; VM-vastus medialis; VL-vastus lateralis; RF-rectus femoris; TFL-tensor fascia latae. 
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Given the debilitating effects of scapholunate 
advanced collapse and current variable outcomes in 
scapholunate ligament reconstruction, there is vast 
room for improvement in the treatment, early 
detection, and prevention of degenerative changes in 
the wrist. To properly diagnose pathology and 
evaluate whether a given treatment has restored 
healthy carpus function, a comprehensive 
understanding of normal carpal architecture and 
function is essential.  Previous 2D studies of carpal 
bone kinematics have shown that there is a spectrum 
of carpal mechanics that varies between row-type 
motion and column-type motion as a function of wrist 
laxity. More recent three-dimensional (3D) studies 
have suggested instead that carpal bone motion is 
consistent across individuals. The purpose of our work 
is to use three-dimensional kinematic and kinetic 
methods in vivo, and in vitro mechanical testing to 
determine whether carpal kinematics in stiffer wrists 
differ from carpal kinematics in wrists with higher 
laxity, and ultimately, whether we can restore subject-
specific healthy carpal mechanics following 
scapholunate ligament reconstruction.  

We use three different but complimentary approaches 
to tackle this problem – in vivo and in vitro three-
dimensional carpal kinematic analyses, in vitro 
mechanical testing, and in silico modeling. Each 
approach yields insights into the function of the intact, 
pathological, and reconstructed wrist.  

In our recent in vivo work, we have found that the 
component of radial-ulnar deviation of the scaphoid 
during wrist radial-ulnar deviation depends on the 
relative laxity in the wrist. Our mechanical tests on 
intact and dissected cadaver wrists confirm these 
findings. Preliminary results of our predictive carpal 
model – a forward model constrained by cartilage 
contact and non-linear ligaments – also demonstrates 
that carpal kinematics vary as a function of ligament 
stiffness. Whether these findings are clinically 
important remains to be determined. To address this 
question, we are currently examining how carpal 
mechanics are affected when the scapholunate 
ligament is reconstructed with tissue replacements 

more similar to the native scapholunate interosseous 
ligament. 
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INTRODUCTION 
The carpus is a complex mechanical linkage that is well 
adapted to perform a wide range of grasping, manipulative 
and propulsive functions.   Previous work from our group, 
detailed the concept of a stable central column of the 
carpus which is a theory aimed to explain the identified 
computationally derived isometric constraints.  

The process was to develop and then present a theoretical 
basis of wrist motion, identify the deficit in a particular 
pattern of injury, and then propose a solution based on the 
theoretical understanding of the cause of the 
biomechanical failure.  This is then applied to injured 
patients to validate the proposition, and more importantly 
the theory of wrist biomechanics.  

Scapho-lunate dissociation usually leads to excess 
scaphoid flexion, scapho-lunate diastasis, proximal 
scaphoid dorsal subluxation, plus pathological extension 
and ulnar translation of the lunate.  This study reviews the 
efficacy of a reconstruction, based on the Stable Central 
Column Theory (SCCT) of Carpal Mechanics (reference), 
which aims to correct this disruption using a volar and 
dorsal approach with a hybrid tendon / synthetic tape 
weave (ANAFAB) 

The purpose of this paper is to present the initial outcome 
indicating a successful translation of biomechanical theory 
into clinical solution. 

METHODS 
The reconstruction was performed using a distally based 
strip of FCR tendon, supplemented by a synthetic tape that 
was passed from the volar trapezium to the scaphoid 
tuberosity, trans-osseously to the scaphoid dorsum, trans-
osseously from dorsal to volar through the lunate and then 
volarly to the radial styloid where it was secured with an 
interference screw. Patients were immobilised in a cast for 
6 weeks, but no stabilising wires were used.  

RESULTS 
Ten patients have undergone the reconstruction and were 
assessed prospectively, including Scapho-Lunate (S-L) 
gap, pain, grip strength and carpal alignment.  

      At a minimum 6 month follow-up, the ANAFAB 
repair has achieved excellent realignment of the carpus, 
with correction of the S-L gap to (median) 3mm.  Carpal 
realignment in most patients was within the normal range, 
and there has been a recovery of more than 75% grip 
strength and range of motion.  Review is ongoing, with 
those patients followed the longest achieving further 
improvements in grip and motion. 

DISCUSSION 
The ANAFAB procedure, based on the SCCT, has 
achieved a consistent recovery of carpal stability and grip 
strength, without significant loss of motion.   

This is a theory driven, defect correction based 
reconstruction that aims to restore the anatomical 
mechanical constraints on both volar and dorsal aspects of 
the carpus.  However, further clinical experience is 
required to assess if this approach will provide a better 
long term solution than we currently can offer our patients. 
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Introduction
The dorsal capsulo-scapholunate septum (DCSS) is 
a thikening of the dorsal capsule, linking the dorsal 
side of the carpal crest of radius, the dorsal 
intercarpal ligament (DIC), and the scapholunate 
interosseous ligament (SLIOL). It appears to play a 
crucial role in the stability of the scapholunate 
articulation. The purpose of this study was to 
investigate the role of the DCSS in maintaining 
scapholunate stability.

Material and Methods
The DCSS and the dorsal portion of the SLIOL and 
the DIC were identified arthroscopically and were 
serially sectioned in 10 fresh cadaveric wrists. 
Scapholunate stability was assessed before and after 
each ligament was sectioned under arthroscopic 
control. The scapholunate stability was also 
assessed using fluoroscopic control in static and 
axial loading after each ligament was sectioned in 
the posterioanterior and lateral planes. All 
arthroscopic findings and radiological angles were 
recorded. 

Results
We observed that sectioning of only the DCSS 
causes scapholunate instability that could be seen 
arthroscopically with no radiological changes. 
Additional sectioning of the dorsal part of the 
SLIOL worsens pre-dynamic instability but does 
not produce static instability. The pre-dynamic 
instability pattern observed arthroscopically was 
seen to increase discreetly on axial loading. The 
additional sectioning of the DIC resulted in an 
instability pattern seen arthroscopically and a 
significant dynamic instability pattern on axial 
loading of the wrist joint but an inconsistent 
discrete static instability pattern (Fig. 1). 

Figure 1 :  Correlation between section of SL 
complex components and SL laxity index 

Discussion
An isolated sectioning of the DCSS produces only 
an occult or predynamic instability pattern of the 
scapholunate articulation that could only be 
observed arthroscopically with no radiologic 
changes. Subsequent sectioning of the dorsal aspect 
of the SLIOL resulted in scapholunate dissociation 
that was a more advanced than the predynamic 
pattern. This type of instability pattern associated 
with sectioning of the DCSS and the dorsal part of 
the SLIOL resulted in a subtle radiologic static and 
dynamic instability pattern seen on axial loading of 
the wrist joint. A combined sectioning of the DCSS, 
the dorsal part of the SLIOL and the DIC resulted 
in a complete scapholunate dissociation seen 
arthroscopically. Sectioning of the DIC in addition 
to the DCSS and the dorsal part of the SLIOL also 
resulted in radiologic signs of complete 
scapholunate dissociation. However, the instability 
pattern seen on sectioning of all the three ligaments 
appeared to differ from that seen with isolated 
section of the dorsal part of the SLIOL. Isolated 
SLIOL sectioning produced an increase in the 
radiologic scapholunate gap on the posteroanterior 
view without any change in the scapholunate angle 
on the lateral view. A sectioning of the DIC 
however, resulted in a change in the scapholunate 
angle in the lateral plane without any remarkable 
increase in the scapholunate gap in the 
posteroanterior plane. These results might indicate: 

1) A role of the dorsal aspect of the SLIOL in
maintaining scapholunate stability especially in the 
transverse plane. 
2) A role of the DIC in maintaining scapholunate
stability in the sagittal plane. 
3) A role of the DCSS on maintaining scapholunate
stability in the predynamic phase. 

Conclusion 
An understanding of the role of each of these 
ligaments in maintaining scapholunate stability is of 
clinical relevance in decision making directed 
towards the treatment of these challenging injuries. 
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INTRODUCTION  
Several studies have examined the force patterns of various 
forearm muscles at different wrist positions [1,2]. Salva-
Coll et al [3] demonstrated that the ECU (extensor carpi 
ulnaris) muscle causes scaphoid pronation especially in 
wrists with scapholunate advanced collapse (SLAC). Based 
on their study using static tendon loading, the authors 
suggested in the presence of SLAC, one should avoid ECU 
muscle contraction. The purpose of the current study is to 
examine scaphoid pronation during dynamic wrist motions 
in the intact wrist and following sectioning of those 
ligaments which provide scapholunate stability. Our 
hypothesis was that following ligamentous sectioning 
greater ECU forces would be required to achieve the same 
wrist motions and that scaphoid pronation would also be 
greater. 

METHODS 
Data from 22 fresh cadaver wrists (average 65 years, 11 
male, 11 female) previously tested in a computer controlled 
wrist joint motion simulator were analyzed. Each wrist was 
prepared by identifying five wrist tendons (ECU, ECRB, 
ECRL, FCR and FCU). By pulling on these tendons with 
individual servo actuators, each wrist was cyclically moved 
through a flexion/extension motion, a radioulnar deviation 
motion and a dart throwing motion. Electromagnetic motion 
sensors were attached to the scaphoid, lunate and third 
metacarpal so that the motion of each bone was recorded 
during each motion. Data was acquired with the wrist intact 
and following sectioning of the scapholunate interosseous 
ligament (SLIL), the scaphotrapezial ligament and the 
radioscaphocapitate ligament and 1000 cycles of repetitive 
motion to simulate SLAC. During each motion the tendon 
forces required to achieve each motion were also acquired. 
During the 4th cycle of each motion, at every 12 ms, the 
percent ratio of the ECU force of the sum of all tendon 
forces was determined. The average ratio over the cycle and 
the ratio at the maximums at each extreme of motion were 
determined. Similarly, for each motion the amount of 
scaphoid and lunate pronation relative to the third 

metacarpal pronation was determined. Differences between 
the intact wrist and following ligamentous sectioning were 
compared using a paired test. 

RESULTS AND DISCUSSION 
With ligamentous sectioning, greater percentage ECU 
forces were required to achieve the same wrist motion (table 
1). During both wrist flexion-extension and radioulnar 
deviation motions a greater force was required at maximum 
extension (P<0.027). During both the wrist radioulnar 
deviation and dart throw motions, greater average forces 
were required (P<0.008). At maximum flexion during the 
dart throw motion more force was also required (P<0.002). 

With ligamentous sectioning the amount of scaphoid 
pronation increased during each motion (table 1).  During 
the flexion/extension and dart throw motions, scaphoid 
pronation increased on average and at the extremes of 
motion (P<0.04). During radioulnar deviation, it increased 
at maximum radial deviation (P=0.001). Only in maximum 
wrist flexion during the flexion/extension motion was there 
a significant increase in lunate pronation (P=0.001). 

CONCLUSIONS 
Greater ECU forces are required after ligamentous 
sectioning to cause the wrist to go through the same 
dynamic wrist motions. Similarly, the scaphoid pronates 
more.  These results may provide a reason why SLAC repair 
methods which repair the dorsal SLIL have limited success 
due to the forces causing the scaphoid to pronate and pull 
away from the lunate.  
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Table 1: Average increase in ECU force, scaphoid and lunate pronation (positive is increase) after ligamentous sectioning 
During Wrist flexion/extension During Wrist Radioulnar Dev. During Wrist Dart Throw 
Over 

cycle of 
motion 

At max 
wrist 

flexion 

At max 
wrist 

extension 

Over 
cycle of 
motion 

At max 
radial 

deviation 

At max 
ulnar 

deviation 

Over 
cycle of 
motion 

At max 
wrist 

flexion 

At max 
wrist 

extension 
ECU force (% of 
all tendon forces) 

-1.2 (no 
increase) 

-3.9 
(decrease) 

5.6 5.6 1.4 10.5 4.9 7.4 1.0 

Scaphoid 
Pronation (deg) 

3.5 3.1 3.1 1.8 5.1 
-2.0 

(decrease)
2.8 2.2 3.2 

Lunate Pronation 
(deg) 

0.2 2.7 -0.2  -0.3 -1.0 0.6 -0.3 0.6 -0.5 
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INTRODUCTION  
The transitions during human maximal effort accelerated 
sprinting have been kinematically investigated [1,2]. The 
breakpoint of the first transition, located around the 4th step 
after cleared blocks, was identified with the height of whole 
body center of gravity (CG) [1,2], while an argument about 
the existence of the first breakpoint is still left open [1]. 
Whereas the kinematic features of the first transition during 
accelerated sprinting have been investigated, characteristics 
of changes in ground reaction force (GRF), the source of CG 
acceleration and deceleration, across the first transition have 
never been shown. Step-to-step changes in GRF would 
provide clear evidence of the existence of the first transition 
during accelerated sprinting. The purpose of this study was 
to elucidate the existence of the first transition as 
phenomena of the abrupt changes in GRF. 

METHODS 
Fifteen male athletes (mean ± SD: age, 20.5 ± 1.1 y; stature, 
1.73 ± 0.03 m; body mass, 65.5 ± 3.4 kg) who belonged to 
university track club performed three to five maximal effort 
60-m sprinting, during which the step-to-step GRFs for 50-
m was recorded using 54 force platforms (Tec Gihan, Uji, 
Japan; 1000Hz). From the GRF signals, step-to-step changes 
in braking, propulsive, net anterior–posterior and vertical 
impulses, as well as vertical impulses during braking and 
propulsive phases, were calculated by integrating the 
respective GRFs. Moreover, mean forces for the respective 
impulse variables were computed by dividing the impulses 
by the corresponding durations.  

As a criterion for detecting the breakpoint at the transition 
step, vertical impulse during the braking phase (IMPVert1) 
was adopted, because of the clear trend of abrupt increase in 
the value, which can be visually identified (Figure 1). Based 
on the detected breakpoint step, values from three steps 
before and three steps after the breakpoint step for each 
variable were extracted for each participant. The respective 
variables for all trials of each participant were averaged out.  

Figure 1: Example of step-to-step changes in IMPVert1 
during accelerated sprinting and the breakpoint of the first 
transition. The small panel shows horizontal and vertical 
GRFs at the 5th step. Value at each step is the mean of five 
trials for a typical participant.  

Using the extracted individually averaged data around the 
first transition step, one-way analysis of variance with 
repeated measures was performed to examine the changes in 
variables with acceleration. When a significant difference 
was detected, data were analyzed using the Bonferroni post 
hoc test. The significance level was set at P < 0.05.  

RESULTS AND DISCUSSION 
Based on the changes in IMPVert1 as a criterion (Figure 1), 
the breakpoint representing the first transition during 
accelerated sprinting was detected at the step of 5.6 ± 1.3 
from the start for all participants. The abrupt and acute 
increase in IMPVert1 demonstrates a clear evidence of the 
existence of rapid adaptation of locomotor pattern as a 
transition. Statistical analyses have revealed that there was 
no significant difference in IMPVert1 and mean force during 
the braking phase, as well as the braking duration, until the 
breakpoint step, while significant step-to-step increases in 
values were detected for corresponding variables after the 
breakpoint step. These results indicate that the rapid increase 
in IMPVert1 just after the breakpoint step probably results 
from increases in both vertical force during braking phase 
and the duration of braking. The step number of the detected 
breakpoint in this study (5.6 ± 1.3) was slightly larger than 
that (4.4 ± 0.9) in the previous study [2]. Although the 
difference in detection procedures (using IMPVert1 in this 
study versus CG height in the previous study) possibly 
resulted in this discrepancy, difference in the performance 
levels could be another cause (relatively low level in this 
study compared to the previous study). Nagahara et al. [2] 
reported that the foot abruptly starts contacting on the 
ground in front of the CG just after the breakpoint step, and 
this would lead to rapid increase in IMPVert1, supporting the 
findings of this study. The mean propulsive force decreased 
to the breakpoint step, and it was maintained afterward. 
These results show that the decrement of the propulsive 
force at the breakpoint step would be the trigger of the 
abrupt adaptation of locomotion at the next step of the 
breakpoint step. Conversely, changes in running speed and 
net anterior–posterior impulse did not show atypical changes 
in values around the breakpoint step, suggesting that the first 
transition during accelerated sprinting does not relate to the 
performance. 

CONCLUSIONS 
In conclusion, the current results demonstrated that there is 
most likely the transition at the step of 5.6 ± 1.3 from the 
start during accelerated sprinting which can be detected by 
the acute increase in vertical impulse during the braking 
phase. The transition phenomenon may relate to the 
decrement of propulsive force at the breakpoint step. The 
findings of this study would help deeper understanding of 
human bipedal locomotor system. 
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INTRODUCTION  
There are clear and observable differences in running 
technique of athletes that compete in races across different 
distances. Recent research has begun to distinguish middle-
distance runners (800m – 3000m) from long-distance 
runners (>10km) [1, 2], but there remains a lack of 
knowledge related to the specific running technique of 
middle-distance runners. To improve current training 
programs among middle-distance runners there is a need to 
enhance our understanding of the biomechanical factors 
associated with performance. Therefore, this study aimed to 
identify movement patterns most related to performance 
among trained middle-distance runners. 

METHODS 
The relationship between running mechanics and 
performance (1500m race time) was examined in 11 
national-level male runners (age: 22.3 + 5.1 years, body 
mass: 67.7 + 6.1 kg, height: 181.8 + 5.4 cm). The average 
1500m race time was 3:49.66 + 6.08 min. Running 
mechanics were collected using a VICON motion analysis 
system (Oxford Metrics Ltd, Oxford, UK) and 8 consecutive 
in-ground Kistler force plates (Kistler, Winterthur, 
Switzerland). Athletes completed trials at a representative 
race pace (7.24 + 0.34 m·s-1). Sixty-four sagittal plan 
kinematic and kinetic variables from the right lower limb 
were included in the analysis. A Partial Least Squares 
Regression (PLS-R) was used to reduce data to a subset of 
variables with the best predictive power for 1500m race 
time. This variable subset was analyzed using a multiple 
regression to determine the strength and predictive power of 
the model. 

RESULTS AND DISCUSSION 
Faster males showed a smaller total range of hip motion 
during swing (R2 = 0.60, p = 0.01); less forward lean of the 
thorax at toe-off (R2 = 0.50, p = 0.02); a larger range of 
vertical oscillation during stance (R2 = 0.49, p = 0.02); a 
smaller range of sagittal plane knee motion during swing (R2 
= 0.46, p = 0.02); a slower peak knee flexion velocity during 
swing (R2 = 0.44, p = 0.03); a larger maximal vertical GRF 
(R2 = 0.41, p = 0.03); and a smaller ankle plantarflexion 
angle at contact (R2 = 0.34, p = 0.08).  

The multiple regression model revealed that three 
biomechanical measures could explain 96% of the variance 
in 1500m race time (Adjusted R2 = 0.94; p < 0.01). Hip 
flexion/extension angle range during swing, the thorax 
flexion/extension angle at toe-off and the 
plantar/dorsiflexion ankle angle at contact added 
significantly (p < 0.05) to the prediction of race time; with 
the root mean square error (RMSE) was 00:01.2min (Figure 
1). 

Figure 1: Plot of actual versus predicted 1500m race times 
for males (R2 = 0.96). 

These findings suggest that male middle-distance runners 
make initial ground contact with their ankle and foot in a 
more optimal position relative to the rest of their body. A 
larger plantarflexion angle observed among the slower 
runners appears to be the combined result of a more 
posterior global tibia angle (-1.76 + 3.66, p = 0.05) and 
plantarflexed foot at contact (-88.30 + 4.35, p = 0.11). The 
angle of the tibia increases when the knee is situated 
posterior to the ankle at contact. This occurs when the 
landing foot makes contact with the ground too far ahead of 
the vertical projection of the center of mass –otherwise 
known as overstriding. To compensate athletes seem to 
increase trunk inclination to maintain the anterior-posterior 
distance between their center of mass and center of pressure. 

To the best of our knowledge, overstriding with a 
plantarflexed ankle and foot hasn’t been examined 
previously. However, it seems possible that this technique 
may result in similar effects to those that occur during 
dorsiflexed overstriding, such as greater braking forces. 

CONCLUSIONS 
This was the first investigation of the relationship between 
running mechanics and performance in highly-trained 
middle-distance runners that used three-dimensional motion 
analyses during over-ground running. The results of this 
research show that superior runners appear to run with a 
more upright posture, facilitated by foot contact occurring 
closer to the body and less thoracic lean.  
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INTRODUCTION  
The magnitudes of lower limb joint moments are closely 
related to superior running performance. Of those, larger 
ankle plantar flexor moment plays a more important role in 
achieving better running performance, as compared with 
other lower limb moments [1]. Metatarsophalangeal (MTP) 
joint moment in the foot contributes to plantar flexor 
moment, thus indicating that the magnitude of MTP joint 
moment may potentially improve running performance, 
despite being a relatively small joint. In a recent study, we 
demonstrated that the forefoot bones were longer in sprinters 
than in non-sprinters [2]. Moreover, we found that longer 
forefoot bones were related to better sprint performance [2], 
possibly by increasing plantar flexor moment during 
sprinting, which is derived from enhanced MTP joint 
moment. Based on these findings, we hypothesized that 
longer forefoot bones may also contribute to superior 
running performance in endurance runners, but this remains 
unclear. Thus, in the present study, we compared the length 
of forefoot bones in endurance runners and untrained 
subjects to understand the characteristics of the forefoot 
bones in endurance runners. In addition, we examined the 
relationship between the length of the forefoot bones and 
performance in endurance runners.   

METHODS 
The lengths of the forefoot bones of the big and second toes 
in 45 male endurance runners and 45 male untrained 
subjects were measured using magnetic resonance image. 
For the forefoot bones of the big toe, the lengths of the distal 
phalanx, proximal phalanx, and metatarsal were measured. 
For the forefoot bones of the second toe, the lengths of the 
distal phalanx, middle phalanx, proximal phalanx, and 
metatarsal were measured. In addition, the lengths of mid-
foot bones, including the medial cuneiform, intermediate 
cuneiform, and navicular, were measured. 

RESULTS AND DISCUSSION 
The forefoot bones of the big toes normalized to FL were 
significantly longer in endurance runners than in untrained 
subjects (47.1 ± 1.2 vs 46.0 ± 0.9 % of FL, P < 0.001). 
Moreover, second toes normalized to FL were significantly 
longer in endurance runners than in untrained subjects (52.2 
± 1.4 vs 51.3 ± 1.0 % of FL, P < 0.001). In contrast, the 
lengths of mod-foot bones did not differ significantly 
between the two groups. This suggests that long-term 
mechanical stress on forefoot bones during running may lead 
to specific bone development in the foot, potentially by up-
regulation of growth factors [3]. 

As expected, the length of forefoot bones of the big toe, 
but not of the second toe, were significantly correlated with 
personal best 5000-m race time in endurance runners 
(Figure 1). The MTP joint serves to absorb energy during 
stance phase [4], and this elastic energy can partially utilize 

the enhancement of plantar flexor moment during push-off 
phase [5]. Thus, longer forefoot bones may increase 
utilization of elastic energy, which is related to endurance 
performance by contributing to good running economy. 

In a recent study, we demonstrated that the forefoot 
bones of the big and second toes were longer in sprinters 
than in untrained subjects [2], as in the present findings. In 
addition, we showed that the length of the forefoot bones of 
the second toe, but not of the big toe, correlated with 
performance in sprinters [2]. However, the present study 
found a positive correlation between the length of the 
forefoot bones of the big toe, but not of the second toe, and 
performance in endurance runners. These findings indicate 
that the superior value of longer forefoot bones may differ 
between events. Sprinters use a toe-strike pattern, and the 
peak loading in this pattern is greater in the second toe 
than in the big toe [6]. In contrast, most endurance runners 
use a rearfoot-strike pattern, and the peak loading in this 
pattern is greater in the big toe than in the second toe [6]. 
Thus, such differences in foot-strike patterns between events 
may explain the discrepancy between the findings in the 
present and previous studies.  

Figure 1: Relationships between the lengths of the forefoot 
bones of the big and second toes and personal best 5000-m 
race time in endurance runners 

CONCLUSIONS 
The present findings showed that the forefoot bones of the 
big and second toes were longer in endurance runners than 
in untrained subjects. Furthermore, longer forefoot bones of 
the big toe, but not of the second toe, were related to better 
running performance in endurance runners. Thus, we 
suggest that longer forefoot bones may be advantageous in 
achieving superior performance in endurance runners, 
similar to that in sprinters. 
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INTRODUCTION  
In recent years, both the number of older runners and the 
incidence of injuries in this population have increased [1]. 
Runners are more likely to sustain an injury as they age, 
with the average age for sustaining a running injury at 36 
years old [2].  While several factors have been suggested to 
explain this phenomenon, few studies have investigated 
potential kinematic differences between younger and older 
runners [3]. 

Male and female runners display different kinematic 
patterns during running when both healthy and injured [4-5]. 
For this reason, when studying age-related changes in 
runners, it is important to analyze males and females 
separately.  Most studies to date that have analyzed age-
related changes in runners, however, have analyzed males 
and females together.  Therefore, the purpose of this study 
was to examine the relationship between age and running 
kinematics in males and females independently. 

METHODS 
Thirty-nine reflective markers were placed on 23 female 
(age:  27.4 ± 10.0 years; range: 18-50 years) and 37 male 
runners (age: 30.0 ± 10.7 years; range: 18-51 years). 
Whole-body kinematic data were collected at 200 Hz using 
a 10-camera motion capture system (Motion Analysis Corp.) 
during continuous overground running. 

Pearson correlation coefficients were used to assess the 
relationship between age and hip, pelvis, and trunk 
excursion during stance phase in all 3 planes of motion.  In 
addition, independent t-tests compared college-age runners 
(ages 18-21) with older adults (ages 35+).  For all tests, the 
family-wise alpha-level was set .05; thus, the per-
comparison alpha-level was set to .006. 

RESULTS AND DISCUSSION 
In female runners, there was a significant, moderate, 
positive correlation between age and hip internal rotation 
excursion (r = 0.456, p = .001).  There was also a significant 
difference in hip internal rotation excursion between 
college-age female runners (10.4 ± 5.9°; n=10) and older 
female runners (16.9 ± 5.4°; n=5), p = .006 (Table 1). 

In male runners, there was a significant, moderate, inverse 
correlation between age and trunk flexion excursion (r = -
0.357, p = .002).  There was also a significant difference in 
trunk flexion excursion between college-age male runners 
(4.6 ± 1.5°; n=10) and older male runners (3.2 ± 1.5°; n=10), 
p = .005 (Table 1). 

Excessive hip internal rotation has been found in female 
runners with patellofemoral pain (PFPS) [6], which is the 
number one injury in female runners overall [2].  The 
finding from this study could explain why female runners 
are more likely to develop a knee injury as they age [2]. 

An inverse relationship has been reported between trunk 
flexion and patellofemoral joint stress [7].  Less trunk 
flexion excursion in older runners could thus place more 
stress on the knee, and potentially help explain why knee 
injuries increase in males as they age [2]. 

CONCLUSIONS 
Compared to their younger counterparts, older female 
runners displayed greater hip internal rotation excursion, 
while older males displayed less trunk flexion excursion. 
These findings may have injury implications related to the 
aging process. To better understand the relationship between 
age and running kinematics, longitudinal studies are needed 
on the same cohort of runners as they age. 
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Table 1. Kinematic differences between college-age (younger) and 35+ year old (older) male and female runners. 
Hip 

Extension 
Hip 

Adduction 
Hip 

Rotation 
Pelvic  

Tilt 
Pelvic 
Drop 

Pelvic 
Rotation 

Trunk 
Flexion 

Trunk 
Lean 

Trunk 
Rotation 

Females 

Younger 44.2 ± 3.7 5.7 ± 3.2 10.4 ± 5.9 5.9 ± 1.1 2.9 ± 1.3 3.0 ± 2.5 4.5 ± 1.0 1.2 ± 0.8 29.9 ± 3.0 

Older 45.7 ± 3.9 6.5 ± 1.5 16.9 ± 5.4 4.6 ± 1.7 4.2 ± 1.3 4.4 ± 1.4 4.8 ± 0.6 1.0 ± 1.0 31.1 ± 5.6 

p-value 0.322 0.376 0.006* 0.051 0.020 0.061 0.324 0.744 0.552 

Males 

Younger 41.5 ± 2.5 4.5 ± 2.5 7.6 ± 6.1 4.9 ± 2.2 2.3 ± 1.8 3.3 ± 2.1 4.6 ± 1.5 1.1 ± 0.6 23.1 ± 4.2 

Older 42.9 ± 3.7 5.3 ± 2.5 8.5 ± 4.7 5.5 ± 1.7 3.7 ± 2.3 3.6 ± 2.5 3.2 ± 1.5 1.4 ± 1.0 24.2 ± 2.8 

p-value 0.155 0.312 0.587 0.355 0.039 0.697 0.005* 0.201 0.297 
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INTRODUCTION  

Running is a popular recreational sport worldwide, with 
large-scale events attracting thousands of participants; almost 
50,000 completed the 2015 New York Marathon and the 10 
km Dublin Women’s Mini-Marathon consistently attracts 
40,000 runners each year. It also composes a significant part 
of team sport and military fitness training. Group training is 
common, with members running at a similar pace. However, 
not everyone will be the same size or have the same preferred 
movement speed, meaning some will run faster or slower than 
they would consider optimal. Asymmetrical loading is often 
cited as a potential risk factor for development of injury, but 
is known to occur even in healthy individuals at discrete 
points in the stance phase during running at preferred speeds. 
It is unknown how modification of running speed affects this. 

The aim of this study was to investigate asymmetry during 
running at preferred and non-preferred running speeds. 
Specific objectives were to investigate the effects of 
modification of running speed on between-limb kinetic 
asymmetry, determine if asymmetry occurs across the entire 
stance phase, and establish normative asymmetry in a group 
of healthy young males across the stance phase. 

METHODS 
Following university ethical approval, 15 healthy, 
recreationally active males (mean ± standard deviation; age: 
27 ± 4.6 years, height: 1.81 ± 0.09 m, mass: 80.4 ± 12.4 kg) 
provided written informed consent to participate. All were 
injury-free in the preceding six months. 

14 mm reflective markers (B&L Engineering, California, 
USA) defined the anatomical bony landmarks of both limbs, 
specifically the medial 1st metatarsophalangeal joint, lateral 
5th metatarsophalangeal joint, superior distal hallux, 
calcaneus, medial and lateral malleolus and knee joint centre, 
greater trochanter, iliac crest, anterior and posterior iliac 
crests. Three-dimensional motion analysis (250 Hz, MX13, 
Vicon Motion Systems Limited, Oxford, UK; 12 Hz low-pass 
filter) and an AMTI force plate (2000 Hz, AMTI OR6, 
Advanced Mechanical Technology Inc., Massachusetts, 
USA) were used to acquire data for subsequent 3D inverse 
dynamics analysis in BodyBuilder.  

The preferred limb was the limb preferentially used for 
kicking, single leg balance, and hopping. Three trials (within 
±5% target speed) were acquired at each individual’s 
preferred running speed (PRS), and ±20% of this speed (PRS-
20%, PRS+20%). Support moment was calculated as the sum 
of the extensor moments at each % of stance [1]. Root mean 
square difference (RMSD) between the mean ensemble 
average curve of the preferred (P) and non-preferred (NP) 
limb support, ankle, knee and hip moments were calculated 
for each individual, with the absolute symmetry index (ASI) 
calculated as the absolute difference between peak P and NP 
limb values as a percentage of the average peak P and NP 
limb values. 

RESULTS AND DISCUSSION 

Average running speeds were 2.4 m.s-1 (PRS-20%), 3.0 m.s-1 

(PRS) and 3.6 m.s-1 (PRS+20%). Peak support moment 
increased with increase in running speed from 362 and 
382 N.m (P & NP respectively) at PRS-20% to 440 and 
461 N.m at PRS+20%, with comparable, small between-limb 
differences observed (ASI: 8 ±5%, 6 ±6% and 8 ±6% at each 
speed) and negligible timing differences (average absolute 
difference: 2-3%%).  These increases are expected due to the 
corresponding increase in ground reaction forces and angular 
kinematics with increase in running speed. Across the entire 
stance phase, average support moment RMSD as a percentage 
of the average support moment peak was similarly low in all 
conditions (8 ±5%, 7 ±4% and 8 ±6%). These values are 
lower than the 10% upper boundary typically reported for 
potentially pathological gait. 

Previous research has shown altered joint contributions to 
support with increased movement speeds, but not observed 
here (ankle: ~39%, knee: ~50%, hip: ~11%) possibly due to 
the small range of speeds tested. Small differences in 
percentage contribution to the support moment of each leg 
were observed at the ankle (~5%), knee (~5%) and hip (~3%), 
with no effect of condition. This indicates subtle differences 
in the role and contribution of each joint in each limb, 
suggesting within-limb compensation strategies occur to 
ensure overall gait symmetry. At joint level, asymmetry was 
observed at both peak moment and across the stance phase 
(Table 1), with no practical difference in the timing of the 
peak moments which occurred at 2-4% of stance. If ground 
contact time is also asymmetrical, this may indicate different 
rates of torque development in each limb. Smallest 
asymmetries were at the ankle, with larger asymmetry at the 
knee and hip; peak hip moment ASI but not RMSD was 
affected by running speed.  

Table 1. Ankle (A), knee (K) and hip (H) kinetic asymmetry 
during running at preferred and non-preferred speeds  

PRS-20% PRS PRS+20%

A K H A K H A K H 

ASI  
(%) 

7 
±4 

13 
±8 

16±
11 

6 
±5 

11 
±9 

12 
±12 

8 
±6 

8 
±9 

18 
±18 

RMSD  
(% peak) 

7 
±3 

11 
±4 

12 
±4 

7 
±4 

13 
±6 

12 
±5 

8 
±4 

10 
±5 

11 
±3 

CONCLUSIONS 

Observed support and joint moment asymmetry at both peak 
moment and across the entire stance phase was typically low, 
with negligible asymmetry in timing of peak moment. 
Differences in support moment (<8%) are smaller than those 
observed at the individual joints (A: <7%, K: <13%, H: 18%). 
There were small effects of running speed on the asymmetry 
of kinetics reported here, but further work is required to 
understand the potential effects these may have on potential 
running injury risk.  
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INTRODUCTION  
Excessive hip adduction during weight bearing tasks has 
been linked to various lower extremity injuries (eg. 
patellofemoral pain [1]). Compared to males, females have 
been reported to exhibit excessive hip adduction during both 
swing and stance phases of running [2]. Pilot data obtained 
in our lab has shown that during running, initial contact hip 
adduction is predictive of peak stance phase hip adduction.  

It is possible that abnormal activation of the hip extensors 
during the late swing phase of running may contribute to 
excessive hip adduction at initial contact and therefore 
subsequent stance phase hip adduction. During the late 
swing phase, the hip extensor muscle group (gluteus 
maximus and hamstrings) is active to decelerate and prepare 
the lower limb for initial contact with the ground [3]. Over-
activity of the hamstrings relative to the gluteus maximus 
could bias the hip towards adduction, as the gluteus 
maximus also functions as a hip abductor (upper fibers) 
whereas the hamstring group as a hip adductor anatomically.  

Given the potential of the hip extensor muscle group to 
influence frontal plane kinematics, the purpose of this study 
was to evaluate sex differences in: 1) frontal plane hip 
kinematics during the late swing phase of running, and 2) 
the relative recruitment of the gluteus maximus and 
hamstring muscles during the same time period. 

METHODS 
Participants and Procedures: Seventeen recreational 
runners (rearfoot strikers, 18-45 yrs) participated in this 
study (9 men, 8 women). Participants were instructed to run 
at a controlled speed of 3.4 m/s along a 14-m runway. Three 
trials from each participant were collected. Surface 
electromyography (EMG) of the gluteus maximus, and 
medial/lateral hamstrings as well as kinematic data were 
obtained using a 10 camera motion analysis system 
(Qualisys Track Manager, version 2.10). 

Data Analysis: Visual 3D (C-Motion, Rockville, MD) was 
used to calculate the peak hip adduction angles during the 
last third swing (i.e, late swing) phase. MATLAB 
(Mathworks Inc., MA, USA) was used to calculate the 
individual muscle’s average EMG and activation ratio (i.e., 
gluteus maximus divided by the mean of medial and lateral 
hamstrings EMG) during the late swing phase. All EMG 
data were normalized to the maximum EMG obtained 
during maximum voluntary isometric contractions (MVICs). 

Statistical Analysis: Independent sample t-tests were used to 
compare sex differences in the following variables 
calculated during the late swing phase of running: 1) peak 
hip adduction angles, 2) average gluteus maximus activity, 
3) average hamstrings activity, and 4) gluteus maximus-
hamstring ratio. All statistical analysis was performed using 
SPSS (Version 22; SPSS, Inc, Chicago, IL, USA), with 
significance level p<0.05. 

RESULTS AND DISCUSSION 
Kinematics:  
The peak hip adduction joint angles during the late swing 
phase of running were significantly higher in females than 
males (12.8±0.6 vs 9.7± 1.4, p=0.032; Table 1).  

Muscle Activation:  
Female runners exhibited a significant lower gluteus 
maximus activation (9.6±1.2% vs 24.2±5.9%, p=0.018) and 
a significant lower gluteus maximus/hamstring activation 
ratio (0.3±0.0 vs 0.6±0.1, p=0.022) during the late swing 
phase of running, when compared to males (Table 1). No 
sex differences in activation of the medial and lateral 
hamstrings were observed. (Table 1).  

Our results suggest that diminished gluteus maximus 
activation in females may bias the hip joint into greater hip 
adduction during the late swing phase of running. This 
finding is relevant as the position of the hip at initial contact 
is predictive of peak hip adduction during stance.  

CONCLUSIONS 
Compared to males, females demonstrated significant lower 
gluteus maximus activation during late swing phase of 
running, which may contribute to the observed greater hip 
adduction angles during the late swing phase of running.  
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Table 1. Sex differences in frontal plane hip kinematics and hip extensor activations during late swing phase (Mean ± SE) 
Peak Hip Adduction angles (degree) Muscle activity (%MVIC) 

Late swing phase
Gluteus 

maximus 
Medial 

hamstrings 
Lateral 

hamstrings 
Gluteus maximus-

hamstring ratio 
females 12.8 ± 0.6 9.6 ± 1.2 40.0 ± 6.0 41.0 ± 6.1 0.3 ± 0.0 
males 9.7 ± 1.4 24.2 ± 5.9 43.0 ± 5.6 36.5 ± 3.4 0.6 ± 0.1 

p (one-tail) 0.032 0.018 0.360 0.270 0.022
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INTRODUCTION  
Gait is very essential for the independence in the activities 

of daily living. The researches related to the gait have been 
focused mainly on the level walking and running.  
In case of running, the knee joint load increases as 3~4 

times the body weight, which causes a great burden on the 
joint [1]. The strategy of initial contact was shown to affect 
joint load, i.e. the peak free-moment (rotational moment on 
the ground) was greater for the forefoot contact strategy (the 
forefoot contacts the ground first) as compared to the rear-
foot contact strategy (the heel contacts the ground first). The 
increased free-moment subsequently burdens ankle and knee 
joints [2]. 
The most frequent locomotion pattern, secondary to the 

level walking and running, is the stair walking [3]. 
Approximately four times body weight was shown to be 
applied in the knee joint during stair descent [1]. However, 
there is little research on how to reduce the joint load during 
stair descent. 
  Therefore, this study aims to suggest gait strategies that 
can reduce the joint loads during stair descent, by 
investigating the net joint reaction force at the ankle and 
knee. 

METHODS 
Five young men participated in this study. Kinetic and 

kinematic data was acquired by eight 3D motion cameras 
(Vicon, Oxford, UK) with Plug-in-gait marker set and one 
force plate (Kistler, Winterthur, Switzerland) were used. 
The force plate was inserted in the second step of four-step-
staircase.  

Subjects were requested to descend stair on their own 
comfortable speeds but in three different strategies of initial 
contact, i.e., forefoot contact, midfoot contact, and heel 
contact. Three trials of each strategy were measured with 
rest inserted between trials to reduce the effect of fatigue. 
Joint reaction force and moment at the ankle and knee joints 
during stair descent were derived by the inverse solution of 
Nexus software (Vicon, UK).  

RESULTS AND DISCUSSION 
Fig. 1 shows peak joint reaction force in the normal 

direction at the ankle and knee during loading response. The 
normal direction was defined as the longitudinal axis of 
shank at the knee joint and the vertical axis (perpendicular 
to the heel-toe line of foot) at the ankle joint.  
As expected, different strategies in initial contact resulted 

in different reaction force patterns in the loading response 
phase (0-16% of stance phase). Forefoot contact strategy 
showed monotonic force pattern at both joints. In contrast, 
midfoot and rearfoot strategies showed oscillating force 
patterns. Monotonicity of joint reaction force in forefoot 
contact may be associated with the power absorption 
maintained during the loading response phase at both joints.  

Further investigations on the joint shear forces and joint 
moments are needed in the future.  
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Fig. 1 Joint reaction force in normal direction during stair 
decent. Force was normalized by body mass (N/kg).  
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INTRODUCTION  
The stride time pattern during continuous walking in healthy 
individuals has been shown to include stride-to-stride 
fluctuations exhibiting statistical persistence [1]. Thus, each 
stride depends on many previous strides with a stride-to-
stride dependency that “decay in a scale-free (fractal-like), 
power-law fashion” [2]. The nonlinear methods detrended 
fluctuation analysis (DFA) and sample entropy (SaEn) have 
previously been applied to quantify the statistical persistence 
and predictability of gait patterns in different populations 
[1,2,3]. However, these methods do not return an outcome 
measure in a physiological or physical interpretable time 
scale.  
Recently, entropic half-life (ENT½) was introduced as a 
novel measure that quantifies the time over which short-
term temporal correlation in a time series deteriorate to an 
uncorrelated, random structure [4]. Applied to movement 
related variables, ENT½ could quantify how long time 
elapses before previous performed movements have 
substantially reduced their influence on future movements 
[5].  
In the present study, we applied ENT½ to stride-to-stride 
time intervals recorded in healthy individuals during 
overground (OW) and treadmill walking (TW). In addition, 
we introduced an alternative method called statistical 
persistence decay (SPD) which evaluates how long 
successive strides are related to each other.  

METHODS 
Fourteen healthy subjects (7 males; 25.0 ± 4.2yr; 170.8 ± 
11.9cm; 69.4 ± 16.9kg) completed two sessions of one hour 
OW and TW at self-selected walking speed. Stride time 
intervals were recorded using footswitches (Trigno™ 4-
channel FSR Sensor, Delsys Inc., Natick, MA).  
The stride time interval time series was reshaped 100 times 
by moving adjacent data points gradually further and further 
away in time with each reshaped time series. ENT½ is 
defined as the number of strides (reshaped time series) 
required to increase the normalized SaEn of the original 
time series to half the normalized SaEn of a time series of 
random permutation of the original time series (figure 1). 
SPD is the number of strides (reshaped time series) required 
to decrease the DFA scaling exponent below the 95% upper 
limit of the scaling exponents of 100 time series of random 
permutation of the original time series (figure 1).   
Paired Student’s t-tests (level of significance = 5%) were 
used to investigate statistical differences in ENT½ and SPD 
between walking conditions. 

RESULTS AND DISCUSSION 
There were no significant walking condition differences for 
ENT½ (OW: mean = 11.3 strides, median = 9 strides; TW: 
mean 14.6 strides, median = 8 strides) or for SPD (OW: 
mean = 51.4 strides, median = 64.5 strides; TW: mean 50.3 
strides, median = 59.5 strides).  

Figure 1: Representative results of ENT½ and SPD. 

CONCLUSIONS 
The present study quantified the stride-to-stride time 
dependency in healthy individuals on an interpretable scale. 
The number of strides required to reduce the influence of 
past strides on the present stride was quantified by ENT½ 
and SPD. While the predictability in stride-to-stride time 
intervals was halved after 11-15 strides during OW and TW, 
the statistical persistence in stride pattern was deteriorated to 
an uncorrelated noise after approximately 50 strides. ENT½ 
and SPD did not differ between walking conditions, 
suggesting that the applied motor control induced the same 
stride-to-stride time dependency during OW and TW.  
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INTRODUCTION  
The central nervous system can periodically control the 
muscle activity among various walking speeds, nevertheless 
control of muscle activity may be unstable as walking 
speeds get faster. However, the muscle activity changes 
nonlinearly when walking speeds are modulated. It is 
assumed that stability analysis in nonlinear system is useful 
to investigate inherent stability of the muscle activity. As a 
stability analysis in nonlinear system, local and orbital 
dynamic stability in kinematics during walking have been 
researched [1-4]. Local dynamic stability is calculated by 
the maximum Lyapunov exponent that quantifies how the 
dynamical system responses to small perturbation as a local 
divergence exponent [1]. Local dynamic instability 
connected with fall history [2], therefore local dynamic 
instability may indicate how an analyzed data includes risks 
of breakdown in walking motion. Orbital stability is 
calculated by the maximum Floquet multiplier that indicates 
the trend of the accumulated errors of each stride [3], in 
other words, maximum Floquet multiplier reflects 
periodicity of gait. We hypothesized that local and orbital 
stability in the muscle activity become unstable as walking 
speeds increase. Our purpose was to investigate how local 
and orbital stability in the muscle activity changes as 
walking speeds increase. 

METHODS 
Ten healthy men (23.3±0.9 years) walked on a treadmill at 
14 various walking speeds (2.0-8.0 km/h and preferred 
walking speed) over 50 gait cycles. Surface 
electromyograms were recorded from 12 muscles in right 
lower limb and trunk. Three-dimensional position of 29 
retro-reflective spherical markers were measured to 
calculate kinematic data. For the calculation of maximum 
Lyapunov exponents and Floquet multipliers, five 
dimensional time delayed coordinate systems were 
constructed [1, 2, 4]. A positive maximum Lyapunov 
exponent means that an analyzed data is unstable in terms of 
local dynamic stability. Maximum Floquet multipliers were 
calculated as eigenvalues of the Jacobian of the Poincare 
map [2, 3]. If maximum Floquet multiplier is less than 1, an 
analyzed data is stable in terms of orbital stability.  

RESULTS AND DISCUSSION 
All maximum Lyapunov exponents were positive, and 
maximum Lyapunov exponents increased as walking speeds 
got faster (Figure; top). It means that local dynamic 
instability of the muscle activity increased as walking 
speeds got faster. Increasing rate of maximum Lyapunov 
exponents in 5.0 ~ 8.0 km/h were larger than in 2.0 ~ 5.0 
km/h. Because metabolic cost or joint power in fast walking 
is inefficient, it is suggested that walk to run transition is 
frequently observed around 7.0 km/h [5]. Our results 
indicated that not only metabolic cost but also local dynamic 

instability of the muscle activity might be factor for gait 
transition. We observed different increasing rate of 
maximum Lyapunov exponents among muscles. Rate of 
increase from 5.0 to 8.0 km/h in ankle planter flexors, rectus 
femoris and tensor fasciae latae were especially high.  It has 
been reported that activation of rectus femoris during swing 
phase in walking was higher than running when treadmill 
speeds were over gait transition speeds [5]. High intensity of 
the muscle activity might relate to local dynamic instability. 
Contrary to maximum Lyapunov exponents, all maximum 
Floquet multipliers were < 1 (Figure; bottom), indicating 
that muscle activities were stable in terms of orbital stability 
even if walking speeds changed. It has been revealed that 
maximum Floquet multipliers in trunk motion were stable 
when walking speeds increased [4]. As well as orbital 
stability of trunk motion, the muscle activity might also be 
stable even if walking speeds increased. Periodicity of the 
muscle activity might be maintained even in fast walking.  

Figure 1: Maximum Lyapunov exponents and maximum 
Floquet multipliers in soleus (SOL), rectus femoris (RF), 
vastus lateralis (VL), and gluteus maximus (Gmax). 

CONCLUSIONS 
Local dynamic instability of the muscle activity increased as 
walking speeds got faster, whereas orbital stability was 
maintained. It suggests that orbital stability contribute to 
achieving fast walking that fall risks is high. 
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INTRODUCTION  
Runners are exposed to the risk of running-related injuries 
occurring on the lower extremities. A previous study reported 
that 20-79% of runners experience running-related injuries of 
the lower extremities [1].  

Muscles around the knee joint are common regions of 
running-related injuries. Eccentric muscle contraction 
induces higher muscle damage compared with other muscle 
contraction types. The negative work of joint corresponds to 
associated eccentric muscle contraction [2]. The negative 
work of the knee joint, therefore, can be used to evaluate the 
potential risk of associated muscle injury.  

It has been shown that running technique affected on kinetic 
and kinematic parameters [3]. Because running technique 
varies among individuals, the negative work and associated 
parameters of the knee joint may also vary among individuals. 
Clarifying the factors related to individual variability of the 
negative work of the knee joint may help to reduce the 
potential risk of injury occurring on muscles around the knee 
joint. The purpose of this study, therefore, was to examine the 
linear relationships between the negative work of the knee 
joint and the associated parameters.  

METHODS 
Fifteen young adult males without musculoskeletal injuries of 
the lower extremities (age: 26.5 ± 4.9 years old, body height 
1.75 ± 0.04 m, body mass: 65.5 ± 7.4 kg) participated in this 
study. Retro-reflective markers were attached to right lower 
extremity. Subjects were asked to run on a 40 m straight 
runway at a speed of 3.0 ± 0.3 m·s-1. Three-dimensional 
coordinates of markers (200 Hz) and the ground reaction 
force (2000 Hz) were recorded using an optical motion 
capture system and force platforms, respectively.  

The angular velocity of the knee joint was calculated by using 
the Cardan sequence. The inverse dynamics approach was 
used to calculate the moment of the knee joint. The power of 
the knee joint was calculated as the dot product of the moment 
and the corresponding angular velocity, and then the negative 
work of the knee joint flexion-extension movement was 
calculated as the time integral value of the negative power.  

The multiple linear regression analysis was used to examine 
the relationships between the negative work of the knee joint 
and the associated parameters. The duration of the negative 
power, moment and angular velocity were assigned to the 
independent variables.   

RESULTS AND DISCUSSION 
The means and standard deviations (SDs) of the time-series 
power of the knee joint during the contact phase of running 
are represented in Figure 1. The negative work, moment, 

angular velocity and duration of the negative power were -
38.8 ± 8.2 J, -70.0 ± 16.3 N·m, 3.32 ± 1.05 rad·s-1 and 113 ± 
21 ms, respectively. As the result of the multiple linear 
regression analysis, the multiple correlation coefficient was 
0.818 (p < 0.01). The standardized coefficients were -0.134 
(p = 0.732), -1.103 (p = 0.044) and -1.080 (p < 0.01) for the 
moment, the angular velocity and the duration of the negative 
power, respectively.  

Figure 1: The time-series power of the knee joint during the 
contact phase of running. Solid and dotted lines represent 
mean value and SDs across all subjects, respectively.  

The present results revealed that the individual variability of 
the negative work of the knee joint was not attributable to the 
individual variability of the moment but of the angular 
velocity and of the duration of the negative power. Both the 
angular velocity and the duration negatively correlated to the 
negative work. Decrease in the angular velocity and in the 
duration induced decrease in the angular displacement, and 
this resulted increase in the negative work. These suggest that 
runner can decrease in the potential risk of the injury 
occurring muscles around the knee joint by decrease in the 
angular velocity and in the duration.  

CONCLUSIONS 
This study examined the relationships between the negative 
work of the knee joint and the associated parameters by using 
the multiple linear regression analysis. The standardized 
coefficients were significant for the angular velocity and the 
duration of the negative power but not for the moment.  
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INTRODUCTION  
Poor and static postures have been linked as a risk factor for 
obtaining back pain [1-3]. Back pain is a large financial 
burden on the suffering individual and on the economy with 
estimated direct and indirect annual costs amassing $1.02 
billion and $8.15 billion respectively in Australia [4]. 
Wearable technology has become increasingly popular, with 
numerous devices available to give information on vital 
signs, monitoring of activity and diagnosis of various 
conditions [5-6]. There are currently several devices which 
focus on the improvement of the user’s posture, including 
the ViMove (DorsaVi, Melbourne, Australia) and Lumo Lift 
(Lumo Bodytech Inc., Palo Alto, United States). These 
devices however are limited in either their price, methods of 
data collection, accuracy or information sent to the user. 

The aim of the current study was to address some of these 
limitations of current posture tracking devices, by creating 
an inexpensive device capable of accurately measuring 
whole spine angular position and angular velocities. 

METHODS 
From a review of currently available sensors capable of 
measuring 3D rotations and velocities it was decided to 
create the device using inertial measurement units (IMUs). 
A SparkFun Razor 9DOF IMU (AU$115) was selected. To 
ensure the selected IMU was suitable for use in the device, 
its accuracy was compared to a number of other sensors on a 
Katana Robot 450 (Neuronics, Zurich, Switzerland). The 
other sensors consisted of an expensive IMU (AU$2900) 
(Lord MicroStrain 3DM-GX3-25, Williston, USA) and 
optical motion capture (OptiTrack Flex, NaturalPoint Inc., 
Corvallis, USA). The sensors were tested under six range of 
motion (ROM) conditions with variations in speed, axis of 
motion, and single- and coupled-axis motion. The sensors 
were also tested under random motion conditions, in which 
the Katana constantly changed speed and direction of 
motion for approximately 60 seconds. 

The selected IMU was then used to implement a Spinal 
Motion Measurement device (SMM) which consists of three 
IMUs, two ADXL337 accelerometers and wireless, portable 
data acquisition capabilities, with a total cost of AU$560. 
The SMM was then used to track human posture and stance 
(standing and sitting) (Figure 1). Testing involved 
comparing the SparkFun Razor IMU in its ability to track 
posture and stance against a 12 camera (V8) VICON MX 
optical motion capture system using a marker-set to measure 
thoracic and lumbar motions [7] and extra markers on the 
lower limbs and hip. Six human participants (N = 3 male 
and 3 female) and 10 different movements, with variations 
in speed and direction, were used for this testing.  

RESULTS AND DISCUSSION 
Results from the Katana Robot 450 testing showed the 
SparkFun Razor IMU to be comparably accurate to other 
sensors during ROM testing at speeds ranging from 1-1.5 

rad/s. At 1.5 rad/s, the root-mean-square errors (RMSE) for 
the orthogonal axes X, Y and Z (Up) were 4.39°, 0.67° and 
4.73° respectively. At 1 rad/s, the typical self-selected speed 
of lumbar flexion [8], the RMSE value for the X-axis was 
reduced to 2.24° and during random motion testing the X, Y 
and Z axis RMSEs were 1.67°, 1.36° and 5.88° respectively. 
The results show the SparkFun Razor IMU to be accurate at 
measuring angular position, particularly around axes 
perpendicular to gravity and thus appropriate for the SMM. 

Preliminary results of human testing (N = 1) using the SMM 
show it can measure the magnitude of flexion-extension 
with a RMSE of 2.00°. The SMM was also able to 
determine stance with a 100% success rate. The results show 
that the SMM device, which is substantially less expensive 
compared to other similar devices, is capable of accurately 
measuring spinal posture and determining stance.  

Figure 1: The Spinal Motion Measurement device (SMM) 
and marker set used for VICON data acquisition in testing. 

CONCLUSIONS 
The SMM has been shown to accurately measure the posture 
of the human spine and accurately predict the stance of the 
user. Due to its low cost and comprehensive data output 
capabilities, the SMM will have numerous implications for 
low-cost data acquisition of spinal motion, and posture and 
stance tracking of individuals. 
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INTRODUCTION  
The need to characterize human movement has consistently 
driven researchers to develop improved motion analysis 
systems. The primary measurement challenge is to design 
devices and algorithms that can accurately monitor 
movement regardless of the activity and testing location. 
Movement has typically been captured using optical, 
mechanical, or inertial sensing instruments. Although each 
system offers its own advantages, they all have unique 
limitations that may distract clinicians from their core 
responsibilities when deployed in a clinical environment. 
The current standard for measuring movement in a clinical 
environment involves instruments that have varying degrees 
of accuracy and complexity and may be administered 
differently depending on the user’s biomechanical expertise. 

Inertial sensors have been used to overcome the limitations 
of other motion systems. A typical inertial measurement unit 
(IMU) includes accelerometers to measure the translational 
acceleration in addition to gravity, and gyroscopes to 
measure angular velocities. We aim to develop an inertial 
system to provide joint kinematics similar to those provided 
by optical motion capture systems. The inertial system is 
more time efficient and easier to use in the clinic without the 
need for specialized equipment and personnel.  

METHODS 
Our inertial system uses 15 wearable IMUs attached to the 
head, sternum, sacrum, and lateral surface of the upper arms, 
forearms, hands, thighs, lower legs, and superior surface of 
the feet. The IMUs use wireless synchronization, which is 
critical for measuring joint kinematics and coordination. We 
developed a tracking algorithm to estimate joint angles 
during gait. The algorithm tracks 3D orientation of the head, 
trunk, pelvis, and upper and lower limbs. The algorithm 
provides estimates of the head and shoulder, elbow, wrist, 
hip, knee and ankle joint angles bilaterally. It also provides 
temporal measures of gait to assess the critical gait events 
that occur during a typical walking cycle. These events 
occur during specific phases of the gait cycle, and are 
considered an essential requirement for producing a normal 
walking pattern. Examples include a heel initial contact, 
existence of controlled plantar ankle flexion and knee 
flexion during loading response, ankle dorsiflexion during 
mid-stance, hip extension with a trailing limb posture during 
terminal stance, and rapid hip flexion with synchronous 
ankle plantar flexion during pre-swing. 

We used an industry standard motion capture system as a 
reference to evaluate the performance of our inertial 
tracking algorithm. The validation study was conducted at 
Movement Disorders Laboratory at Oregon Health and 
Science University, which is equipped with a 12-camera 
motion capture system. We compared the inertial metrics 
with those obtained from the reference system in ten healthy 
adults.  

RESULTS AND DISCUSSION 
With IMUs and reflective markers attached to the relevant 
segments of the body, each subject walked at 2 miles/hour 
on a treadmill for 60 seconds. The inertial and optical data 
was processed after data collection to calculate the head and 
upper and lower limb joint angles. We use the mean 
absolute error to compare the angles from both systems. 
Table 1 shows the comparison results for one subject.  

Table 1: Mean absolute error (MAE) between joint angles 
from the inertial and optical systems. 

Despite the good agreement, we believe some of the 
estimation error might be attributed to misalignment of the 
IMU frame relative to the anatomical axes of rotation. When 
the IMUs are attached to different body segments, they are 
not perfectly aligned with the segment main axes of rotation. 
Therefore, we asked the study participants to remain 
stationary in a neutral pose for 3 seconds at the beginning of 
the recording to estimate the misalignment. This information 
is then used to realign the sensors data for analysis using 
matrix rotation before calculating the joint angles. While 
this addresses misalignment of the sensors relative to the 
anatomical axes, it assumes the participant can both remain 
stationary and adopt a truly neutral initial pose. Often 
individuals prevent them from standing in this neutral pose, 
and we hypothesize that this contributed to the larger errors 
seen in this group. We are developing other analytical and 
procedural techniques to address this potential issue.   

CONCLUSIONS 
Our findings suggest that it is feasible to use IMUs to 
measure accurately measure body kinematics. The system is 
portable and unobtrusive, and requires no lengthy setup or 
calibration; all of which makes the system well suited for 
use outside of a laboratory. 
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INTRODUCTION  
Body segment parameters (BSPs) such as mass and moment 
of inertia are required for biomechanical analyses and 
simulations. While subject-specific BSP models using 
geometric methods of varying complexity are available, most 
studies use regression-based approaches which require far 
fewer subject measurements. Regression approaches can be 
appropriate for certain populations and certain activities and 
tasks, but do not provide reliable data in general. 

The aim of this project is to develop a low-cost and 
convenient method for calculating subject-specific body 
segment parameters. In this work, Microsoft Kinect v2 
sensors were used to obtain full-body 3D scans and volume-
based approaches were used to calculate the masses of each 
segment. Data was also extracted for use with the Hatze [1] 
geometric model, and for comparisons against the regression 
models of Dempster [5] and Zatsiorski [6]. 

METHODS 
Four Microsoft Kinect v2 sensors were arranged in a 
4.5m × 4.5m square configuration, facing inwards, and were 
connected to a custom PC via four PCIe USB cards. The 
software library libfreenect2 [2] was used to simultaneously 
interface with the Kinect sensors. The depth images from the 
Kinects were calibrated using the internal calibration factors 
to generate a point cloud, and a coordinate system orientation 
process was performed by placing three basketballs in the 
viewing volume to use as a global reference frame. 

Participants (N=16) posed motionless with arms raised for 
approximately seven seconds, during which time three 
images were taken and averaged to reduce sensor noise. The 
merged and averaged point clouds from each Kinect were 
denoised, isolated from the ground and any other stray points, 
then meshed into a single volume using an Alpha Shape 
algorithm. The body volume was divided into 15 segments on 
the basis of virtual palpation of 28 standard anatomical 
reference points. 

The mass of each segment was calculated from its volume 
using an assumption of constant density [3]. Each segment 
was virtually palpated to obtain anthropometric measures for 
calculating segment masses with Hatze’s method [4]. Results 
from both approaches were compared against participant total 
body mass measured on scales. Body volume was compared 
to that determined by a commercial laser-based 3D body 
scanner. Two common regression methods using mass [5] 
and mass & height [6] were used for comparison of calculated 
segment masses. 

RESULTS AND DISCUSSION 
For a single participant, a volume difference of –4.5% was 
measured when comparing the Kinect system (75.8L) to the 

laser-based scanner (79.4L). For the Kinect system, a single 
participant scanned in four separate sessions resulted in an 
average 5.7% relative error to the mean, with larger errors 
resulting when point clouds could not be accurately merged. 

Data from three subjects were omitted due to technical 
difficulties. The method of calculating segment mass using 
scanned volume with constant density predicted total 
participant mass with mean error –1.0% and RMS error 2.9%. 
The Hatze approach over-predicted total mass with mean 
error 19.1%. 

Individual segment masses varied considerably (Figure 1). 
Between participants, the scan methods had similar variation 
for each segment as did the regression models. The largest 
relative variation in mass occurred for segments with the 
smallest volume. The foot in particular was over-estimated in 
comparison with the regression models. The arm, forearm, 
and head had the most consistent results between all methods. 

CONCLUSIONS 
A low-cost 3D body scanning system was developed using 
off-the-shelf Microsoft Kinect v2 sensors. The ability of this 
system to estimate body segment mass has been demonstrated 
using two algorithms; the volume-based method predicted 
total participant mass with less than 3.0% error. 
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Figure 1: Left-limb segment masses calculated by scanned 
volume, scanned geometric, and regression methods. Right-
limb results show similar trends. 
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INTRODUCTION  
Kinect for Windows v2 (Microsoft, Redmond, US) is an 
RGB-D camera that features a markerless human pose 
estimation algorithm. Markerless tracking has generated 
considerable interest in the biomechanics community due to 
its low-cost and portability and has had applications in gait 
analysis, balance and postural assessment, and rehabilitation 
training. Several studies have assessed agreement between 
Kinect v2 markerless algorithm and marker-based optical 
motion capture systems. Average errors in joint centre 
coordinates can be as high as 207 mm (SD = 71 mm) during 
upright standing posture [1] and limits of agreement (LOA) 
equal to 28°, 46° are reported for peak knee flexion angle at 
a self-selected walking speed [2]. Shortcomings on the 
capacity of Kinect to provide accurate tracking have been 
associated with temporary self-occlusions of body parts, 
participant’s orientation and distance from Kinect, noise in 
depth data, subject’s body shape and limitations in the pose 
estimation algorithm [3]. Motion speed might also play a role, 
due to the low capture frame rate of Kinect v2 (30 fps) and to 
local alterations in depth measurements caused by moving 
objects [4]. 

To enhance the accuracy of Kinect v2 for motion tracking, an 
alternative tracking method (denoted as KinEdge) was 
developed, based on custom-made coloured markers and 
computer vision techniques. The aim of this study was to 
evaluate the accuracy of gait-related kinematic measurements 
obtained from this novel Kinect v2-based methodology.  

METHODS 
A novel real-time algorithm was developed to track spherical 
coloured markers (∅38 mm) attached on the subject’s body. 
Multiple data streams (colour, infrared and depth) from 
Kinect v2 were used as input and processed using OpenCV 
library and Kinect SDK 2.0.  

A 12-camera Vicon (Oxford, UK) motion capture system 
sampling at 120 Hz was used as gold standard. Symmetric 
three-marker brackets were designed and 3D-printed. Each 
bracket held 2 reflective markers (∅9 mm) on its extremities 
and a coloured marker in the middle. The centres of the three 
markers were coincident with a straight line. In this study, the 
agreement between the centre of the coloured marker (tracked 
by KinEdge) and the midpoint of the 2 reflective markers 
(tracked by Vicon) was assessed. 

Twenty healthy participants were recruited. Three brackets 
were attached to the left iliac crest (hip), lateral epicondyle of 
the left femur (knee) and lateral left malleolus (ankle). Kinect 
v2 was positioned on the side of a treadmill, at 1.5 m distance 
from its midline. The following treadmill speeds were 

adopted: 0.83 m/s (slow gait), 1.31 m/s (fast gait), 2 m/s (slow 
run) and 2.5 m/s (fast run). Marker data were simultaneously 
acquired using Kinect v2 and Vicon over a 15 s period. 

Vicon marker coordinates were transformed to Kinect v2 
reference frame (X = posteroanterior, Y = superior, Z = 
mediolateral). Vicon and KinEdge data were synchronized 
using a custom iterative algorithm based on cross-covariance 
and resampled at 30 fps, to match Kinect v2 original 
framerate. A Bland-Altman analysis of agreement was 
performed for each marker coordinate and for the knee 
flexion angle at all treadmill speeds. 

RESULTS AND DISCUSSION 
The LOA between KinEdge and Vicon for marker 
coordinates ranged from 2.2, 9.6 mm for hip X during slow 
walking up to -20.3, 39.9 mm for ankle Z during fast running. 
In most cases, however, the LOA were narrower than -10, 10 
mm. The hip marker exhibited almost constant LOA across 
all axes and for all treadmill speeds. In contrast, the ankle 
marker displayed a negative relationship between agreement 
and treadmill speed. This relationship was less evident for X 
and Y coordinates, with LOA up to -6.3, 9.2 and -15.2, 7.4 
mm respectively during fast running, and stronger for Z. The 
knee marker showed an intermediate trend compared to the 
other two markers, with LOA up to -11.7, 9.1 mm along Z 
during fast running. LOA for knee flexion angle were within 
-1.4° to 1.7° for ambulation at all speeds (Figure 1). 

Figure 1: LOA vs. treadmill speed for the knee flexion angle. 

CONCLUSIONS 
A novel marker-based tracking method for the low-cost 
Kinect v2 system was introduced. Good agreement with a 
conventional marker-based motion capture system over a 
range of gait speeds demonstrates that the proposed hardware 
and software may represent a practical motion analysis 
alternative for research and clinical settings. 
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INTRODUCTION  
Accelerometers have been used to classify gait patterns 
during running [1], but classification accuracy depends on 
signal segmentation and feature extraction [2]. Segmenting 
running data into strides relies on identifying heel-strike 
events [2], and it has been shown that a fixed-size sliding 
window can be used for segmentation [3]. For each segment 
of data, either the entire waveform can be processed or 
discrete variables can be extracted from the accelerometer 
signal, each of which are then used to classify running 
conditions. While some stride-dependent features may assist 
classification, the stride-based segmentation may not be 
necessary for identifying running conditions. Therefore, the 
purpose of this study was to examine how different 
segmentation and feature extraction methods influence the 
classification accuracy of different running conditions.  

METHODS 
Twenty-nine runners (13 F, 16 M; 31.3 (11.5) yr; 1.72 (0.09) 
m; 68.1 (10.1) kg) were outfitted with a tri-axial 
accelerometer (Shimmer3 GSR+® ± 8g, Shimmer Inc., 
Dublin, IE), placed on the back near the center of mass. 
After a warmup on a level treadmill (Bertec, Columbus, OH, 
USA), participants ran for one minute under each of the 
following four randomized conditions: preferred speed, 25% 
faster than preferred, 25% slower than preferred, and 
preferred speed with a neoprene brace (McDavid Level 1 
Elastic Knee Sleeve, Minnetoka, MN) over their right knee. 

For both the speed (fast vs. slow) and brace (preferred vs. 
brace) conditions, 12 sets of features were extracted. For 
two feature sets, the accelerometer signal was segmented 
into strides, and normalized to 202 data points. The first set 
of features included all data points of each axis of the 
accelerometer waveform. The second set of features 
included 154 discrete variables extracted from the time and 
frequency domain of the accelerometer signal, including 
measures of magnitude and variability, frequency content, 
association between the axes, and stride-based variables 
[1,4-6]. For the remaining 10 feature sets, the accelerometer 
signal was segmented into windows of length 0.25 s, 0.5 s, 
0.75 s, 1 s, or 1.5 s, each with 0% or 50% overlap [2]. The 
features extracted for each window were 114 of the same 
discrete variables from the second stride-based feature set, 
excluding 40 features that specifically relied on a stride 
segment. A feature selection algorithm reduced the 
dimensionality of each set of features. Each participant’s 
data were classified separately for speed and brace using 
linear discriminant analysis and 10-fold cross validation. 
The classification accuracy was averaged across all 
participants for each feature set. For each classification, 
differences in accuracy across feature sets were determined 
using a repeated-measures ANOVA, with significance at 
p<0.05. Follow up t-tests compared the accuracy between 
the two stride feature sets and between the best stride feature 
set and the best window feature set.  

RESULTS AND DISCUSSION 
There was a significant difference in classification accuracy 
across feature sets for both the speed and brace 
classifications (p<0.05). The mean classification accuracy 
using the entire stride waveform was 62% for speed and 
61% for brace, while performance was 90% for speed and 
79% for brace using discrete variables selected from each 
stride. The best performance from the window feature sets 
was 1.5 s windows with 50% overlap, resulting in 90% 
classification accuracy for speed and 80% accuracy for 
brace (Figure 1). For stride-based segmentation, feature 
selection using discrete variables resulted in significantly 
better accuracy than using the entire waveform for both 
speed and brace classifications (p<0.001). However, no 
significant differences were found between stride-based 
discrete variables and segmentation using 1.5-s windows 
with 50% overlap. 
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Figure 1: Classification accuracy for stride and window 
feature sets.  (***p<0.001; n.s. = not significantly different) 

CONCLUSIONS 
Selecting appropriate features from accelerometer data is 
crucial for classification of running conditions. However, 
the segmentation method is less important, suggesting it 
may be possible to eliminate the methods involved with 
identifying strides and stride-related variables when 
classifying both speed and brace conditions. 
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INTRODUCTION  
Advances in robotic actuators, sensors, batteries, and 
computer processors have led to a proliferation of powered 
exoskeletons for assisting human movement [1]. These 
devices are often developed in academic research labs and 
for-profit companies aiming to create a commercially 
successful project. The exoskeletons are typically intended 
for one of three purposes: human performance 
augmentation, therapeutic rehabilitation, or assistive 
technology for individuals with disabilities. A search of the 
internet or news media will easily reveal dozens of devices 
featured in press releases or pitch videos for investors.  

Despite the large number of robotic exoskeletons in mass 
media, there are relatively few experimental studies 
published in scientific journals evaluating users’ 
performance with robotic exoskeletons. One of the reasons 
for a lack of robotic exoskeleton evaluation studies in the 
literature is a lack of biomechanical expertise and equipment 
within the engineering research labs designing and building 
the devices. Typically, engineers designing the devices are 
specialists in mechatronics or computer science, not 
biomechanics. Even when team members have sufficient 
biomechanics backgrounds and equipment, there is 
considerable debate and disagreement about what 
measurement parameters are the most important in assessing 
robotic exoskeleton performance. Over the last 18 years, my 
laboratory and I have conducted dozens of studies on 
humans using robotic exoskeletons. The results from these 
studies highlight the complexity of choosing appropriate 
biomechanical variables for exoskeleton assessment. 

METHODS 
We built and tested numerous robotic exoskeletons for 
assisting human locomotion. The devices include ankle, 
knee, hip, and whole leg robotic assistance. Actuators for 
the devices included artificial pneumatic muscles, pneumatic 
cylinders, or electromechanical motors. We studied 
neurologically intact healthy young subjects and individuals 
with incomplete spinal cord injury. Healthy subjects walked 
and ran over a range of speeds with different exoskeletons. 
In some studies, we tested multiple controllers on the same 
hardware and subjects to determine how the choice of 
exoskeleton controllers influenced the user’s performance. 
The controllers included myoelectric control, feedforward 
handheld button control, footswitch control, and intrinsic 
dynamics state machine control. The amount of training 
varied depending on the study, from no training in some 
studies to multiple days in other studies. The biomechanical 
variables that we measured included kinematics, ground 
reaction forces, joint inverse dynamics, electromyography, 
and metabolic energy expenditure. Other physiological 
variables that we measured include heart rate, electrodermal 
activity, ratings of perceived exertion, and subjective 
preferences.  

RESULTS AND DISCUSSION 
Figure 1 shows an example of biomechanical experiments 
on a subject walking with multiple hip exoskeleton 
controllers. In this particular study, subjects walked with the 
hip exoskeleton under proportional myoelectric control and 
under intrinsic dynamics state machine control. 

Figure 1: Example of testing of a young healthy subject 
walking with a pneumatically-powered, robotic hip 
exoskeleton. 

The energetic cost of transport was generally the most 
robust parameter at identifying when a robotic exoskeleton 
was providing performance benefits during walking or 
running. However, there were instances where 
electromyography provided unique insight into changes to 
localized muscle recruitment that went against the trend in 
energetic cost of transport. For example, running with an 
elastic whole leg exoskeleton was able to reduce quadriceps 
muscle activity during running compared to running without 
the exoskeleton, but the energetic cost of transport increased 
by ~50-60% due to added recruitment of other muscle 
groups [2]. Studies using a robotic hip exoskeleton (Figure 
1) also found that the subjects’ subjective preferences for
type of controller and type of torque assistance do not 
always concur with the conditions of lowest energetic cost 
of transport. Human subjects prioritize multiple variables 
related to their movement patterns when using a robotic 
exoskeleton. 

CONCLUSION 
Biomechanists evaluating the performance of a robotic 
exoskeleton assisting human locomotion need to be careful 
in choosing biomechanical variables that reflect the intended 
purpose of the exoskeleton assistance. 
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INTRODUCTION  
Unpowered exoskeletons that place intermediate stiffness 
springs in parallel with the human plantarflexors can reduce 
the metabolic demand of walking [1]. Exoskeleton stiffness 
above and below this ‘optimal’ value results in increased 
metabolic cost.  The physiological mechanisms underlying 
this U-shaped trend are not completely understood. 
Proposed mechanisms include compensation at proximal 
joints, increased co-contraction around the ankle, and 
unfavorable muscle fascicle contractile conditions (i.e., 
force-length (FL) or force velocity (FV) operating point) [1].  

Research in our lab has begun to address changes in muscle 
fascicle dynamics due to exoskeleton assistance and the 
relationship to metabolic cost.  In hopping with a spring-
loaded ankle exoskeleton, we observed large reductions in 
metabolic cost, but no difference in soleus muscle 
mechanical power output. Exoskeletons reduced biological 
muscle force requirements but also increased fascicle 
excursion leaving muscle workload unchanged [2]. Our 
computer models indicate that this altered fascicle behavior 
may extend to walking as well, where stiff exoskeletons lead 
to decreased force but increased excursions in muscle 
fascicles [3], conditions that would exact a penalty due to 
the increased metabolic cost of rapid muscle shortening. 
The purpose of the current study is to make direct 
measurements of ankle plantarflexor muscle dynamics 
during walking elastic exoskeleton assistance and relate 
these findings to changes in joint and whole body mechanics 
and metabolic energetics. We hypothesize that the stiffest 
ankle exoskeletons alter muscle FL and FV contractile 
dynamics, and offset the benefits of decreased fascicle force, 
leading to suboptimal improvements in metabolic cost. 

METHODS 
We used an exoskeleton emulator to apply a range of ankle 
exoskeleton rotational stiffnesses to the user. The emulator 
provided torque from benchtop motors to the ankle 
exoskeleton through a Bowden cable transmission. We 
tested five exoskeleton stiffnesses (0, 50, 100, 150, 250 
Nm/rad) applied across 3 walking speeds (1.25, 1.5, 1.75 
m/s).  Following an initial training day where subjects 
walked for 95 minutes, mechanics data were collected for 
each condition.  Inverse dynamics analysis was performed 
by combining high speed motion capture (VICON) and 
GRFs from an instrumented treadmill (BERTEC). B-mode 
ultrasound images of soleus fascicle length changes were 
captured using a low profile ultrasound system (TELEMED) 
and were digitized to extract length change patterns [4]. 
Data have been collected on 9 subjects and full data analysis 
performed for one subject at the 1.25 m/s walking speed.   

RESULTS AND DISCUSSION  
Exoskeleton torque increased with exoskeleton stiffness and 
resulted in a concomitant decrease in biological moment and 
muscle-tendon unit force (Fig. 1, middle two panels). 

Viewed independently, the decrease in biological muscle 
force would have positive whole body metabolic benefit. 
However, our initial data suggest that isometric fascicle 
dynamics during mid-stance, typically associated with large 
stretch in the Achilles’ tendon (i.e., ‘catapult mechanism), 
are disrupted when high stiffness exoskeleton assistance is 
applied.  In the stiffest condition, during mid-stance, we 
found a 10% increase in avg. fascicle length (not shown) 
and ~x4 higher fascicle shortening velocity (Fig. 1, bottom, 
red vs. purple).  These altered fascicle dynamics likely result 
in less economical force development (i.e., reduced force 
per unit activation) and act to counter the metabolic benefit 
derived from reduced force requirements.        

Figure 1: Ankle joint and soleus muscle fascicle dynamics 
resulting from application of bilateral elastic ankle 
exoskeleton assistance during walking at 1.25 m/s.   

CONCLUSIONS 
Design of wearable robots intended to reduce metabolic 
effort need to account for unintended changes in muscle 
contractile dynamics of the user.  This is especially true for 
devices intended to assist joints with compliant muscle-
tendon architecture, where the muscle fascicle length 
changes are inherently decoupled from joint kinematics. 
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INTRODUCTION 
Human movement emerges from the coordinated interaction 
between the neuromuscular and the musculoskeletal systems 
[1]. Observations of movement neural function alone cannot 
explain how neural structures (i.e. motor neurons) elicit 
mechanical forces [1]. Similarly, observations of movement 
mechanical function alone cannot explain mechanical 
variables tightly connected to muscle co-excitation such as 
joint stiffness or compressive forces, which are central in the 
execution of movements [2]. A possible way to address this 
problem is given by neuro-mechanical modelling [1,2]. In 
this work we show how this methodology can be used to 
record muscle high-density electromyograms (HD-EMGs), 
extract underlying motor unit dynamics from noisy and 
high-interference recordings (i.e. via blind-source separation 
[3]), and reconstruct the non-linear transformations that lead 
to production of musculoskeletal mechanical forces. 
Furthermore, we present and discuss how this procedure can 
be used to establish intuitive real-time human-machine 
interfaces for controlling both upper limb and lower limb 
assistive technologies.  

METHODS 
The University Medical Center Göttingen Ethical 
Committee approved all experimental procedures. Four male 
intact-bodied participants and one transhumeral amputee 
who underwent the targeted muscle reinnervation procedure 
[4] volunteered after signing informed content forms. Intact-
bodied subjects: Participant performed a series of isometric 
ankle plantar-dorsi flexion tasks that tracked monitor-
displayed ankle joint moments spanning a range of plantar-
flexion and dorsi-flexion maximal voluntary contraction 
percentages, i.e. 20%-90%MVC. HD-EMGs were recorded 
from ankle muscles synchronously to ankle joint angular 
moments and position dynamometer readings. Amputee 
testing: HD-EMGs were recorded using electrode grids 
located in correspondence of the residual upper arm frontal, 
lateral, and dorsal compartments to cover the targeted 
reinnervations. Data were recorded during dynamic trials 
involving mirrored bi-lateral motions that simultaneously 
articulated elbow flexion, forearm pronation, and wrist 
flexion, both in the intact and missing limb [3].  

HD-EMGs were decomposed into the constituent motor unit 
discharges using the blind source separation algorithm based 
on Convolution Kernel Compensation method [3]. Motion 
data recorded during the static poses were used to build a 
personalized model of the musculoskeletal geometry that 
matched each individual’s anthropometry via linear scaling 
in OpenSim [5]. The subject-specific geometry model was 
then used as part of an open-loop neural data-driven 
musculoskeletal modeling formulation [1,2]. 

RESULTS AND DISCUSSION 
Figure 1 shows the process of neuro-mechanical 
transformation during which discrete spike trains are 

converted into continuous fiber activations and subsequently 
translated into mechanical tendon force. Figure 1 also shows 
how neurally controlled muscle-tendon forces, computed 
across all muscle-tendon units in the model, enable the 
blinded reconstruction of resulting net joint moments in 
intact limbs as well as in the amputee’s phantom limb with 
substantial accuracy during validation trials. Squared 
Pearson product moment correlation coefficient (R2) and the 
normalized root mean squared difference (RMSD) displayed 
favorable values across all joints and tasks for both intact-
bodied (R2 = 0.96 ± 0.03, RMSD = 0.3 ± 0.02) and amputee 
(R2 = 0.8±0.2, RMSD = 0.4±0.1). 

Figure 1: A: (left) Subject-specific musculoskeletal model 
with input cumulative spike trains (CSTs) used for muscle 
neural control. CST-based reconstruction of continuous 
whole-muscle activation and non-linear force transfer on the 
tendon. (right) Measured and predicted joint moments. B: 
Joint moments predicted in the missing limb are depicted 
together with those experimentally measured from the intact 
limb during a bi-lateral mirror task involving simultaneous 
elbow flexion, forearm pronation and wrist flexion. 

CONCLUSIONS 
This work proposes a clinically viable technique for 
interfacing with the human nervous system and for the 
concurrent real-time modelling of the resulting 
musculoskeletal mechanical function. This will enable 
understanding how neurorehabilitation technologies interact 
with the user. Moreover it will open new avenues for 
developing biologically inspired assistive technologies that 
can operate as a natural extension the own body and restore 
physiological neuromusculoskeletal function in impaired 
individuals.  
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INTRODUCTION  
Current exoskeletons replay pre-programmed trajectories at 
the actuated joints. To allow spinal cord injury (SCI) 
subjects to walk again, ultimately without additional support 
aids, we aim to emulate the neuro-mechanics of the limbs in 
a modular torque controlled wearable exoskeleton. 
We employed a biologically inspired neuromuscular 
controller (NMC), which was based on the muscle-reflex 
model of Geyer et al [1]. This model encodes principles of 
legged mechanics through several local reflex loops that 
activate depending on leg-ground contact state. In 
simulations, the NMC resulted in steady-state human-like 
walking, reproducing human walking dynamics and leg 
kinematics. The controller also tolerated ground 
disturbances and adapted to slopes without parameter 
interventions. While the NMC has been implemented in a 
powered ankle prosthesis and shown to normalize gait for 
transtibial amputee subjects [2], these controllers have not 
yet been implemented in multi-dof devices that support 
locomotion. 
Our aim is two-fold. First, we further validate and refine the 
NMC in the context of force perturbations, and second, we 
determine its efficacy for the control of wearable 
exoskeletons, in particular those that allow SCI subjects to 
walk again. 

METHODS 
To further validate the NCM, we simulated force 
perturbations of various magnitudes and directions, applied 
at the waist of the walking model. We compared the 
simulation data with recently collected kinematic and kinetic 
data of perturbed human gait [3].  
To investigate the applicability of the NMC in exoskeleton 
control we implemented it in the control framework of the 
haptic gait trainer LOPES2 [4] of the University of Twente. 
Six SCI subjects (4 complete, 2 incomplete) were included 
in a walking experiment to evaluate the NCM  

RESULTS AND DISCUSSION 
In response to perturbations during walking, humans adjust 
the location and timing of foot placement after medio-lateral 
perturbations and the timing of foot-placement after 
anterior-posterior perturbations [3]. After perturbations 
modulations in muscle activity and joint torques are 
observed, which are dependent on the direction of the 
perturbations and scale with perturbations amplitude. 
However, responses of the NMC model to similar 
perturbations do not correspond well with human data. For 
medio-lateral perturbations no adjustment of timing was 
observed in the model. For anterior-posterior perturbations 

no counteracting torque in the ankle was observed, instead 
the model adjusts step-length after perturbation.   
Without any major modifications, the NMC was 
successfully implemented in the LOPES 2 [5]. With only 
tuning controller gains (e.g. scaling torque assistance) All 
SCI subjects were able to walk in the LOPES with NMC at 
different speeds, although considerable body weight support 
was given. Knee and hip kinematics were close to normal 
(Fig. 1). 

Figure 1: Knee and hip joint angles from a complete SCI 
subject walking in Lopes with NMC at various speeds. For 
comparison, the dashed grey is a healthy subject (not in 
Lopes) from slow walking data. 

CONCLUSIONS 
The NMC model is robust to mechanical perturbations, but 
reactive responses are different from those observed in 
humans. Although the movements are not pre-programmed 
a NMC controlled haptic gait trainer result in natural leg 
movements of SCI subjects walking in the gait trainer. 
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INTRODUCTION  
There are several recent reports on functional improvement 
after clinical intervention for gait improvement using a 
wearable exoskeleton type robot suit HAL (Hybrid Assistive 
Limb, Cyberdyne, Japan.) in patients with gait impairment 
after spinal cord disorders [1,2,3,4]. HAL assists motion of 
the bilateral hip and knee joints during walking in 
accordance with voluntary joint motion intension of the user. 
It actuates the electric motors embedded in the hips and 
knees of its exoskeleton in real-time amplifying bio-electric 
activation of the relevant muscles which are detected using 
surface electrodes attached on the thighs. In these studies, it 
is discussed that the voluntary motion assist of the robot is 
effective in enhancing the improvement of lower limbs 
motor function, contributing to improvement of walking 
ability.  

However, the movement-physiological or biomechanical 
detail behind the functional improvement by the intervention 
using the robot has not been discussed enough as far as we 
know. In the cited studies, the improvements are evaluated 
by clinical measures comparing the state of before starting 
and after finishing the entire robot assisted intervention. As 
well in cases without controls, patients may receive 
conventional physical therapy in parallel with the robot 
assisted treatment, making it difficult to differentiate the 
effect of the treatment itself from the other treatments. In 
this study, gait and muscle activity during walking in 
intervention using the robot are recorded and analyzed in a 
patient with gait impairment after severe spinal cord 
disorder.  

METHODS 
The participant was a 64 years old man who showed severe 
sensorimotor dysfunction in the lower limbs, diagnosed as 
compressive myelopathy after cervico-thoracic ossification 
of posterior longitudinal ligament (OPLL).  

HAL intervention was started in acute phase, 43 days after a 
decompressive surgery. The intervention included 2 sessions 
per week, lasting for 5 weeks, therefore 10 sessions in total. 
In all sessions, gait and lower limbs muscle activity during 
walking were recorded using a motion capture system 
(VICON MX, UK.) and a wireless EMG measurement 
system (Delsys Trigno Lab, USA.), during walking without 
HAL just before wearing HAL, during walking with HAL, 
and during walking without HAL just after taking it off. 
Joint kinematics during walking without HAL was recorded 
at the first and the last sessions. 

Figure 1: A patient with gait impairment after severe spinal 
cord disorder went through 10 sessions of HAL intervention 
to improve lower limbs motor function and walking ability. 
Gait and muscle activity during walking in the intervention 
were recorded for analysis. 

RESULTS AND DISCUSSION  
Comparing gait without HAL between the first and the last 
session, the walking speed, the step length, extension of the 
hip and knee joints during stance, and dorsi and plantar 
angle of the ankle increased. Comparing gait with HAL and 
without HAL through the sessions, the walking speed, the 
step length and the ratio of swing duration to stance duration 
were greater in gait with HAL than without HAL. For the 
EMGs, activation of quadriceps muscles during stance was 
smaller and that of gluteus maximus was greater in gait with 
HAL than that without HAL. HAL enabled larger swing 
motion while reducing the chance of backknee. 

CONCLUSIONS 
In order to evaluate the effect of gait improvement after 
intervention using robot suit HAL, gait and lower limbs 
muscle activity were recorded through the intervention and 
analyzed in a patient with severe spinal cord disorder. 
Walking using the robot provided chances to walk in larger 
and smoother gait, which might lead to the gait 
improvement after the intervention. 
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INTRODUCTION  
Spinal cord injury (SCI) causes paralysis and perception 
deficit below the site of injury, leading to disability in daily 
living with tremendous impact on the patient’s quality of 
life.  Wearable lower-limb robotic exoskeleton (WRE) 
presents a great hope to individuals with SCI to stand up 
from the seated position again.    However, even with the 
assistance of a WRE, performing sit-to-stand (STS) would 
still be difficult if the trunk and upper limb muscles are not 
of sufficient strength to enable necessary whole body 
balance control.  Failure during STS would lead to falls and 
thus injuries.  The trunk movement prior to seat-off has 
great influence on balance and success of STS [1], and for 
individuals with SCI, the use of crutches also plays an 
important role in controlling the necessary forward 
momentum of the center of mass (COM) for successful STS. 
The purpose of this study was to determine key factors 
affecting the success in WRE-assisted STS in patients with 
SCI, by comparing the joint and COM kinematics and 
kinetics between successful and failed trials. 

METHODS 
Twelve patients with SCI below T4 (age: 37.7±6.5 years, 
body mass: 66.8±10.0 kg; height: 1.67±0.07 m) performed 
STS in a WRE in this study.  The WRE (weight: 20.6kg) 
had actuators at both hips and knees and could be adjusted 
to fit individual users (Figure 1).  Each subject performed 
STS with WRE 12 times while the kinematic and kinetic 
data were measured by a motion capture system (Vicon, 
OMG, UK), and 3 forceplates (AMTI, USA), and a pair of 
instrumented crutches (Figure 1).  A trial was considered 
unsuccessful if falling backward occurred after seat-off. 
Both successful and failed trials were recorded.   Angles and 
moments at the hips and knees were calculated, as well as 
the inclination angle (IA) of the body’s COM to the center 
of pressure in the sagittal plane [2], crutch forces normalized 
to total body weight (%TW), total mechanical energy, and 
EMG of major upper limb muscles.  Paired-t test was used 
to compare the calculated variables between Success vs. 
Failure conditions, with a significance level of 0.05.  

RESULTS AND DISCUSSION 
Compared to the failure condition, the successful condition 
showed significantly increased mean normalized crutch 
forces (0.09±0.03%TW), horizontal COM momentum 
(mean: 48.7±20.9kg*m/s; peak: 107.1±32.5kg*m/s), mean 
IA (2.45±4.38°), and mean triceps activities (0.08±0.05mV) 
prior to seat-off (p<0.05), but showed no significant 
differences in knee and hip angles, joint moments, total 
mechanical energy, and activities of the other upper limb 
muscles. 

Figure 1: The lower-limb WRE (left) and a subject 
performing WRE-assisted STS. 

The key factors affecting successful STS were identified in 
the current study by comparing the differences in the joint 
biomechanics and balance control between the success and 
failure conditions during WRE-assisted STS in patients with 
SCI.  Compared to the orientation of the crutches, the triceps 
muscle activity and thus the pushing forces through the 
crutches significantly affected the performance of STS. 
Insufficient pushing forces prior to seat-off were found to be 
accompanied with reduced COM anterior momentum, 
leading to failure in STS.  In fact, in most failed trials the 
subjects fell backward, indicating that anterior momentum is 
a critical factor for successful STS.  On the other hand, 
compared to failure conditions, the success condition 
showed significantly increased mean IA, indicating that 
moving the trunk forward produced necessary forward 
momentum of the COM for dynamic balance.  These results 
suggest that patients wearing WRE should be trained to 
improve their ability for pushing the body forward with 
crutches. 

CONCLUSIONS 
The crutch pushing forces, IA, COM forward momentum 
and triceps activity prior to seat-off were the key factors 
affecting the success of STS with a lower-limb WRE.  The 
current results will be helpful for the training of individuals 
with SCI in using a lower-limb WRE.  
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INTRODUCTION  
Patients suffering from Spinal Cord Injury (SCI) resulting 
in paraplegia suffer a reduced quality life due to the 
mobility impairment [1]. A partial restoration of their 
walking function over ground and a reduction of the 
secondary pathologies related to reduced mobility could be 
provided by the frequent use of powered exoskeletons for 
robot-assisted gait. However, many of these devices, 
require crutches to stabilize the body and initiate the step 
[2]. Since the usage of walking aids such as crutches is 
known to induce high loads on the shoulder joints [3], and 
this could account for shoulder pain and pathologies in 
SCI patients [4], an investigation on the upper joints 
involvement during assisted gait was deemed necessary. 
This study proposed a methodology to evaluate shoulder 
joints loads during robotic assisted gait, and presents 
preliminary results of the method applied to study an SCI 
patient who is proficiently using a Rewalk™ exoskeleton 
to walk over ground in everyday life. 

METHODS 
The subject is asked to perform a 6 m walk in an 
instrumented corridor, after donning his own Rewalk™ 
exoskeleton. Kinematic of the body is acquired using a 
marker-based Smart-dx vision system by BTS following a 
modified Davis protocol with 24 markers of which 12 on 
the exoskeleton and 7 on the patient. Ground reaction 
forces at the feet are recorded by 8 force platforms (P-6000 
by BTS) hidden inside the corridor pavement. A pair of 
instrumented Lofstrand crutches, produced as an 
improvement of the wireless system designed by the 
authors [5], is used to measure force acting along each 
crutch. 

A mechanical model of the patient is then used to interpret 
kinematic and dynamic data. The model is made up by 13 
rigid bodies, representing the upper and lower legs, the 
feet, arms and forearms, torso and pelvis and the head, 
with 4 cylindrical joints (ankles and knees), and 8 
spherical joints (elbows, shoulders, neck, hips and back). 
Inertial parameters of this model are adapted to the subject 
starting from anthropometric data from the literature [6]. A 
simulation in OpenSim [7] is used to perform both inverse 
kinematic and inverse dynamic analysis. 

RESULTS AND DISCUSSION 
A 56-years-old male (1.78m, 68 kg) with a complete SCI 
resulting in paraplegia and more than 9-months practice in 
robotic assisted gait using a Rewalk™ T5 model, 
performed 20 walking tests. Figure 1 reports the joints 
reactions forces, computed using the inverse dynamic 
analysis of the simulated model, during a typical stride 
performed by the subject without any support from his 
caregiver. For reference, ground reaction forces on feet 
and crutches are displayed in the same figure. 

Figure 1: Shoulder joint reaction forces acting on the 
torso and Ground Reaction Forces on feet and crutches 
during a stride. All forces are normalized on the patient’s 
body weight (exoskeleton included). Shoulder joint 
reaction forces are expressed in the torso reference system 
(X pointing anterior, Y superior and Z pointing right). 
Stride starts and ends at each left-foot heel contact.  

CONCLUSIONS 
Ground reaction forces amount to peak values of 110% of 
the subject body weight for the feet and 24% for the 
crutches, but inertial terms computed using the proposed 
model reduce the actual load on the shoulder joints to a 
maximum of 15%. This suggests a reduced involvement of 
those joints during robotic assisted gait of expert users. 
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INTRODUCTION  
Soft exosuits and rigid exoskeletons, two types of wearable 
assistive devices, have demonstrated the potential to 
improve mobility outcomes for individuals with disabilities, 
and to augment healthy human performance [1]. However, 
transmitting power from an assistive device to the human 
body is challenging because biological tissues and interface 
materials deform and displace when forces are applied, 
absorbing power. Inefficient device-to-human power 
transmission undermines the performance benefits of 
wearable assistive devices. Experiments on a recent running 
exoskeleton found that about 50% of the mechanical power 
provided by the device was lost in transmission to the body 
[2]. Although the practical difficulties of physically coupling 
wearable devices to the human body are well-known, only a 
few studies have published objective data characterizing 
interface dynamics [3], due partly to the lack of methods to 
quickly estimate these quantities. The objective of this work 
is two-fold: first to present a novel methodology for quickly 
estimating interface power during dynamic tasks using 
common motion capture and force measurements, and 
second to apply this method to quantify how a soft robotic 
exosuit interacts with and transfers power to the human 
body during locomotion. 

METHODS 
We performed a motion analysis study on one healthy male 
subject wearing a soft robotic ankle exosuit (Figure 1), 
similar to [4], while collecting synchronous motion capture, 
motor encoder, load cell, and ground reaction force data. 
The subject walked on an instrumented treadmill at 1.5 m/s 
for 5 minutes while the exosuit generated plantarflexion 
assistance about the ankle using a walking controller to 
apply peak cable force of up to 500 N. We then performed a 
new biomechanical analysis to quantify exosuit-to-human 
power transmission using force and motion data, which 
enabled us to parse augmentation power (powering ankle 
plantarflexion) vs. interface power (due to deformation and 
motion of interface materials and underlying soft tissues). 

RESULTS AND DISCUSSION 
We found that interface dynamics complicate the 
transmission of power from wearable assistive devices to the 
human body, resulting in three key consequences: (i) 
Augmentation power (and work) was reduced in magnitude 
during exosuit loading (as applied forces increased). During 
this phase, about 60% of exosuit end-effector power (i.e., 
power output from the device) was absorbed into the 
interfaces. (ii) However, during subsequent exosuit 
unloading (as applied forces decreased) most of the 
absorbed interface power was returned elastically. As a 
result, the majority (~80%) of exosuit end-effector work 
over each stride augmented ankle plantarflexion. (iii) Ankle 
augmentation power (and work) was delayed relative to 
exosuit power output, due to interface energy absorption and 

return dynamics. Here, we found that peak augmentation 
power was delayed by ~25 ms (Figure 1).  

Figure 1: Human-exosuit interfaces absorb and return 
energy, reshaping exosuit to human power flow. Exosuit 
end-effector power (device output, orange) contributes to 
motion/deformation of the proximal (shank, dashed blue) 
and distal (boot, dashed green) interfaces, and augments 
ankle plantarflexion (red). Power is absorbed into interfaces 
during exosuit loading (increasing force application, gray 
box), then returned during unloading, contributing to ankle 
augmentation. Results are shown for a representative stride.  

CONCLUSIONS 
Physical human-device interfaces can absorb and return 
substantial energy, complicating power transmission. In 
order to optimize the performance of wearable assistive 
devices and fully realize their human augmentation benefits, 
it is important to account for these human-device interface 
dynamics. Here we present a new method to quantify power 
transmission and isolate power contributions from human-
device interfaces using common force and motion 
measurements, which provides insight into how to improve 
the design and control of wearable assistive devices.  
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INTRODUCTION  
Standing exercise for patients with complete quadriplegia or 
paraplegia due to spinal cord injury (SCI) has been reported 
to be effective in decreasing decubitus ulcers, osteoporosis, 
hip joint flexion, and adduction deformities, as well as in 
improving the performance of the cardiovascular and 
digestive systems [1]. 

Hybrid Assistive Limb (HAL®; Cyberdyne Inc., Japan) is a 
wearable robot suit that can assist voluntary hip and knee 
joint motion during walking. It estimates voluntary joint 
motion according to bioelectric activation of the relevant 
muscles detected by surface electrodes attached on the thigh 
of the wearer [2]. Therefore, it has been considered that 
HAL is not applicable to patients with complete paralysis 
without detectable bioelectric signals in the lower 
extremities.  

We hypothesized that voluntary ambulation is possible in 
patients with chronic SCI with complete quadriplegia or 
paraplegia by using the activities of the upper arm muscles 
as the trigger for voluntary motion in HAL 

METHODS 
Participants 
Four patients (3 men, 1 woman) were enrolled in this study. 
The mean patient age ± standard deviation was 36.8 ± 19.6 
(range, 20–65) years. Clinical evaluation before intervention 
showed the following findings: case 1-neurological level C6, 
grade B on the American Spinal Injury Association 
impairment scale (AIS); case 2-T6, AIS A; case 3-T10 AIS 
A; and case 4-T10 in the right leg, L1 in the left leg, AIS B. 

HAL Intervention 
The intervention included 10 sessions. Each HAL session 
lasted 60–80 min, including rest, attachment and detachment 
of the device, and evaluation before and after intervention. 
For safety reasons, a walking device (All-in-One Walking 
Trainer; Ropox A/S, Denmark) with a harness was used to 
prevent falls. The electrodes of HAL for hip and knee 
flexion-extension were placed on the anterior and posterior 
side of the upper arms contralaterally corresponding to each 
of the lower limbs.  

Clinical Assessment 
Clinical assessments were performed before and after HAL 
intervention. A Trigno™ Lab Wireless EMG System 
(Delsys, USA) was used to evaluate the muscle activity of 
both quadriceps femoris, both gluteus maximus, and the 
tensor muscle of fascia lata. Motion capture (VICON MX 

with 16 T20S cameras; VICON, UK) was used to evaluate 
limb motion in synchronization with electromyography. 

RESULTS AND DISCUSSION 
In all cases, voluntary ambulation with HAL by using 
muscle activities of the upper arms was safe and feasible 
(Figure 1). 

Figure 1: HAL session busing upper arm activities in case 
3. 

In all cases, there was no activation of the quadriceps 
femoris before HAL intervention. However, during the HAL 
session, periodic activation of the quadriceps femoris was 
observed in stance phase.  

It is considered that the central pattern generator might be 
activated through voluntary gait in HAL intervention by 
using muscle activation of the opposite upper arms. 

CONCLUSIONS 
This study reported the safety and feasibility of upper-arm-
driven robot-assisted locomotion in patients with SCI. In all 
cases, the quadriceps femoris contracted periodically in 
stance phase. HAL enables walking of patients with 
complete paraplegia or quadriplegia, who are not eligible for 
existing walking exercises. 
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Starting from a single fertilised egg, the emergent 
complexity of the biosystem comprising the over 30 
trillion cells of the adult human body is nothing short 
of miraculous. In recent years, the indisputable role 
of mechanical cues in this process has spawned the 
field of multiscale mechanobiology. Unraveling 
connections, between subcellular events and 
emergent tissue and organ architectures that pattern 
the whole organism, provides an unprecedented 
means to understand engineering paradigms 
underpinning our own bodies' multiscale structure 

and function. It also enables the engineering of 
advanced functional materials that mimic the body's 
own, as well as next generation medical devices and 
therapies that harness physiological activities to 
deliver drugs and biologics. This talk outlines the 
power of paired multiscale imaging and 
computational technologies to unlock and emulate 
nature's mechanobiological secrets to understand, 
prevent and treat musculoskeletal disease and to 
develop advanced materials.  
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INTRODUCTION  
In human squat jump, a catapult-like effect was evidenced 
by direct ultrasound measurements [1], showing that 
tendinous structures importantly contribute to muscle-
tendon unit (MTU) shortening at the lower limbs extremity 
during this task (i.e. ankle). Interestingly, Farris et al. [2] 
recently proposed two main mechanisms that could enable 
this catapult-like effect during this concentric task in the 
absence of a ‘physical' catch. First, the resistance of 
supporting and accelerating body weight (gravitational and 
inertial loading) acts as a ‘dynamic catch mechanism’. 
Therefore, an alteration of the external loading would 
modify the amount of the catapult effect. Second, the 
proximo–distal sequence of joints movement observed 
during jumping can facilitate the elastic energy storage-
release at the distal joint [2], inducing lower loading of the 
tendinous tissues at the proximal knee joint compared to the 
ankle. To better understand the catapult effect in a 
concentric task as squat jump, the aims of this study were i) 
to analyze the effect of external loads on the fascicle-tendon 
interactions during squat jumping and ii) to compare 
fascicle-tendon interaction between knee extensor (VL) and 
plantar flexor muscles (GM). . 

METHODS 
Fifteen healthy males (22.8 ± 3.2 years, 179.0 ± 5.5 cm, 75.4 
± 6.2 kg) performed series of maximal squat jumps in five 
loading conditions: 0 (body weight condition, BW) 20, 40 
and 60% of the 1-RM and an unloaded condition (EB) using 
elastic bands to lighten the body weight. The ground 
reaction force was measured by a 3D platform. , 3D motion 
analysis was performed to measure 2D knee and ankle 
angles. Moment at the ankle and knee were calculated by 2D 
inverse dynamics. The muscle-tendon unit (MTU) length 
was obtained using anthropometric models and kinematics 
data. The muscle-fascicles behaviors of GM and VL were 
simultaneously tracked using two identical ultrafast 
ultrasound scanners. Muscle fascicles length was obtained 
using automatic tracking method [3] and the length of 
tendinous tissues was calculated as the difference between 
MTU and the horizontal projection of fascicle length. .  

RESULTS AND DISCUSSION 
A first phase was characterized by an isometric behavior of 
MTU, while muscle fascicles shortened and tendinous 
tissues lengthened for GM and, despite shorter, also for VL 
(Figure 1). Preceding the take-off, muscle fascicles 
shortening velocity became very small and the release of 
tendinous tissues elastic energy allowed MTU to reach 
extremely high shortening velocity. It demonstrates for the 
first time a catapult-like effect for knee extensors. The 
cross-correlation coefficient between patterns of MTU and 
muscle fascicles shortening velocities was higher for VL 
(mean r=0.45±0.25) compared to GM (mean r=0.10±0.38) 
whatever the condition. It showed that VL fascicles 
contributed more directly to the vertical velocity/power of 
the center of mass than for GM. 
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Figure 1: Mean patterns of shortening velocity of each 
components for GM and VL during squat jump in different 
load conditions: 0 (body weight condition, BW) 20, 40 and 
60% of the 1-RM and the unloaded condition using 
additional elastic bands (EB). Vertical bars represent the 
three key phases of the push-off for both muscles. . 

The index of muscle-tendon interactions (ratio between peak 
shortening velocities of MTU and fascicles) showed that 
tendinous structures amplified more MTU shortening 
velocity when the external loading was higher (p<0.001) 
confirming that the external load optimizes the ‘catapult’ 
mechanism. This mechanical advantage was more 
pronounced for GM.  

CONCLUSIONS 
Both the external loading and the proximo-distal sequence 
largely affect fascicle-tendon interactions supporting the 
hypothesis they play a major role to enable a catch 
mechanism and the catapult effect during maximal squat 
jump. The ability of tendinous structures to amplify the 
MTU shortening velocity is reduced at low external load. 
Despite also present, this phenomenon is of minor 
significance at the knee joint where MTU behavior is more 
directly related to the muscle fascicles behavior and thus 
more influenced by its maximal contractile properties. These 
findings have important consequences for the understanding 
of human performance and its optimization.  
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INTRODUCTION  
The repeated bout effect (RBE) is the protective adaptation 
following a single bout of lengthening contractions that 
initially cause delayed, localised soreness and reduced 
force-generating capacity (i.e. muscle damage). While 
muscle damage and the RBE have implications on strength 
development, recovery and performance in sports, 
identifying the mechanism responsible has remained elusive. 

Mechanically, it has been hypothesized that a change in the 
muscle’s operating length during the exercise task, away 
from long “unstable” lengths, can explain the adaptation 
underpinning the RBE [1]. Alternatively, a neural adaptation 
is proposed, where slow-twitch motor units are 
preferentially recruited in the repeated bout over fast-twitch 
motor units that are thought to be more susceptible to 
damage during lengthening contractions [2]. 

Previously, the RBE has been conferred in the medial 
gastrocnemius (MG) without changes in fascicle mechanics 
[3]. However, force production and strain magnitude were 
not controlled in this study while neural activation was not 
assessed. The aim of the present study was to examine 
fascicle mechanics and neural activation changes during a 
highly-controlled MG lengthening task that confers the 
RBE. 

METHODS 
Twenty subjects performed two bouts of 500 voluntary 
lengthening contractions of triceps surae, separated by one 
week. Subjects laid prone with the knee extended (~175°) 
while attached to an isokinetic dynamometer that controlled 
stretch velocity (50°/s), pre-contraction torque level (70% 
MVC), and range of motion (15° plantar flexion to 
maximum dorsiflexion). MG fascicle length 
(ultrasonography), plantar flexor torque and EMG activity 
of MG, lateral gastrocnemius (LG) and soleus (SOL) were 
measured in each bout. 

Pre-, 2-hr post- and 2-d post-each bout, fascicle length-
torque (L-T) curves, triceps surae MVC EMG and soreness 
measurements were made. L-T curves were constructed 
using ultrasonography of MG and supramaximal 
electrically-stimulated torque twitches to derive maximum 
torque (Tmax) and optimum fascicle length (Lo). Soreness 
was measured via palpation and during brief walking. 

RESULTS AND DISCUSSION 
The presence of a RBE was indicated by Tmax being 
significantly lower (~8%) and soreness scores being 
significantly higher post-initial bout vs. the repeated bout. 

Between the two bouts, there were no differences in fascicle 
strain (17.9 vs. 17.2 % Lo), mean torque produced during 
stretch (2.53 ± 1.1 vs. 3.07 ± 1.3 /Twitch; Fig. 1) and EMG 
activity during stretch (Table 1). Also, no shift in the L-T 
curve or change in operating length range relative to the 
curve occurred suggesting that the fascicle was already 
operating at an optimal and “stable” length in the initial 
bout. Furthermore, there were no differences between bouts 
in triceps surae MVC EMG following exercise. This 
indicates that changes in fascicle mechanics or neural 
activation did not explain the RBE observed here. 

Fig. 1: Fascicle strain and torque (normalized to the resting 
twitch) averaged over the initial (IB) and repeated bouts 
(RB), presented as percentage of the ankle extension-flexion 
cycle during the eccentric contractions. 

Table 1: Triceps surae EMG RMS (/M-wave) averaged 
over the stretch phase of each exercise bout. 

MG LG SOL

 Initial Bout 2.10 ± 0.45 2.58 ± 0.48 1.76 ± 0.18 
 Repeated Bout 2.34 ± 0.65 2.28 ± 0.53 1.61 ± 0.17 

CONCLUSIONS 
Mechanical adaptations were not responsible for conferring 
the RBE in the MG for this task. This is likely due to the 
high compliance of the Achilles tendon, minimizing 
contractile tissue strain. Furthermore, no neuromuscular 
adaptations were present. We suggest that non-contractile 
adaptations, such as extracellular matrix remodeling, better 
explain the RBE conferred for the human MG muscle. 
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INTRODUCTION  
During active or passive changes in muscle length, muscle 
architecture changes in three dimensions (3D) [1]. This has 
been difficult to study with conventional techniques such 
as measurements on cadavers or ultrasound imaging in 
vivo. Using diffusion tensor imaging (DTI, an MRI 
technique) it is now possible to quantify the multi-scale 3D 
architecture of whole human muscles in vivo [2]. We used 
MRI and DTI to measure changes in 3D architecture of the 
whole muscle belly and muscle fascicles of the human 
medial gastrocnemius during passive lengthening. 

METHODS 
DTI and MRI scans were obtained from the left legs of 
eight healthy subjects at three ankle joint angles ranging 
from the angle corresponding to the slack length of the 
muscle-tendon unit to the longest in vivo muscle-tendon 
length. The knee was flexed ~18°. Muscle volume, length, 
cross-sectional area (CSA), width and depth were 
calculated from 3D MRI-based surface models of the 
medial gastrocnemius. Muscle CSA and width were 
calculated as the area and maximum width of cross-
sections of the surface model at 5% intervals along the 
muscle’s long axis. Muscle depth was defined as the ratio 
of the CSA and width. The mean value for a muscle is the 
mean of the values measured at cross-sections between 
20% and 80% of the total muscle length. 
For each joint position in each subject, DTI tractography 
was used to reconstruct 5,000 fibre tracts in the medial 
gastrocnemius. Third-order polynomial curves were fitted 
to the tracts and extended until their endpoints were 
located on the muscle surface (i.e. on the muscle’s deep 
and superficial aponeurosis). Tracts that were extrapolated 
by less than 30% of their total length were assumed to 
represent muscle fascicles, and were included in further 
analyses. The 3D pennation, length and curvature were 
calculated for these fascicles. 

Figure 1: Surface models and fascicle reconstructions of 
the medial gastrocnemius at three muscle-tendon lengths. 

RESULTS AND DISCUSSION 
Over the range of muscle lengthening from a mean of 222 
to 233 mm, muscle depth decreased more than muscle 
width in relative terms (-4.8% and -2.5%, respectively), 
although the absolute reduction in width (-1.6 mm) was 
larger than the reduction in depth (-1.1 mm). Muscle 
volume decreased with muscle lengthening (mean -1.6%), 
but this decrease was small compared to the difference 
between repeated measurements (on average, 3.9% 
difference). 
For all muscles, fascicles were successfully reconstructed 
in regions spanning almost the whole muscle (on average, 
3,000 fascicles per muscle). As fascicles lengthened from 
a mean of 39 mm at the slack length to 53 mm at the 
longest measured length, pennation decreased from 30° to 
22°, and curvature from 14 /m to 9 /m. Most of the change 
in pennation occurred at the deep part of the muscle (-11° 
in the deep part, -5° in the superficial part). There was no 
systematic variation in architecture along the muscle’s 
long axis at any muscle length. Further analysis of the DTI 
data show that axial and transverse diffusion of water 
molecules changes in the same direction as fascicle strains 
(data not shown). 

CONCLUSIONS 
Novel MRI and DTI techniques revealed changes in three-
dimensional architecture of the human medial 
gastrocnemius during passive lengthening. Width and 
depth of the whole-muscle belly decreased as the muscle 
was lengthened. The reduction in width implies a violation 
of the assumption, frequently used in 2D planimetric 
muscle models, that the area occupied by muscle fibres 
remains constant. Muscle architecture changed uniformly 
along the muscle during passive lengthening. 
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Table 1: Whole muscle shape and muscle architecture 
parameters at three muscle lengths at one knee angle 
(mean ± SD of subjects’ means). 

Short Intermediate Long 
Length (mm) 221.8±21.9 227.9±21.8 232.8±22.0
Width (mm) 62.6±7.5 62.0±7.6 61.0±7.4 
Depth (mm) 19.0±2.0 18.5±1.9 18.1±1.7 
CSA (cm2) 11.8±2.2 11.4±2.1 11.0±2.0 
Volume (cm3) 196.5±39.2 195.1±38.6 193.4±39.4
Fascicle length 
(mm) 

39.2±4.7 45.9±4.4 52.8±6.4 

Pennation (°) 30.2±4.1 25.1±3.0 22.2±2.6 
Curvature (1/m) 13.9±3.8 10.9±2.4 8.6±1.4 
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INTRODUCTION  
When muscles contract, they bulge in thickness or in width to 
maintain a (nearly) constant volume [1]. These dynamic 
shape changes are tightly linked to the internal constraints 
placed on individual muscle fibres and are thought to play an 
important functional role in modulating the mechanical 
performance of skeletal muscle by enhancing the range of 
velocities over which it operates [2]. When pennate muscles 
shorten, fascicles rotate and their velocity is decoupled from 
the velocity of the whole muscle in a process known as 
gearing (vMTU/vf ; [2]).  Studies have shown that gearing varies 
depending on the mechanical demands of the task [2]. During 
contractions, compressive forces develop due to cross-bridge 
forces compressing the myofilament lattice [3], and in 
pennate muscles a substantial component of the fibre 
contractile force draws the aponeuroses together. But to 
maintain a (near) isovolumetric state, fibres develop 
additional forces that oppose this compression and instead act 
to expand the fibres in their transverse direction [4]. Thus, the 
ability of fascicles to rotate and operate at high gearing should 
be limited in situations where fascicle compressive forces and 
connective tissue stiffness constrain increases in muscle 
thickness. Yet to date, the association between force, dynamic 
muscle shape change, and gearing remains unexplored in vivo 
under submaximal conditions. The purpose of this study was 
to (i) determine the in vivo changes in muscle behaviour as a 
function of force and velocity and (ii) determine how muscle 
shape changes are linked to gearing under varied levels of 
force and velocity. We hypothesized that (i) higher force 
contractions would be associated with smaller changes in 
muscle thickness, decreased fascicle rotations, and increased 
fascicle shortening velocity; and (ii) increases in force would 
be accompanied by decreases in muscle gearing. 

METHODS 
Ten competitive cyclists (6M, 4F) pedalled at 9 conditions 
ranging from 80-140 r.p.m. and 14-44 N m while we recorded 
B-mode ultrasound images of the MG muscle belly and 
muscle-tendon junction (MTJ), 3D trajectories of 32 LED 
markers, and surface EMG patterns. Ultrasound images were 
digitized to estimate time-varying fascicle lengths, pennation 
angles, muscle thickness, and tendon lengths. MG tendon 
force was estimated based on the measured Achilles tendon 
(AT) length changes, and tendon stiffnesses from ramped 
isometric tests. Muscle-tendon unit (MTU) lengths were 
determined using scaled musculoskeletal models and the 
LED marker data; muscle belly lengths were calculated as the 
difference between MTU and AT length.  Instantaneous 
muscle belly, fascicle, and MTU velocity (vb, vf, vMTU) were 
calculated as the first time-derivative of the lb, lf, and lMTU, 

respectively. Muscle belly gearing vb/vf was determined at the 
time when vb was maximum. We used an ANOVA to test for 
differences in the vb, vf, vMTU, rate of pennation angle change, 
change in muscle thickness, activation, gearing, tendon strain, 
and tendon force between the different conditions. 

RESULTS AND DISCUSSION 
The shortening behaviour of muscle fascicles was uncoupled 
from the shortening behaviour of the muscle belly. vb 
decreased with force whereas vf increased with force (p<0.05) 
(Fig. 1A). In support of our first hypothesis, the increase in vf 
was accompanied by a decrease in the extent and rate at which 
the fascicles rotated (p<0.05) and a decrease in the change in 
muscle thickness (p<0.05) (Fig. 1B/C).We propose that these 
variable muscle shape changes are in part due to the stress 
asymmetries that result from the interplay between the 
compressive forces and connective tissue resistance [4,5]. 
Specifically, we found a reduction in the increases in muscle 
thickness and a decrease in fascicle rotation with increasing 
force— consistent with [2,4]. Muscle belly gearing was 
linked to the measured shape changes; in support of our 
second hypothesis, gearing decreased with increasing force 
(p<0.05) (Fig 1D), but did not vary significantly with vMTU. 
The range of conditions, varied levels of activation and 
detailed experimental techniques in this current study have 
allowed us to identify muscle force, and not velocity or 
activation, as the mechanistic driving factor to allow for the 
gearing to vary between in vivo contractile conditions. 

Figure 1: Changes in muscle belly (vb) and fascicle 
shortening velocity (vf) (A), rate of pennation angle change 
(B), change in muscle thickness (C), and belly gearing (D) are 
presented as mean ± SE for 10 subjects. 

CONCLUSIONS 
Here we provide the first comprehensive set of in vivo data 
that supports the myriad of theorized mechanisms of dynamic 
muscle shape change from both animal studies and human 
muscle modelling.   
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INTRODUCTION  
Our previous work [e.g., 1] on muscles of human subjects in 
vivo yielded novel methods for quantifying deformation 
along muscle fibers using magnetic resonance imaging (MRI) 
and diffusion tensor imaging (DTI) tractography analyses 
combined. One particularly important outcome of that is the 
quantified heterogeneity of strains along different muscle 
fibers within a muscle. Such heterogeneity determines the 
force production capacity and excursion of a muscle and is 
caused by epimuscular myofascial loads acting on it [2]. We 
hypothesized that the effects of those loads originating from 
stretching of connective tissue structures linking muscle belly 
to the surroundings depend on the muscles’ activation state. 
The aim was to test that via fiber strain heterogeneity across 
tracked muscle fibers. 

METHODS 
Healthy female subjects (n=5) participated. Each subject was 
positioned prone within the MRI scanner with the ankle fixed 
at 90°. DTI and high-resolution 3D MRI anatomic image sets 
were acquired in each of the following states: (1) Stretch the 
knee was brought from flexion (140.8±3.0°) to extension 
(177.0±1.0°) (2) Activation maintaining this position, the 
subjects were asked to sustain isometric plantarflexion at 
15% MVC with the help of visual feedback. (3) Relaxation 
Following 5 minutes rest, the subjects were asked to sustain 
a reduced activity at 5% MVC. Analyses performed (strain 
calculations using Demons’ algorithm, tractography using 4th 
order Runge-Kutte integration and rotation of strain tensors 
to local fiber unit tangents) for each successive state yielded 
strain distributions along gastrocnemius muscle fiber tracts. 
Reference images for each state were also transformed by a 
synthetic rigid body motion imposed. Resulting fiber 
direction strains were used as estimates of error strains and 
were compared to fiber strains using Wilcoxon rank sum test. 

Fiber strain heterogeneity across tracked muscle fibers was 
calculated as the ratio of the number of fiber pairs with 
statistically different mean strains to the total number of fiber 
pair combinations (σp). Comparisons of mean of that for the 
subjects were done based on Kruskal–Wallis with Dunn's 
post hoc test. This was used as a metric to test the hypothesis 
objectively.  

RESULTS AND DISCUSSION 
Pooled over all subjects, relaxation state strain errors were 
small and significantly different (p<0.05) from fiber strains 
(for lengthening (0.44% vs. 3.11%). Similarly, stretch and 
activation state strain errors were significantly smaller than 
fiber strains.  

The fiber strain heterogeneity within each subject changed 
drastically in each state. The figure exemplifies the effects of 
stretch, activation and relaxation states on fiber strains for one 

subject. Stretch state caused around %25 fiber strain 
heterogeneity across different muscle fibers. Activation state 
nearly doubled that heterogeneity. However, relaxation state 
caused fiber strain heterogeneity to diminish, dropping it 
down to <1%. This confirms our hypothesis. This is explained 
by the relaxation state releasing the connective tissue 
structures at the muscle belly, which eliminated the 
complexity of the fiber strains including both lengthening and 
shortening in the activation state. 

CONCLUSIONS 
We conclude that have used a metric to quantify changes in 
the strain heterogeneity along the fibers of a muscle and 
demonstrated how epimuscular loads acting on a muscle are 
state dependent in vivo in human subjects. 

REFERENCES 
1. Pamuk U, et al., JMBBM. 63:207-219, 2016
2. Yucesoy, CA, ESSR. 38:128-134, 2010

Figure 1: Panels A, B and C demonstrating the results of 
the analyses for one exemplary subject. Top and bottom 
color bars with white text applies to the respective insets on 
their side. 
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INTRODUCTION 
In case of severe coxarthrosis, pain and reduced joint 
function are the most common symptoms. Hence, pain relief 
and restoration of normal range of motion (ROM) are the 
objectives of Total Hip Arthroplasty (THA) [1]. 
Unfortunately, limited hip ROM and lower limb disability 
are observed in THA patients. Several factors such as 
implant design and the head-neck ratio seem to affect hip 
joint ROM. So far, these factors have been extensively 
investigated in-vitro and also in in-silico evaluations, the 
latter suffering of unrealistic overall conditions of hip 
function and soft tissues arrangement. Accordingly, the real 
capability of THA patients to perform correct hip 
movements is still unknown. It is expected that the recently 
introduced THA designs with larger head diameters may 
result in larger ROM. These designs claim to imply reduced 
risk of dislocation and of cup-to-neck contact at the motion 
extremes [1]. Current radiological and stereo-
photogrammetric methodologies have the potential for in-
vivo accurate investigations on THA ROMs and contacts. 

The objective of this study was to assess in-vivo via 
originally 3-dimensional (3D) video-fluoroscopy (VA) and 
gait (GA) analysis whether the hip joint ROM is limited by 
the cup-to-neck contact, i.e. impingement, in patients 
implanted with THA designs with larger head diameters 

METHODS 
45 patients undergoing THA are planned to be recruited in 
this study, randomly allocated to 3 different groups related 
to as many head diameters, i.e. the 28, 36, and 40 mm, with 
the Pinnacle Acetabular System in the former, the Delta 
Motion System in the latter two (both by DePuy Synthes, 
Warsaw, IN-USA ). So far, 22 patients were implanted and 
11 patients were assessed at 12 months. At follow-up, a 3D 
GA (8-cameas Vicon, Oxford-UK; 2 Kistler force platforms, 
Einterthur-CH; 8-ch electromyography ZeroWire, Aurion, 
Milan-IT) was performed during standard activities of daily 
living [2], and also during the execution of extreme hip 
ROM arcs, those most possibly able to provoke cup-to-neck 
contact: squat, tailor-sitting, chair, stair climbing and 
descending, lunge-forward, high-step (i.e. hyperflexion), 
lunge-backward (i.e. hyperextension), full-squat. All GA 
acquisitions were executed using the IORgait protocol for 
appropriate marker-set and joint motion reconstructions [3].  

Afterwards, accurate 3D VA evaluations [2] were executed 
in the aforementioned extreme positions and with patients 
wearing the same marker-set as in GA. A 2D-to-3D shape-
matching technique was used to reconstruct 3D position and 
orientation of the cup and of the femoral prosthesis 
components, and also of the marker-set, the latter being used 
to reconstruct relevant cup and stem implantation 
parameters with respect to related anatomical reference 

frames (Figure 1). 3D component poses were used to 
calculate the cup-to-neck distance. Correlations between 
ROMs and these distances were also calculated. Pre- and 
post-THA clinical assessments were performed using the 
Harris Hip, UCLA, Oxford Hip and Womac scores. 

Figure 1: VA software screenshot (Kneetrack®, University 
of Florida, USA): cup, femur and pelvis marker-set matched 
on 2D contours on X-ray images for 3D pose reconstruction. 

RESULTS AND DISCUSSION 
After THA, excellent clinical scores were obtained. From 
GA, an overall good recover of normal walking was 
observed. In the extreme ROM exercises, the maximum 
flexion over all patients, were 97°, 92°, 84°, 68°, 54°, 94°, 
106°, 23°, 101°, respectively in squat, tailor-sitting, chair, 
stair climbing and descending, lunge-forward, high-step, 
lunge-backward, full-squat. Maximum adduction and 
external rotation were achieved in lunge-forward (23°) and 
squat (49°). As a sum of the three planar rotations, the 
maximum combined hip motion was achieved in squat (90° 
flexion, 4° abduction, 49° internal rotation) and in high-step 
(106°, 29° and 24°, respectively). Very small hip extension 
was observed, also in lunge-backward (range 0÷23°). 3D 
VA confirmed the achievement of pre-operative implant 
planning. Minimum cup-to-neck distances were 24, 29, 12, 
14, 15, 10 mm respectively in squat, tailor-sitting, lunge-
forward, high-step, lunge-backward, full-squat. Correlation 
analysis revealed that larger head diameters are associated 
with larger distances and larger ROM (see also the other 
paper at this Congress from these authors). 

CONCLUSIONS 
3D GA and VA provided accurate and original findings. 
Successful THA with large femur heads were observed, GA 
revealing very large hip ROM in all anatomical planes. 
Despite these, the cup-to-neck distances from VA were 
found large enough to exclude definitely any contact. This 
multi-instrumental analysis is essential for thorough 
evaluations in THA patients and on the specific motor 
performances allowed by the implanted prosthesis designs. 
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INTRODUCTION  
Total knee arthroplasty (TKA) is the primary treatment for 
end stage knee osteoarthritis (OA). While it is suggested that 
obesity is related to poorer outcome from TKA using self-
report measures, the literature is conflicted [1]. TKA in 
general has been shown to improve knee joint biomechanics, 
but with large person-to-person variability in response and 
evidence that functional outcome is influenced by 
demographic factors such as sex [2,3]. Furthermore, there is 
evidence to suggest altered gait patterns before TKA in 
conjunction with higher BMI may increase risk of early 
implant loosening [4]. Obesity in the presence of earlier 
stages of knee OA has been associated with altered knee 
joint mechanics and muscle activity patterns [5,6], but it is 
unclear if these relationships persist with end stage knee OA 
or influence functional response to TKA. The purpose of 
this study was to examine differences in knee joint level 
biomechanics and muscle activity during walking gait 
before and after TKA surgery between those with class II 
obesity and overweight or healthy-weight individuals.  

METHODS 
Seventy-one participants receiving primary standard-of-care 
TKA surgery for end stage knee OA underwent 3D gait 
analysis approximately one week before and one year after 
surgery. Optoelectronic motion capture (NDI, 100Hz) and 
synchronized floor-embedded force platform (AMTI, 
2000Hz) collected motion and forces during walking at self-
selected speed. Knee moments calculated using inverse 
dynamics, expressed in ISB coordinate axes, were 
normalized to body mass. Synchronized surface 
electromyography (sEMG) data of medial (MG) and lateral 
gastrocnemius, medial (VM) and lateral vasti, rectus femoris 
(RF), and medial and lateral hamstrings (Bortec Biomedical, 
2000 Hz) were collected using standardized protocols [7]. 
Maximum voluntary isometric contraction exercises were 
used for EMG normalization and strength testing [7]. 

Principal component analysis extracted key features of 
variability (PCs) in gait biomechanics [7]. Participants were 
grouped into i) healthy/overweight: BMI <= 30 (N = 35) and 
ii) class II obesity: BMI >=35 (N = 36). Two-way mixed
model ANOVAs examined group and time interactions of 
all gait biomechanics, and main effects (α = 0.05). 

RESULTS AND DISCUSSION 
The class II obesity group (25 females) was significantly 
younger (mean diff.: 6 yrs.) than the healthy and overweight 
group (17 females) (p<0.05). Gait speed and strength were 
not different between groups at either time point (p>0.05). 

There were no statistically significant interactions or group 
effects on 3D knee angles or moments during gait, but 
significant time effects, as previously reported [2]. While 
differences have been reported with obesity in individuals 
with moderate OA [5], the lack of differences in TKA 
patients may reflect the level of severity in gait 
compensations in the group as a whole, regardless of BMI. 

There were no statistically significant interaction effects on 
sEMG patterns, but group differences for overall activation 
magnitudes (PC1) of VM and RF, with class II obesity 
associated with higher activation magnitudes of both 
throughout stance (p=0.012, p=0.016). In addition, the class 
II obesity group walked with a phase shift in MG resulting 
in later peak activity in late stance (PC2) (p=0.028). Only 
two muscle differences were found, this was not surprising 
given no biomechanical or strength differences. The shift in 
MG activity supports increased synergetic gastrocnemii 
activity during late stance propulsion in the class II group. 
The potential for crosstalk and phase shifts are associated 
with greater adiposity but likely do not explain the 
differences found, as they were muscle specific, not uniform 

CONCLUSIONS 
Despite a few muscle activation differences, our current 
results suggest those with class II obesity do not have 
significantly different knee joint biomechanics during gait 
before or after surgery compared to those of lower body 
mass, and do not support a hypothesis that those of class II 
obesity can expect a poorer functional outcome to TKA 
surgery than those of lower body masses. Biomechanics in 
end stage knee OA, and the functional response to TKA 
surgery are highly variable, and the current results suggest 
that more than BMI alone is needed to understand knee joint 
function variability among those presenting for TKA. 
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INTRODUCTION  
Hip replacement is a routine surgery for orthopaedic 
patients. The gait analysis is important in clinical practice. 
Although many studies focused on detecting the gait 
changes at the hip but little research was focused on the 
biomechanical changes that occurs postoperatively at the 
ankle joint. Therefore, the aim of this study was to 
investigate the postoperative 3D gait changes at the ankle 
joint in patients with hip surgery.  

METHODS 
The 126 patients with hip replacement surgery (aged 30-87 
and weighted 58-120 kg), and 45 healthy subjects (aged 20-
62 and weighted 50-116) participated in the study. Hip 
surgeries had two types, total hip replacement (THR) and 
hip resurfacing (HR). Their gait was collected using Vicon 
motion capture system and force platforms. Of the 126 
operated subjects 53.2% had unilateral Hip Resurfacing 
(HR) operation while 46.8% had unilateral Total Hip 
Replacement (THR). The gait data from patients were 
collected in following up between 1 to 6 years. 

The Vicon® nexus motion capturing system with 8 MX 
cameras were used to capture data at 100Hz. Two Kistler® 
force plates were used to collect the ground reaction force 
(GRF) while the subject was walking along the 20 m walk 
way. A group of 14 mm retroreflective markers were placed 
on the appropriately anatomical landmarks for the subjects 
according to Vicon management system, and the gait data 
was analysed using the Plug-in-Gait® model. For each 
subject, 5 good trials were selected for further statistical 
analysis. 

The biomechanical parameters from the data analysis were 
space-temporal variables, joint kinematic and kinetic 
variables, e.g. angle, force and moment.[1, 2]  

SPSS (v16) was used to carry out statistical analysis. 
Significant level is set at 0.05. Data normality was checked 
using K-S test, and statistical methods used were 
independent t-test, general linear model, non-parametric test 
or ANOVA, depending data characteristics and 
requirements in analyiss.     

RESULTS AND DISCUSSION 

The reported gait speed in the current research project for 
the HR 1 to 3 year postoperative group was 1.22 m/s, and 
for THR 1 to 3 year postoperative group was 1.15 m/s. All 
groups displayed significantly reduced gait speed when 
compared to the healthy normal group. In the current study 
patients with hip surgeries also showed significantly reduced 
stride length when compared to the healthy normal group. 
Table 1 reports the part of results in ankle joint angles. The 
results shows that HR and THR significantly reduced the 
dorsiflexion but increased plantarflexion, and as a result the 
range of motion in THR was reduced but not changed too 
much in HR (Table 1).  

Table 1: Comparison of the healthy people dominated side 
and patient operated side in ankle angles (* p<0.05). 

Similar results can be found in the ankle forces and 
moments, i.e. that HR and THR have reduced joint forces 
and moments in the ankle in compared with the healthy. 
These reduced walking speed, stride lengths, range of 
motion, and forces and moments all are due to the 
surgeries in the hip. It should be noted that the ankle range 
of motion in HR has not been reduced too much in 
compared with the healthy. In other words, HR has better 
effect than THR in terms of ankle movement.  

CONCLUSIONS 
The gait in post-operative THR and HR patients are 
different from the healthy people. The patients usually 
have reduced functions in walking speed, stride length, 
joint force and moments. The range of motion in the ankle 
is not changed too much in HR in compared with the 
healthy.  
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INTRODUCTION  
Biomechanical analysis of function during demanding 
activities in the weeks following surgery can give an 
indication of joint performance and the success of a TKA. 
Compared to stair ascent and uphill walking, TKA patients 
find stair descent and downhill walking more difficult as the 
effects of gravity increase joint loading to 3.5x body weight 
[1]. Further, higher knee flexion (~85o) is also required to 
carry out these activities which may be painful for those with 
mobility difficulties [2]. This study looked at short-term 
outcomes to give information regarding initial recovery after 
TKA surgery. 

METHODS 
Three-dimensional motion analysis was conducted on seven 
healthy control participants and seven TKA patients 
(Columbus®, B. Braun Aesculap, Tuttlingen, Germany) 
performing five stair descents at their own self-selected pace, 
choosing whether or not to use handrails. Participants also 
walked on a self-paced treadmill inclined to -7.5o (Motek 
CAREN, Motekforcelink, Amsterdam, Netherlands). Patient 
data were collected pre-operatively and between 9 and 16 
weeks (mean 12 weeks) postoperatively. Control group data 
were collected once. Ground reaction force data were 
collected from an instrumented step in the staircase, but were 
not collected in downhill walking.  

RESULTS AND DISCUSSION 
Table 1 details gait parameters for each participant group for 
each activity. Control data were averaged from both limbs as 
there were no significant differences between the sides.  

Paired t-tests showed no significant differences in any of the 
parameters for the downhill walk between the pre- and    

post-operative limb. Non-operated limbs had a significantly 
higher maximum knee extension (p=0.003) compared to the 
operated side post-operatively, indicating a larger range of 
motion. Compared to controls, the post-operative maximum 
knee flexion was significantly lower for the operated 
(p=0.003) and non-operated sides (p=0.03). Post-operative 
walking speed was significantly slower than controls 
(p=0.01). 

Other than minimum knee adduction angle, the pre-operative 
affected side was not significantly different from the control 
group in both tasks. In the stair descent, the post-operative 
operated limb had significantly lower maximum knee flexion 
(p=0.03), flexion at toe off (p=0.02) and knee adduction 
moment (p=0.02) compared to pre-operative which may be a 
result of joint swelling and pain following TKA.  

CONCLUSIONS 
The short-term (9 to 16 week) outcomes of TKA during 
demanding activities suggests function has still not recovered 
the pre-operative state. This study is continuing to determine 
if there is an improvement over time.  
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Table 1: Average ± SD gait parameters of each participant group for the stair ascent and downhill walk task. Significant 
differences between subject groups are denoted by: * (pre/postop), # (postop/control), ^ (preop/control), + (affected/unaffected 
side). Single symbols show significant differences where p<0.05. Double symbols = p<0.00.1. 

Affected Unaffected Affected Unaffected Affected Unaffected Affected Unaffected

Maximum Knee 
Flexion (°)

90.9 ± 7.1
84.2 ± 

7.2 *
84.0 ± 8.8

74.0 ± 

7.4 ## 81.0 ± 6.2# 68.7 ± 6.4 60.6 ± 10.0 58.8  ± 6.1 ^ 57.9 ± 4.1# 58.5 ± 9.1 #

Maximum Knee 
Extension (°)

5.6 ± 5.3
1.3 ± 
4.5

1.1 ± 4.9
3.9 ± 
6.1 -0.7 ± 3.2# 1.2 ± 5.7 2.1 ± 4.5 -0.9 ± 3.7 5.5 ± 8.7 + 1.4 ± 8.0

Maximum Knee 
Adduction (°)

11.8 ± 6.4
21.5 ± 

11.8 
^

14.3 ± 
10.0

17.6 ± 
10.9

21.2 ± 

15.1
# 6.9 ± 4.0 10.9 ± 5.7 10.3 ± 6.3 13.2 ± 10.9 12.9 ± 12.3

Minimum Knee 
Adduction (°)

-2.1 ± 6.1
6.3 ± 

5.0 *
-1.2 ± 8.3 0 ± 4.0 -3.1 ± 9.2 # -5.8 ± 5.9 2.6 ± 4.6 ^ -1.0 ± 6.0 -2.0 ± 2.8 -3.8 ± 12.5

Knee Flexion at Toe 
Off (°)

83.9 ± 6.2
81.6 ± 

7.2 *
81.0 ± 8.7

68.5 ± 

10.4 #
74.6 ± 

9.3## 49.0 ± 3.4 49.1 ± 9.8 43.7 ± 8.2 43.0 ± 5.5 43.7 ± 8.2

Peak Knee Flexion 
Moment (N.mm/kg)

644.3 
±428.9

434.8 ± 
81.1

505.5 ± 
200.1

498.6 ± 

180.8+

821.1 ± 

554.5 #

Peak Knee Adduction 
Moment (N.mm/kg)

538.7 ± 
293.2

498.5 ± 

192.4 *
374.5 ± 

64.7

140.7 ± 

80.3 #
437.2 ± 

92.2 #

Walking Speed (m/s) 0.7 ± 0.0 1.5 ± 0.30.5 ± 0.0 0.4 ± 0.1
## 1.0 ± 0.2 1.0 ± 0.4 

#

Stair Descent Downhill Walk

Control
PreOp PostOp

Control
PreOp PostOp
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INTRODUCTION 
In recent decades, knee arthroplasty (KA) succeeded to 
improve patients’ clinical scores and gait patterns [1]. 
However, to date, studies primary focused on biomechanical 
analysis of level walking with total knee arthroplasty (TKA) 
patients. The investigation of neuromuscular more 
challenging activities of daily living (ADL) like stair 
climbing and especially ramp negotiation was partly 
neglected [2]. Furthermore, non-sagittal plane parameters 
have mostly not been considered, whereby the evaluation of 
e.g. transverse plane kinematics and kinetics may reveal 
potential differences between various endoprosthetic designs. 
Additionally, frictional forces transmit appreciable shear 
between the femoral component and the tibial polyethylene 
insert, potentially contributing to axial knee rotational 
constraints [3].  

The aim of this study was to investigate transverse plane 
kinematics and kinetics in connection with the force of 
friction (FOF) during ADL in patients after TKA and 
unicondylar knee arthroplasty (UKA) surgery.   

METHODS 
Motion analysis was performed using a ten-camera motion 
capture system (100 Hz, Vicon). Two force plates (1000 Hz, 
Kistler) were embedded in the floor, one under a ramp 
(gradient: 21%) and each in the second and third step of a 
five-step-stair case. According to the author’s own created 
marker-set, fifty retro-reflective markers were attached to 
subject’s feet, shank, thighs, pelvis, thorax, upper arm, lower 
arm and head to create a 17-segment rigid model. Kinematics 
and inverse dynamics were calculated with AnyBody 
Modeling SystemTM (AnyBody Technology). A Butterworth 
low pass filter (recursive, 6 Hz) was applied for kinematic and 
kinetic data. FOF was estimated of the two articulating 
artificial surfaces (μ=0.12) compared with the cartilage on 
cartilage friction (μ=0.01). The Coulomb model of friction 
was applied to calculate FOF (Ff=Fn*μ). Data post-processing 
was conducted with Matlab 2013b (The MathWorks, Inc., 
Natick, US). Completed ADL: level and decline walking, 
stair descent. Eleven subjects formed the TKA group and 13 
subjects the UKA group (medial compartment replaced). 
Thirteen healthy subjects served as a control group (CG). 
Statistical analysis was performed by means of Statistical 
non-Parametric Mapping (SnPM) (http://www.spm1d.org/) 
ensuring a statistical evaluation of the entire time normalized 
time series.    

RESULTS AND DISCUSSION 
No statistically significant differences were detected between 
the TKA and UKA group, regardless of the locomotion task. 
Each motor task revealed impaired knee internal rotation 
angles in the TKA group compared with the CG, indicated by 
the supra-threshold clusters (Figure 1, a-c).

Figure 1: a-c) Mean trajectories and standard deviation 
(shaded area) for the knee internal rotation angles and 
SnPM{t} post hoc results during ADL. d) Depiction of the 
FOF during ADL.  

of friction regarding FOF which showed the highest values 
during stair ascent and decline walking in all groups. 
Interestingly, the mentioned tasks exposed lower knee 
internal moment time series compared with level walking. 
Lower internal rotation moments might contribute in 
connection with high friction to the constraint knee internal 
rotation motion, particularly during ADL including greater 
normal force values, such as stair climbing and ramp 
negotiation. 

CONCLUSIONS 
Both KA-groups presented similar curve progressions 
compared to the CG. However, the abnormal kinematics were 
more obvious in the TKA group particularly during decline 
walking and stair descent, showing considerable impaired 
knee internal rotation almost throughout the entire stance 
phase. In this regard, FOF could represent a mechanical 
resistance, which, among other aspects, inhibits knee motion 
in the transverse plane. 
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Figure 1 (d) clarifies the determining role of the coefficient 
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INTRODUCTION  
Plaque developing in a coronary artery produces disturbed 
flow downstream and time varying wall stresses. These give 
rise to low amplitude acoustic waves which propagate 
through the chest and can be measured by skin sensors.  

The objectives of this project are to simulate the propagation 
of acoustic waves induced by an arterial stenosis both 
experimentally in chest phantoms composed of tissue 
mimicking materials (TMM), and computationally by 
software approximations to the underlying partial differen-
tial equations. The overall aim is to produce a stand-alone 
system consisting of an acoustic/accelerometric sensor array 
to be placed on the patient’s chest suitable for the non-
invasive screening of coronary artery disease. We report 
here measurements of shearing oscillations and flow-
induced turbulence in TMM gels which provide input to the 
numerical model of soft tissue behaviour described in a 
companion presentation by S Shaw (‘Computational 
Aspects’). In preliminary experiments we characterised the 
quasi static and dynamic elastic properties of the TMM and 
we now report measurements of waves generated in gels of 
various geometries either by a vibrating bead or a piezo-
electric device. The displacement field at the gel surface is 
detected optically or with accelerometers and, in planned 
experiments, acoustically. As a more realistic representation 
of the clinical problem we also report detection of surface 
displacement waves generated downstream of a stenosed 
tube embedded in gel of the same composition and detected 
accelerometrically. 

METHODS 
Cylindrical specimens of 3% agarose or polyvinyl alcohol 
(PVA) gel were cast around a freely mobile axial rod and 
bead connected to an electromechanical vibrator to generate 
shear-waves of known characteristics and location (fre-
quency 250-750 Hz, amplitude 10-70 μm). Displacement of 
the bead, monitored with a laser transducer (AR700, Schmitt 
Industries, Oregon, USA) were sampled at 10kHz (Powerlab 
16/35, AD Instruments, Oxford, UK) and displayed in real 
time with associated Labchart software. Circumferential and 
axial displacements at the gel surface were mapped by 
tracking the movement of carborundum micro-particles on 
the surface with a video camera (MotionBLITZ EoSens 
Mini, Mikrotron GmbH, Unterschleissheim, Germany) 
running at a frame rate of 10 kHz. Particles were tracked by 
custom written software. For the steady flow experiments 
the model consisted of a cuboidal gel, length 400, width 
150, height 100 mm), with an embedded tube (i.d. 4.5mm, 
wall thickness 0.15 mm) representing a major coronary 
artery (20 mm below the surface). The flow system was 
filled with water or 40% glycerol/water mixture. Pressure in 
the tube was measured with 2 catheter-tip manometers (6f 
gauge, Gaeltec, Dunvegan, Scotland), flow with a 
cannulating ultrasonic transducer (Transonic Systems, 

Maastricht, The Netherlands) and surface movement, with 
up to 6 miniature 3-axis MEMS accelerometers (ADXL 337, 
Analog Devices, Norwood MA). 

RESULTS AND DISCUSSION 

Figure. Typical set of power spectra for various mean flow 
rates, derived from the steady flow experiment in which, in 
this instance, the tube, fitted with an axisymmetric stenosis 
occluding 70% of the lumen area, was embedded 20 mm 
below the gel surface.  

The accelerometer was placed on the gel surface 10 mm 
downstream from the centre of the stenosis. The peak power 
for this combination of stenosis, tube and accelerometer 
position was seen at a frequency of between 100 and 150 Hz 
(in keeping with previous observations in man), increased 
monotonically with flow rate, although at flow rates below 
150 ml/min no significant signal was seen in this frequency 
range (data not shown). Some variation in the magnitude 
and frequency of the peak power was seen with different 
degrees of stenosis and different accelerometer positions. 
These data are currently being processed to map in detail the 
acceleration field on the gel surface. 

At a frequency of 256Hz, the mechanical vibrating source 
measurements in the cuboidal gels gave wave speed values 
of 7.33 ms-1 ± 1.17 (SD) for agar and 13.0 ms-1 ± 1.42 (SD) 
for PVA. Measurements using piezo-electric vibrators to 
provide data over a wider frequency range are imminent.  

CONCLUSIONS 
The methods described above have yielded repeatable data, 
forming a reliable experimental basis for the computational 
arm of the project. Future measurements on more realistic 
chest phantoms with waves generated by pulsatile flow in 
stenosed tubes will simulate real arteries in a real chest. 
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INTRODUCTION  
The skin aging process, e.g. wrinkles and saggings, caused by 
not only aging but also ultraviolet irradiation, could be related 
to the depression of metabolic function. The microcirculation 
system should be an important guideline of skin care for the 
anti/smart-aging. Rheological behavior of interstitial in 
epidermal and dermal tissue, including blood micro-
circulation, can vary skin mechanics in micro scale, i.e. visco-
elasticity.  Therefore, an in vivo quantitative measurement of 
capillary blood flow velocity is crucial to clarify their 
properties. The purpose of this study is to visualize the 
tomographic flow velocity of red blood cell in capillaries 
below human epidermal skin using Optical Coherence 
Doppler Velocigraphy, i.e. OCDV. This is constructed on a 
low coherence interferometer, which is based on Hilbert 
transform and adjacent auto-correlation. The paper presents 
the result of applying OCDV to human forearm skin inside, it 
was possible to provide blood flow velocity of capillary 
vessels non-invasively as an in vivo micro-tomographic 
imaging. 

METHODS 
Figure 1 shows the schematic of experimental setup based on 
Michelson interferometer with the rapid scanning optical 
delay (RSOD) line. In reference arm, RSOD based on a 
grating-curved mirror with a resonant scanner is instrumented 
to achieve high-speed axial scan, e.g. 4 kHz and enable the 
compensation of group-delay dispersion. This is constructed 
around an optical fiber interferometer based on Time-domain 
OCT [1].  A super luminescent diode (SLD) with a center 
wavelength of 1340 nm and bandwidth of 102 nm is used as 
a light source. The light passes through a fiber coupler from 
SLD, split by a fiber coupler to the reference arm and the 
object arm, and coming back from each arms, can be 
interfered there to be the interference signal. This is received 
by a photodetector, and then is recorded through an analog 
filter by a high speed AD converter. The interference signal 
can be frequency-modulated, i.e. Doppler frequency, by 
moving red blood cells through capillary vessels. Hilbert 
transformation is applied in frequency domain to the depth-
scanning signal so as to maintain higher frequency resolution. 
The depth-profile of a phase change between some adjacent 

axial scanning signals is calculated locally by an adjacent 
auto-correlation technique, which can be converted to 
Doppler velocity. The optical specification, e.g. the depth and 
horizontal resolution, frame rate, are Δz = 7.5 μm, Δx = 5.0 
μm and 13.1 fps, respectively. In order to validate OCDV 
system, this was in vivo applied to human forearm skin under 
the conditions of control and avascularization using a 
tourniquet. 

RESULTS AND DISCUSSION 
Figure 2 shows a morphologic OCT images of forearm skin 
tissue. From 40 tomographic images of Doppler velocity 
obtained by OCDV, the maximum velocity is projected pixel 
by pixel to a xz cross-section. These maximum intensity 
projection images (MIP) are overlapped to OCT images, 
respectively. A cross-sectional imaging of MIP is found to 
display networks of capillary blood vessels inside dermal 
tissue, where low intensities are distributed correspondingly 
in a morphological OCT image. Additionally, it was 
confirmed that blood velocity further decreased in upper 
dermis under avascularization shown by Fig. 2 (b) than 
control condition shown by Fig. 2 (a). It is, therefore, 
considered that OCDV system could non-invasively and 
tomographically diagnose Doppler frequency modulated by 
red blood cells moving through capillary vessels, i.e. 
microcirculation. In the future, it is highly expected that 
OCDV system can lead to the elucidation of skin mechanism, 
metabolic function, neo-vascularization and drug efficacy. 

Fig. 2 Maximum intensity projection images of Doppler 
velocity overlapped to OCT images of human forearm skin 
under the conditions of control (a) and avascularization (b) 

CONCLUSIONS 
This paper presents the OCDV system, which was in vivo 
applied to human forearm skin under the conditions of control 
and avascularization. In summary, OCDV system is quite 
useful for a micro-tomographic imaging of blood flow 
velocity of capillary vessels inside skin. 
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Fig. 1 OCDV system with RSOD scanning system 
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INTRODUCTION  
The present numerical investigation is carried out to 
understand influence of orientation of prosthetic Bi-leaflet 
Mechanical Heart Valve on flow pattern through human aorta 
during different phases of cardiac cycle. The focus is on 
swirling flow evolving due to curvature and twist affecting 
distribution of blood to various branches. 

METHODS 
A 3D model of adult aorta was constructed based on averaged 
dimensions obtained from various clinical data. Systematic 
numerical simulation was performed for three orientations of 
the valve (0°, 45°, 90° between the valve hinge line and 
cardiac long axis plane) using ANSYS Fluent - a finite 
volume code. Transient flow simulation used a fluid with 
density and viscosity same as that of blood. Duration of 
systolic phase of the entire cardiac cycle, when the blood 
flows through aorta, was considered. A total of ten such 
cycles were simulated to obtain the time independency as 
well as the repeatability in results. 

RESULTS AND DISCUSSION 
Plots  of  velocity  vectors  and  iso‐vorticity  contours  in  four  
planes  (P1,  P2,  P3,  P4)  from  Sino‐Tubular  junction   to  the 
aortic  isthmus  shown  in  (i)  &  (ii)  of  Fig.1  elucidate  
the  complex  swirl  pattern  with  contra‐rotating  stream‐
wise vortices  for  peak  flow  at  90°  orientation  as  shown  
in  the  figure. From P1 to P2, the vortex filaments appear to 
twist about aortic axis by 90° and despite outflow from O1, 
O2 and O3, the flow possesses significant vorticity at P4.   

Iso‐vorticity surfaces obtained at various time steps of the 
aortic  cycle  shows  the  complex  nature  of  swirling  flow  
through  the  aortic  arch.  Flow  appears  to  be  symmetric 
having  contra  rotating‐vortex  filaments  about  the  central  
plane  of  aorta  with  the  90°  orientation  where  as  the  45° 
orientation  has  the  maximum  effects  of  secondary  flows    
adding  disturbance  to  the  flow.  During  the  deceleration 
phase the flow appears to be highly disturbed in aortic arch 
having  its  maximum  effect  in  45°  orientation  with  similar  
amount of reverse flow in branches for all the orientations. 

Mass flow rates from outlets of aorta (Brachiocephalic trunk‐
O1, Left common carotid artery ‐O2, Left subclavian artery ‐
O3,  Descending  aorta‐O4)  at  three  instants  
during acceleration, peak and deceleration stages of systolic 
phase are tabulated. Outflow from O1 shares about 19%, 22% 
and 9%  of  the  total  mass  inflow  during  acceleration,  peak  
and  deceleration respectively whereas from each of O2 and 
O3 the  share  is  between  4‐5%  with  marginal  effect  of  
BMHV  orientation.  Interesting  to  note  that  
while  during acceleration and peak, about 30% of the 
blood supply goes to upper body, it reduces to about 20% 
during deceleration. 

Figure 1: Transverse Velocity and Iso-Vorticity contours at 
various cross sectional planes of aorta during peak flow  
(i) Transverse velocity vectors, (ii) Iso-Vorticity contours, 
(iii) Schematic aortic flow with measurement planes, (iv) 
Aortic flow profile 

CONCLUSIONS  
Complexity of swirling flow and influence of the BMHV 
orientation on the pattern including the distribution of mass 
flow rate through different branches of aorta are seen in the 
present study. There is need to assess ensuing effects on 
haemodynamic and blood cells. 
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INTRODUCTION  
Disturbed blood flow in the wake of an atherosclerotic 
coronary stenosis will, for a range of percentage lumen 
occlusions, impart oscillatory tractions to the artery wall 
which then travel to the chest surface. The resulting acoustic 
signal (or bruit) is very weak but nevertheless detectable 
through sensing devices and, in rare cases, through cardiac 
auscultation. The signal is generated in diastole, typically 
confined to within 50-500 Hz and, therefore, separated in 
frequency or time from most ‘normal’ heart sounds. 

The detection and localization of the source of this surface 
signal has the potential to provide a relatively low-cost, non-
invasive routinely deployable screening or diagnostic device 
for coronary artery disease. We envisage that a patient, in 
breath hold, has chest surface readings collected for around 
10 secs, and that these signals are then analysed off-line with 
the results reported back within hours. 

We will describe a proof-of-concept investigation into using 
computational mathematics, underpinned by experimental 
verification, to prototype such a device. An accompanying 
presentation by SE Greenwald (‘Phantom Measurements’) 
will describe: (i) experimental characterisation of an agar gel 
TMM (tissue-mimicking material); and, (ii) generation of 
benchmark acoustic signals from a mechanical oscillator and 
from disturbed flow in a stenosed artery phantom – each 
embedded in the TMM. 

METHODS 
The bruit is weak and so with the patient assumed to be in 
breath hold we assume that the signal’s waves are a small 
disturbance that can be modelled with the linear theory of 
continuum viscoelasticity. In a region ߗ ⊂ Թௗ, and for times 
ݐ ∈ ሺ0, ܶሻ, the mathematical problem is to find the 
displacement vector ሺݑሻୀଵ

ௗ  such that ݑߩሷ  ൌ  , with initialߪ
data and boundary conditions and with implied summation 
over repeated indices. Here ሺߪሻ,ୀଵ

ௗ  is the symmetric stress 
tensor given in terms of damping and stress relaxation 
tensors, ܥ and ܦ, and the (linear) strain tensor ɛሺܝሻ by 

;ܝሺߪ ሻݐ ൌ ሶܝɛሺܥ ሺݐሻሻ  ሺ0ሻሻܝሻɛሺݐሺܦ

න ܦ
௧


ሺݐ െ ሶܝሻɛሺݏ ሺݏሻሻ ݀ݏ.

This system is implemented in software using both space-
time Galerkin finite element approximations as well as the 
more traditional ‘method of lines’. It is a ‘forward problem’ 
in that if the surface traction (the stenotic disturbance for 
example) is given, then the surface displacement is 
determined by the unique solution of the system. We couple 
this forward problem to an inverse solver which, given the 
surface signal, attempts to localise its source. 

RESULTS AND DISCUSSION  
We will report on three aspects of this proof-of-concept 
investigation. 
1. Novel computational methods and results for

approximating the forward problem given above.
2. Initial results for the inverse solver’s performance for an

in silico rig of cylindrical TMM through which a
simulated stenosis signal is transmitted from its central
bore to its surface. The vertical position of the source of
the signal is sought. See Figure 1.

3. A new approach to signal source identification based on
sequential Monte Carlo (or particle) filtering. In this
approach a patient’s current (at time ti) unobservable
thoracic state, xi, is related to the previous, xi-1, through
the physics, f, of the thorax via xi=f(xi-1)+v where v is
unavoidable system noise. The thoracic state is related to
measurement via a model g, such that yi=g(xi)+w, for
which yi (with noise w) is observable; xi is then extracted.
The model is constructed from training data.

The companion presentation will describe the in vitro 
realisation of the configuration described in item 2. The 
material in item 3 is under current development – we will give 
an up to date resume of it. 

Figure 1: Sample inverse solver output. The estimated source 
location at each iteration is on the vertical axis and the true 
position on the main horizontal axis. The procedure seems 
well-posed unless the initial guess is very poor. 

CONCLUSIONS 
Our long term aim is an inexpensive technique that, given the 
chest surface signal, can non-invasively diagnose the 
presence of coronary artery disease. These initial results are 
encouraging but there is much yet to be done. 
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INTRODUCTION  
Arterial stenosis is a medical condition that can lead to 
myocardial or renal infarction, or stroke. It consists of a 
local narrowing of the artery diameter due to the thickening 
of the artery wall as a result of an accumulation of fatty 
substances (known as plaque) in the inner layer [1]. 

The plaque may rupture at some point, inducing the 
formation of a blood clot, and move into the circulation. 
This can block the supply of blood to the organs and become 
a life-threatening condition. Typical locations where plaque 
may appear are the carotid artery (near the bifurcation), 
coronary arteries in the heart, and renal arteries. By using 
numerical simulations of the blood flow as well as the solid 
deformation, we aim to shed some light on the process of 
plaque rupture. 

METHODS 
The problem is modelled taking into account fluid-structure 
interaction effects: The Navier-Stokes equations are applied 
to the incompressible blood flow, and a linear elastic model 
is used for the artery wall. The systems are coupled by 
imposing appropriate boundary conditions to the fluid, the 
solid, and the interface. 

Different inflow velocity profiles are presented: on the one 
hand, a simple steady case and, on the other hand, two time-
dependent pulsatile velocities (blood flow is naturally 
unsteady, due to its dependency of the heart rate). In both 
cases, the velocity profiles are parabolic at the inlet cross-
section of the artery. For the plaque modelling, two different 
situations have been implemented: a linear elastic solid is 
used to simulate a hard plaque; while a liquid plaque model 
is applied to simulate a soft plaque case. 

Simulations have been performed using COMSOL 
Multiphysics®. The software is based on the finite element 
method and uses a second order discretisation for the flow 
velocity field and first order for the fluid pressure field. 

RESULTS AND DISCUSSION 
Results are shown for an axisymmetric configuration, 
representing blood flow through an idealised stenosed 
carotid artery. 

The stenosis follows a sinusoidal shape that has been 
adapted from former studies [2, 3]. The minimum diameter 
is 0.5D, where D denotes the inlet diameter. This 50 % 
reduction in diameter leads to a 75 % area constriction. 

To analyse the influence of the fluid viscosity and velocity, 
three different Reynolds numbers have been tested as well. 

Different variables are presented in this work. Focusing on 
the flow field, recirculation zones as well as vorticity and 
streamlines are also plotted for several cases. On the solid 
side, one important magnitude is the von Mises stress in the 
plaque membrane. For example, the difference of the stress 
distribution between the liquid and solid plaque cases for the 
same inflow condition (Figure 1). 

Figure 1: Von Mises stress in the plaque membrane along 
the stenosis region for the steady inflow condition. Both 
liquid and solid plaque cases are shown (z/D denotes the 
non-dimensional axial coordinate). 

Results show the effects of the elastic wall and plaque 
modelling on the flow field. The difference in the stress 
distribution between the liquid and the solid plaque could 
give a way to detect if a plaque is either soft or hard. 

CONCLUSIONS 
Simulations of incompressible flow through an idealised 
axisymmetric stenosed geometry have been performed in 
order to model the blood flow through a partially blocked 
artery. Three different inflow conditions have been tested. 
Wall displacements are found to be mainly driven by 
stream-wise pressure variation and not by wall shear stress. 
In addition, the axial distribution of the von Mises stress 
along the plaque membrane depends greatly on the plaque 
composition, and to a lesser extent, on the inflow conditions. 
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INTRODUCTION  
In 1993, the International Rugby Football Board, currently 
known as World Rugby, allowed the use of soft-shell 
padded helmets in rugby union to protect the scalp and ears 
from lacerations and abrasions, which will hereinafter be 
referred to as ‘headgear’. Laboratory and epidemiological 
research has demonstrated that commercially available 
headgear is currently ineffective in reducing the risk of 
concussion [1]. World Rugby mandates specific headgear 
design regulations and performance requirements, the latter 
of which states that ‘the peak acceleration of impacts 
delivered to test locations shall not be less than 200 g’ for 
drop tests from a height of 0.3 m [2], which is in contrast to 
all performance-based standards for helmets. Injury criteria 
based on linear acceleration are currently used in sports 
helmet performance standards with tolerance limits that 
relate to observable focal injuries, e.g. skull fracture. 
However, concussion is a diffuse head injury, which is 
thought to be associated with stresses and strains of brain 
tissue caused by rotational motion of the head [3]. From a 
study of head impacts in unhelmeted collisions sports, 
McIntosh et al. [4] reported linear and angular tolerance 
limits of 65.1 g and 3958 rad/s2, respectively, for a 50% 
likelihood of concussion and 88.5 g and 6633 rad/s2, 
respectively, for a 75% likelihood of concussion. 

METHODS 
The impact performance of six headgear models was 
evaluated: two prototype models and four commercially 
available models. Impacts were delivered by a spring-driven 
linear impactor, which was previously used to investigate 
the impact performance of boxing headgear [5]. The 
impactor comprises a steel shaft, uniaxial force link, steel 
disc and standard rubber pad. The impactor was used to 
impact a Hybrid III head-neck system, which was mounted 
on an adjustable stand. The Hybrid III headform is 
instrumented with a tri-axial accelerometer array, which 
allows the measurement of linear and angular kinematics in 
the sagittal, coronal and transverse planes. Each model was 
impacted to the temporal region of the head at 4.0 m/s, 
which is within the range of closing speeds for head impacts 
in rugby union [6]. Peak linear acceleration (PLA) and peak 
angular acceleration (PAA) were used to assess impact 
performance. 

RESULTS AND DISCUSSION 
Compared to the bare headform condition, prototype 
headgear models reduced PLA by over 30% (Table 1). 
Prototype A had the best linear impact performance with a 
PLA below the tolerance limit of 65.1 g for a 50% 
likelihood of concussion. In contrast, PLA results for 
commercially available models were all above the tolerance 
limit of 88.5 g for a 75% likelihood of concussion. 
Commercially available models reduced PLA by less than 
15% compared to the bare headform condition. 

Table 1: Headform accelerations for 4.0 m/s impacts. 

Headgear model 
Peak acceleration 

Linear [g] Angular [rad/s2] 

Bare headform 107.2 7067 

Prototype A 64.9 4825 

Prototype B 75.3 5550 

Steeden 90.7 6823

Canterbury 91.0 5796

Kooga 92.7 6478

Madison 99.8 6823

Prototype models had the best angular impact performance; 
however, improvements over commercially available 
models were less pronounced. Compared to the bare 
headform condition, prototype models reduced PAA by over 
20%, whereas most commercially available models had 
PAA reductions of less than 8%. Prototype models and two 
commercially available models were able to reduce PAA 
below the tolerance limit of 6633 rad/s2 for a 75% likelihood 
of concussion. However, no model was able to reduce PAA 
to below the tolerance for a 50% likelihood of concussion. 

CONCLUSIONS 
Performance tests using a linear impactor to impact a Hybrid 
III head-neck system allowed the measurement of angular 
headform kinematics, which are associated with concussion. 

Prototype headgear models were found to out-perform 
commercially available models in linear impactor tests. 
Therefore, the current study supports the conclusions of 
McIntosh et al. [7]: small modifications to current headgear 
designs can achieve large improvements in impact 
attenuation performance. 

Commercially available headgear design regulations and 
performance requirements mandated by World Rugby 
should be revised to encourage, and not inhibit, headgear 
designs, which have the potential to reduce the risk of 
concussion. 
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INTRODUCTION  
High energy sport collisions, such as tackles occurring in 
Rugby Union, have been associated with chronic 
degeneration of cervical spine structures, impaired cervical 
function and acute cervical spine injuries [1]. Hyperflexion 
and buckling have been indicated as the primary injury 
mechanisms. Spinal injuries has been investigated using 
different methodologies, but none of them alone can fully 
elucidate the link between the external loads applied to the 
head and the internal stresses experienced at vertebral level. 
In this study, we propose a combined in-vitro and in-silico 
approach to analyse the mechanism of cervical spine injuries 
during head-first impacts in rugby. The application in this 
study is to investigate the effect of head and neck posture on 
cervical spine loading in a misdirected rugby tackle, where 
contact unintentionally happens through the head (i.e. “head 
first” collision). 

METHODS 
An anthropometric test device (ATD) (Hybrid III, 
Humanetics, Germany) was used to simulate the head and 
neck of the tackling player. The dummy head was 
instrumented with a six-axis upper neck load cell (at C1 
joint level) and was attached to a rigid frame so that it could 
replicate three different neck positions (Figure 1): neutral 
(0°), head-down (-22°), and head-up (+22°). Repeated 
simulated tackles were generated using a 40-kg punch bag 
making contact against the ATD at 2 different speed ranges 
(low: 2.0-2.5 m/s) and (high: 3.1-3.6 m/s). Ten repetitions 
were recorded for each speed condition and ATD 
orientation, 60 trials in total. Kinematics of the head/neck 
system was captured through a 16-camera motion capture 
system (Oqus, Qualisys, Sweden) at 250 Hz, whilst force 
and torque data were sampled at 500 Hz. Kinematics and 
external load data were used as input for inverse simulations 
in OpenSim 3.3. The OpenSim Rugby Model 
(https://simtk.org/projects/csibath) was scaled, and a 
pipeline including inverse kinematics, inverse dynamics, 
and joint reaction analysis was run for estimating the joint 
reaction forces at intervertebral joint level. Mean values of 
forces and moments variables were calculated from ten trials 
for each condition. ANCOVA (covariate = bag speed) and 
effect sizes were used to assess the effect of the different 
tackle conditions on the loads applied to the neck. 

RESULTS AND DISCUSSION 
Dummy head measurements showed that low speed tackles 
generated 37% lower peak impact forces (1.61 ± 0.29 kN) 
than high-speed tackles (2.61 ± 0.09 kN). Peak 
flexion/extension external moments measured during high-
speed impacts trials were 54.5 ± 5.7 and 45.3 ± 4.4 Nm 
respectively for head-down and head-up positions, with 
values close to the pain thresholds reported in the literature 
(60 and 45 Nm for flexion and extension) [2]. Of the total 
external force applied on the neck (2.37 ± 0.18 kN) 75% 
was compressive, and compression was substantially higher 

in head-down than in neutral (by 13%) and head-up 
orientations (by 17%). 
Musculoskeletal simulations showed that the cervical spine 
vertebrae underwent high compressive forces at all levels (> 
300 N). However, anterior shear forces and flex/extension 
moments at C2/C3 level reached the maximal absolute 
values in the head-down condition (Figure 1). The 
combination of high compressive forces and extension 
flexion moments at C2/C3 seems coherent with the 
hypothesis of buckling as the potential injury mechanism 
during head-first impacts in tackles. High repetitive stresses 
at this cervical spine level can cause the development of 
chronic degeneration pathologies as observed in 
asymptomatic Rugby Union players [1].  

Figure 1: Intervertebral joint reaction forces, top to bottom: 
compression force, anteroposterior force and 
flexion/extension moments (mean and SD) for 6 vertebral 
joints (C1-C6) and for three different ATD positions showed 
in panel A, B and C, during high speed impacts. 

CONCLUSIONS 
Our findings support the idea that: 1) an integrated in-vivo 
and in-silico analysis of simulated head-first impacts 
provides insight into how misdirected loads applied to 
head/neck structures distribute at the level of the individual 
vertebrae; 2) a neutral or head-up position may be preferred 
in the scenario of unintentional head-first impacts in rugby 
tackles, which may occur in this open environment. ‘Head-
up’ technique aligns with current Rugby Union coaching 
recommendations.  
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INTRODUCTION  
Accurate mechanical characterization of the spinal dura 
mater is of importance to predict neck injury due to traffic 
accidents and contact sports, because these data is crucial 
for formulating the constitutive model with a set of robust 
parameters. Mechanical response of soft biological tissues is 
generally dependent on the direction of the applied load. In 
specific, as for an incompressible biological material such as 
membrane, the analysis of planar mechanical behavior can 
be substantially complicated by its inherent tissue anisotropy, 
structural heterogeneity and artificial inelastic change in the 
specimen geometry resulting from slight misplacements of 
the grippers that commonly occur during testing. In the 
present study, we newly developed an equi-biaxial tensile 
tester for soft biological materials, which will be useful for 
characterizing mechanical data of membranous sample, e.g. 
spinal dura mater, subjected to relatively large deformation 
under moderate-to-subimpulsive loading conditions. 

METHODS 
Porcine spinal cords (N = 4) were harvested immediately 
after sacrifice at a local abattoir and carried back to the 
laboratory with an ice-packed box. Twenty-eight square 
samples of 15 x 15 mm with a mean thickness of 0.27 ± 0.12 
mm were carefully cut out from the spinal dura mater 
located at the thoracic portion using surgical scalpel with a 
distinction of longitudinal and circumferential directions. 
Samples were then mounted in our custom-made biaxial 
tensile tester (Fig. 1) so that the longitudinal and 
circumferential directions were in line with each of the 
biaxial stretching displacements. To avoid edge effects and 
shear effects, a preliminary study was performed, i.e., a 
finite element (FE) model was built in RADIOSS ver. 13 
(Altair, MI, USA). We simulated a displacement-controlled 
biaxial test of a square sample composed of membrane 
elements, in which orthogonal material anisotropy was 
assumed, and confirmed that the forces were almost equally 
distributed between each suture line, while uniformity of the 
strain fields was obtained around the sample center. In a 
series of actual experiments, LabVIEW-controlled biaxial 
displacements were imposed on the sutured sites at four 
adjacent sides of the specimen as given in a preliminary FE 
analysis. The applied traction forces were evenly distributed 
per side by the three attached tethers, and each of the tethers 
was loaded along its length axis. Nine markers were placed 
on the specimen surface such that they define four squares 
around sample center, spaced 1.5 mm apart. After four 
cycles of preconditioning was conducted, an equi-biaxial 
stretch was applied at the rate of 1 mm/s. When a specimen 
failed at the grips, mechanical test was stopped. The 
specimen cross-sectional area was assumed to be rectangular, 
i.e., the experimental stress was calculated as force divided
by an undeformed section surface which was defined by the 
initial specimen thickness and the grip-to-grip initial section 
width. All the experiments were completed within 24 h after 
sacrifice. 

RESULTS AND DISCUSSION 

Based upon the nominal stresses in the longitudinal and its 
perpendicular directions, Young’s modulus was calculated 
for small as well as large strain regions (n = 14 for each 
direction). For small strain region (0–0.05 strain), Young’s 
modulus resulted in 0.74 ± 0.63 and 1.23 ± 1.10 (mean ± 
SD) MPa for the longitudinal and circumferential directions, 
respectively. For large strain region (0.05 strain to failure), 
Young’s modulus resulted in 4.37 ± 1.62 and 6.04 ± 3.39 
(mean ± SD) MPa for the longitudinal and circumferential 
directions. On the other hand, specimens failed at 0.20 ± 
0.03 and 0.12 ± 0.03 (mean ± SD) strains in the longitudinal 
and circumferential directions, respectively. Although the 
used animal species are different, these failure strain values 
were smaller than those reported by Persson et al. [1], while 
they were larger than the ones obtained by Shetye et al. [2]. 
In the current study, only normal (longitudinal and 
circumferential) forces were measured. In most biaxial 
testing, however, it is likely that the resultant lateral forces 
will not be zero and a shear stress will be induced, which 
will complicate the handling of such a planar biological 
specimen. This shear effect is beyond the scope of this pilot 
study at this moment. Nevertheless, we need to take into 
account of it in the future work. In conclusion, an equi-
biaxial tensile tester was newly developed and biaxial 
displacement was applied to investigate mechanical 
properties of the spinal dura mater. Although the sample 
size is still limited, our results implicate that mechanical 
strength of the dura mater is more compliant and tough in 
longitudinal direction than that in circumferential direction. 

Figure 1: Schematic of biaxial stretching tester (Top view). 
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INTRODUCTION  
When a military vehicle is subjected to underbelly (UB) 
blast loading, occupants can sustain traumatic head and neck 
injuries due to head impacts with the vehicle roof [1]. The 
severity of head and neck trauma can be influenced by a 
number of factors including the impacting velocity and mass 
of the occupant, the use of a helmet and the roof impacting 
surface. In previous research, impacts were performed with 
a free motion headform (FMH) [2]. When a military helmet 
was worn, the FMH head injury criteria, HIC(d), threshold 
of 1000 was found to be exceeded at an impact velocity 
between 6 and 7 m/s. Furthermore, the injury risk was 
similar between the tests with and without roof foam, 
suggesting that wearing a helmet is more important for head 
injury mitigation than the use of roof foam. The previous 
study was limited in that neck injury potential was not 
factored. Additionally, although the HIC(d) is intended to 
correct for the inertia of the body of the anthropomorphic 
test device (ATD), full-body ATD tests are required to 
confirm these findings. The aim of this preliminary study 
was to quantify the risk of head and neck injury to 
combatants due to head-roof impacts using a full-body ATD 
under various velocity and body-borne mass conditions. 

METHODS 
Sled tests were used to replicate the vertical loading of a 
vehicle occupant during a head-roof impact. Although there 
are a number of scenarios during which head-roof impacts 
may occur during an UB blast event, the focus of this study 
was head impacts due to the relative motion of the occupant 
and the vehicle hull due to looseness of the harness. An 
FAA 50th percentile ATD was positioned horizontally (i.e. 
lying supine, with knees bent) on two layers of Teflon 
sheeting on a flatbed sled. To mimic vertical loading, the 
sled was accelerated until travelling at the desired velocity, 
at which point the crown of the ATD impacted a rigid 
barrier, and the sled continued to slide beneath the barrier. 
The ATD was free to move during the impact as the Teflon 
sheeting minimised any friction between the ATD and the 
flatbed sled. For each test the ATD was wearing a combat 
uniform, military helmet and body armour (BA). 

Tests were performed at three impact velocities: 1, 3 and 
5 m/s, chosen based on analysis of live-fire blast events and 
the previous FMH study results [2]. In order to quantify any 
influence of greater body-borne mass on the potential for 
head and neck injury, two BA configurations were used: 
BABaseline (7.2 kg) and BAHeavy (20.4 kg). The BAHeavy 
condition was only tested at 1 m/s due to the anticipated 
greater injury risk and included an instrumented BA pouch 
mass to compare the relative acceleration of the ATD chest 
and the BA mass. All tests were performed three times. The 
ATD head and neck outputs were assessed against injury 
assessment reference values (IARVs). The HIC, peak neck 
axial compression (-Fz) and peak neck extension moment at 
the occipital condyles (-MOCy) results are shown herein 
with thresholds of 1000, -4 kN and -97 Nm respectively.  
RESULTS AND DISCUSSION 

Twelve sled tests were performed during this preliminary 
test series. The HIC was well below the threshold value for 
each all conditions tested, however the neck IARVs were 
exceeded for impacts at 3 and 5 m/s (Figure 1). The peak 
-Fz values occurred 7 to 15 ms before the peak -MOCy 
values for all impacts. Linear regression analysis of the 
BABaseline results indicated that the -Fz threshold of -4 kN 
would be exceeded at an impact velocity of 1.7 m/s 
(R2 = 0.98) when BABaseline is worn.  

Figure 1: Mean HIC and peak neck compression and 
extension values for all tests with SD shown as error bars. 

The addition of the BAHeavy had little effect on the HIC or 
peak -Fz values at 1 m/s; however the mean peak -MOCy 
was ~15 Nm greater with the heavy BA, yet still below the 
IARV. The mean peak acceleration of the BAHeavy mass was 
3.4 g lower and occurred 30 ms later, than the mean ATD 
chest acceleration, indicating decoupling of the body-borne 
mass and the ATD. 

The mass of the FAA 50th percentile ATD is equivalent to 
only the 25th percentile Australian Army male combatant 
[3], thus further tests will be used to examine the effect of 
varying occupant mass to quantify the risk to heavier 
occupants. The calculated HIC values were much lower than 
the HIC(d) values predicted in the previous FMH study [2]. 
This difference also requires further investigation. 

CONCLUSIONS 
The current preliminary study of head impacts replicating 
UB blasts events shows that neck IARVs are exceeded at 
lower velocities than the HIC. Initial results indicate that for 
impacts at 1 m/s, a higher BA mass does not result in a 
considerably greater injury risk. Further research is required 
to explore the risks associated with increased occupant 
mass. 
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INTRODUCTION  
Helmets used in youth ice hockey are required to meet the 
same performance standards as adult ice hockey helmets, 
which are based on adult impact data [1,2]. The CSA and 
ASTM ice performance standards require an ice hockey 
helmet to be drop tested onto a rigid steel anvil from a 
height of 1.0 m at several sites: front, front boss, side, rear, 
rear boss and crown. 

Few studies have investigated helmet impacts in youth ice 
hockey [3-5]. Mihalik et al. [3] reported that impacts to the 
crown of the helmet were more likely to be greater than 80 g 
in magnitude. More recently, Teel et al. [5] reported that 
impacts greater than 45 g were more likely for impacts to 
the rear and crown of the helmet; however, impacts greater 
than 4 krad/s2 were more likely for rear and side helmet 
impacts. Hutchison et al. [6] analysed footage of 197 
National Hockey League (NHL) concussion cases, of which 
almost all involved contact with an opposing player (88%) 
with contact to the head initiated by the shoulder, elbow and 
gloves in 42%, 15% and 5% of all cases, respectively. Of 
the 158 cases involving contact with an opposing player, the 
lateral aspects of the head or torso were the most common 
body part of initial contact (58%). 

METHODS 
A previously compiled video database of 7260 player-to-
player contact cases from 22 bantam ice hockey games was 
searched for all cases involving helmet contact. Identified 
helmet contacts were initially analysed to establish the 
circumstances of contact: location of contact event within 
rink; whether the contacted player was playing offence or 
defence; whether a penalty was awarded; whether the 
contacted player was in possession of the puck. In addition, 
the characteristics of contact were identified: helmet contact 
site and impact surface. No injury data were available. 

RESULTS AND DISCUSSION 
A total of 260 helmet contact cases were identified, which 
represented 3.6% of all player-to-player contacts at a rate of 
11.8 helmet contacts per game. One third of all helmet 
contacts occurred to defensive players (33%), whereas 62% 
and 6% of helmet contacts were sustained by offensive and 
neutral players, respectively. Over half of all helmet 
contacts were sustained by players in possession of the puck 
(57%). Only 12% of all cases resulted in a penalty. Most 
cases occurred in close proximity to the boards (61%), 
whereas 39% occurred on open ice. Similarly, Mihalik et al. 
[4] reported 37% of youth ice hockey collisions occurred on 
the open ice, which were associated with significantly 
higher linear and angular head accelerations compared to 
collisions along the boards. 

Figure 1: Characteristics of primary helmet contacts. 

All 260 cases were analysed to identify helmet contact site 
and impact surface (Figure 1). Over half of all contacts were 
to the side of the helmet (55%), followed by the rear (32%), 
cage (28%), front (3%) and crown (3%). The body part of an 
opposing player was the primary impact surface in 74% of 
all cases with the most common being shoulder (31%), 
elbow (14%), glove (13%) and helmet (12%), which are 
similar impact surfaces to concussion cases in the NHL [6]. 
The impact surface was the glass and boards for 17% and 
11% of all cases, respectively. A secondary contact occurred 
in 13% of all cases, of which 57% were to the side of the 
helmet followed by the rear (20%), cage (17%) and front 
(6%). In contrast to primary helmet contacts, the most 
common secondary impact surface was glass (49%) 
followed by body parts of opposing player (29%), boards 
(11%) and ice (11%). 

CONCLUSIONS 
Helmet contacts in youth ice hockey are typically to the 
side, rear and cage from padded body parts of opposing 
players. Further investigation with accompanying injury 
data is required to determine if helmet performance 
standards should include impacts to the cage and 
representative impacts by compliant surfaces to simulate 
impacts to padded body parts of opposing players. 
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INTRODUCTION  

Frequently wrist motion is studied and described in the 
planes of flexion-extension and radioulnar deviation. 
However, many activities of daily living occur in a motion 
termed a dart throwing motion.  For example hammering a 
nail, combing hair, wringing a washcloth, tying a shoe and 
pouring from a pitcher are all performed with the wrist 
moving from radial extension to ulnar flexion. The purpose 
of this review is to summarize how carpal motion is affected 
by the dart throwing motion, to discuss the benefit of a dart 
throw motion in wrist rehabilitation and to support the 
inclusion of this motion in research studies. 

SUMMARY OF LITERATURE 

 Having a better understanding of the dart throwing motion 
and how the carpal bones move during this motion is 
important during surgical reconstruction of the wrist and 
physical rehabilitation.  We and others [1-4] have shown 
that during both planar wrist flexion-extension and 
radioulnar deviation the scaphoid and lunate flex and 
extend. Interesting, in the intact wrist, the amount of 
scaphoid and lunate motion is reduced during a dart throw 
style of motion to be as little as 25% of the global wrist 
motion [1]. If there is less intercarpal and carpal/radial 
motion during a dart throwing motion, there may be less 
force between the scaphoid and lunate and between these 
bones and the radius. Moritomo et al therefore suggested 
that wrist motion during rehabilitation following distal 
radius fracture or scapholunate injury and reconstruction 
might be best performed in a dart throwing orientation of 
motion [4]. The actual dart throw orientation that minimizes 
scaphoid and lunate motion varies among wrists but can be 
determined by palpation of the scaphoid tuberosity during 
various wrist motions [5].  The orientation with the least 
tuberosity motion may be preferable for a physical therapist 
to use during rehabilitation.  

The above suggested use of a dart throw motion during 
rehabilitation has also been based on several studies [5-6] 
which looked at the elongation of the dorsal and palmar 
portions of the scapholunate interosseous ligament (SLIL). 
The dart throw motion minimized SLIL elongation and 
therefore the force between the bones [6]. 

Dimitris et al [7] quantified the SLIL force during normal 
wrist motion. During wrist flexion-extension or a dart throw 
motion, the maximum SLIL force was as little as 20 N in 
wrists after the SLIL had been sectioned. However, these 
measurements were in wrists that initially had an intact 
SLIL. Thus, the secondary stabilizing structures could have 
continued to stabilize the scaphoid and lunate. 

Garcia-Elias et al [8] found, in vivo, during a dart throw 
motion in normal wrists, minimal scaphoid or lunate 
flexion-extension occurred. But in patients with SLIL 
damage, a gap between the two bones was observed. This 
led them to not recommend dart throw exercises unless the 
joint is stabilized with wires or screws.  More recently, we 
[9] compared the scapholunate gap magnitude during a dart 
throwing motion to planar flexion-extension or radioulnar 
deviation in wrists after the SLIL and other secondary 
stabilizers were sectioned.  The smallest gap was during the 
dart throw motion, suggesting that the forces causing 
separation of the bones are less during this motion. 
Although a dart throw motion alone may not reduce the 
scapholunate gap, if some motion is required during 
rehabilitation, it should be preferably done during a dart 
throw style of motion. 

Another potential benefit of the dart throw motion during 
rehabilitation is when a portion of the flexor carpi radialis 
(FCR) is used as an interposition graft in CMC surgery.  A 
dart throw motion requires less FCR tendon force than other 
motions, thus reducing its potential to tear[10].  

The importance of a dart throw motion is even seen with 
pisotriquetral arthritis. During a dart throwing motion 
greater FCU forces are required after removal of the 
pisiform [11].  

CONCLUSIONS  

The dart throw motion occurs commonly during our 
activities of daily living and appears to be an optimal motion 
following surgery and rehabilitation. This motion should be 
included in biomechanical assessments of various wrist 
injuries and treatments.   
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INTRODUCTION  
In the classical conception, the brachioradialis is a forearm 
supinator. The hypothesis of this study was that, at least in 
certain positions of elbow flexion and forearm rotation, the 
brachioradialis is, along with the biceps and brachialis, one 
of the main elbow flexors.  

METHODS 
Fifteen healthy male subjects accepted to participate in this 
monocentric interventional study. The mean age of the 
volunteers was 23.8 years (SD 1.8 years ; range : 19 to 26). 

The electromyographic recordings were performed using the 
system Noraxon Myosystem 2000®  (Noraxon, Scottsdale, 
USA) equipped with bipolar surface electrodes. The 
frequency of acquisition of the electromyographic signal 
was 1000Hz. 

The elbow flexion-extension isokinetic measurements were 
performed using a Cybex Norm® dynamometer (Computer 
Sports Medicine, Stoughton MA, USA), at a speed of 
60°/sec using an amplitude of 120°, starting from the 
anatomic zero position. 

RESULTS AND DISCUSSION 
The biceps, brachialis and brachioradialis muscles were 
electromyographically very active throughout resisted elbow 
flexion, in all three investigated positions of forearm 
rotation. At certain positions, the electromyographic 
activities were much higher than the maximal voluntary 
contraction signal. For what concerns specifically the 
brachioradialis, in all three forearm rotation investigated 
positions, the activity curves demonstrated a slow increase 
during the first part of elbow flexion, reaching in 73.3% of 
subjects its peak at the end of flexion ; in the remaining 
26.7%, the brachioradialis had a flat activity without 
significant peak. The activity was slightly higher in 
supination. 

This study therefore indirectly supports the idea that the 
brachioradialis is one of the main elbow flexors, especially 
when the elbow flexion is done with the forearm in 
supination. This observation could be important in clinical 
elbow and wrist surgical practice. 
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INTRODUCTION 
There is not only one scapholunate instability but a 
lot of instabilities that depend on the lesional 
spectrum. Scapholunate instability can be acute or 
chronic depending on the period since onset of 
trauma. It may be pre-dynamic, dynamic, static 
depending on whether there are radiological 
changes or not. It may be dissociative or non-
dissociative according to the presence or not of a 
scapholunar gap. The scapholunate stability is 
ensured by a set of ligamentary structures which 
organize anatomically and biomechanically a 
scapholunate (SL) complex. The scapholunate 
interosseous ligament (SLIOL) is the main 
stabilizer. However, there are capsular, extrinsic, 
interosseous secondary stabilizers located on the 
volar, dorsal or distal levels of the carpus. Their 
isolated or combined lesions will construct the 
lesional spectrum.  

ANATOMY AND BIOMECHANICS 
The Dorsal Capsulo-Scapholunate Septume 
(DCSS) is is a frenulum, linking the dorsal capsule, 
the dorsal radiocarpal crest and the dorsal part of 
the SLIOL. It probably participates to the stability 
of the SL space. A cadaveric study shows that the 
section of DCSS produces a arthroscopic SL 
predynamic instability (p<.001). 

EXAMINATIONS 
The treatment of the scapholunate instability will be 
conditioned by the repair of the various injured 
elements of the scapholunate complex. The 
diagnosis of these various and varied lesions is the 
first step. The arthroscanner seems to be the 
examination of choice to document a lesion of 
SLIOL (complete, partial, transfixing). The arthro-
MRI gives information about the integrity (or non-
integrity) of the capsular and / or extrinsic 
elements. Arthroscopy makes it possible to evaluate 
the scapholunate stability according to the shape 
and the enlargement of the midcarpal scapholunate 
space. Recently, Messina et al. specified the 
arthroscopic classification of Geissler and 
particularly its 3th stage.  

LESIONAL CLASSIFICATION
It seemed important for us to assess 
arthroscopically the extrinsic ligament status in 
order to determine the level of instability in the 
lesional spectrum. Using a four-stage extrinsic 
ligament lesion classification based on the tension 
state and fibers continuity, we proposed 
arthroscopic testing of all capsular and / or extrinsic 
ligaments accessible by this procedure: the 
radiocarpal part of the radio-scapho-capitate 
(RSC), the long radio-lunate,  the short radio-
lunate, the ulno-lunate, the ulno-triquetral, and the 
dorsal radio-carpal. Midcarpal arthroscopy enables 
assessment of the mid part of the RSC, the 
triquetro-capitate (TC), the scapho-trapezial (ST), 
and the dorsal inter-carpal (DIC), and finally (with 
an adaptation of this classification) the DCSS. 

The status of DCSS is graded in four stages 
according to the trampoline aspect and  to the fiber 
attachment.  (Stage S0: The DCSS presents an 
intact aspect. It’s normally tensed when palpated 
with a probe. All the fibers are continuous, with a 
typical aspect of cathedral arches; Stage S1: The 
DCSS is loosened when palpated with a probe. It 
presents partial detachments on the distal insertion 
with more than 50% continuous fibers; Stage S2: 
The DCSS is loosened when palpated with a probe. 
It presents partial detachments on distal insertion 
with less than 50% continuous fibers; Stage S3: The 
DCSS is totally torn. The scope introduced through 
MCR can pass directly from midcarpal to 
radiocarpal spaces.  
The lesional stage of the DCSS is correlated with 
the arthroscopic pre-dynamic scapholunate 
instability  stage  (p < .01)  

THERAPEUTICAL RELEVANCE
For the chronic predynamic SL instability, a 
(dorsal/volar/combined) arthroscopic 
reinforcement can be indicated in the same time 
and according to this arthroscopic extrinsic testing. 
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INTRODUCTION  
In cases of non-preservable or –reconstructable scaphoid 
bone as after multifragmentary fracture, avascular necrosis 
or failed  reconstruction after pseudoarthrosis, the treatment 
options are limited to partial wrist fusion, proximal row 
carpectomy (PRC) or implantation of a  spacer made of 
metal or pyrocarbon. However, all these options alter wrist 
biomechanics significantly and lead to reduced grip strength 
and mobility. Whereas arthrodesis exhibits the risk of non-
union, PRC does so for radio-capitate degeneration over 
time. On the other side, spacers do not prevent carpal 
collapse and are at risk to dislocate. 
Up to now no prosthetic replacement for the scaphoid exists 
which includes a close-to-anatomic ligament suspension. 
We hypothesize that a combination of a near anatomic 
scaphoid replacement with ligament suspension might 
overcome some of the abovementioned disadvantages of 
current treatment options. We present a possible solution 
using a patient-specific scaphoid replacement with FCR-
suspension to reconstruct the scapho-trapezial (STT) and 
scapho-lunate (SL) ligaments. 

METHODS 
Based on the mirrored healthy opposite wrist a prosthesis of 
the scaphoid was 3D-printed. The original scaphoid was 
removed and replaced by the prosthesis. One distally based 
half of the FCR was harvested and pulled through a tunnel 
along the longitudinal axis of the prosthesis from distal-
palmar to proximal-dorsal. It was then brought back to the 
palmar side through a sagittal drill hole in the lunate before 
it was sutured back to its origin. This techniqe suspends the 
prosthesis and reconstructs the dorsal and palmar aspects of 
the SL-ligament as well as the palmar scapho-trapezial 
ligaments [1]. 
In a first series with two cadaver wrists one prosthesis made 
of titanium and one made of ceramics were implanted this 
way.  
We qualitatively evaluated scaphoid-mobility under 
fluoroscopy to get an idea of the movements. We then took 
CT-scans of the wrist mounted on thermoplastic splints in 
five predefined positions (neutral, max. flexion, extension, 
radial- and ulnarduction) to evaluate scaphoid-excursions. 

Pre- and postinterventional CT-scans were compared with 
each other by evaluating the excursions of the longitudinal 
axes of the 3D-models of the 3rd metacarpal, scaphoid, 
lunate and capitate in relation to the radius. Pre- and 
postinterventional radio-scaphoid, radio-lunate, scapho-
lunate and luno-capitate angles were compared. 

RESULTS AND DISCUSSION 
The qualitative evaluation under fluoroscopy showed a 
harmonic motion pattern of the scaphoid with flexion during 
wrist flexion and radialduction and extension in the opposite 
directions. The scapho-lunate interval remained stable in all 
positions.  
Evaluation of the reproducibility of the mounting in 
thermoplast splints measured by the angle between the long 
axes of the radius and 3rd metacarpal showed differences 
between 0.25° and 5.5°. Differences of the measured angles 
ranged from 4.3° (neutral wrist position) to 12.5° (in 
extension). The extended wrist with the prosthesis showed 
5.5° more ulnarduction in the splint than the one with the 
original scaphoid which most probably contributed to the 
12.5° higher radio-scaphoid angle.  

CONCLUSIONS 
We found that the scaphoid prosthesis moved quite similar 
to the original scaphoid indicating that the anatomic shape 
and the suspension might help the prosthesis to move in a 
natural way and possibly prevent carpal collapse. Multi-
cyclic testing with more specimens and different materials 
will be necessary to draw more reliable conclusions about 
these encouraging first results. 
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INTRODUCTION  
Distal radius fractures account for around 15-20% of all 
fractures in extremities. Treatment options are 
wide, including close reduction and casting, open 
reduction and internal fixation, percutaneous pinning, 
and external fixation. Many studies have evaluated 
the biomechanical strength is different implants, 
including locking or non-locking plates, dorsal or volar 
plates, one plate or two plates, distal locking screws or pegs, 
intra-medullary nail or K-pins, internal fixation or 
external fixations in various fracture types. However, 
the results and conclusions differs between studies. Thus, 
in currently, there is no clear consensus as to which 
treatment modality is superior. 
This studies is conducted to evaluate the implications 
that can be drawn for the clinical daily routine in 
operative treatment of distal radius fractures, regarding the 
published biomechanical studies concerning implant 
systems within the literature. 
METHODS 
A literature search was conducted. The electronic databases 
of PubMed, Medline and Embase were explored [1]. During 
the process, several characteristics such as study subject, 
intervention, and publish type were identified. Key words 
including key words and variations using wildcard: radius, 
wrist injury, fracture, biomechanical, mechanical and 
fracture fixation are retrieved [2].  
After identification of 95 articles about biomechanical 
studies of implant systems for the treatment of distal 
radius fractures from a literature search, these 
articles were analysed concerning the specimens, the 
fracture model as well as the implants used. Among the 
21 articles, Stiffness and load-to-failure data were 
extracted from the manuscripts.  The quintessence 
was reviewed with regard to their clinical relevance. 

RESULTS AND DISCUSSION 

Long distal screws vs. short distal screws: 
Baumbach 2015, Liu 2014 and Wall 2012 

Distal screws vs. distal pegs 
Wall 2012, Mehling 2012, Weninger and Koh 2006 

One row vs. two rows distal locking screws 
Mair 2013, Drobetz 2013, Weninger 2011, Mehling 
2010 and Koh 2006 

Volar locking plates vs. intra-medullary nails 
Alluri 2015, Konstantinidis 2011, Capo 2009 and 
McCall 2007 

Volar locking plates vs. dorsal locking plates 
Rausch 2013, Gondusky 2011, Krukhaung 2009, 

Trease 2005 
Volar locking plates vs. dorsal non-locking plates 

Gondusky 2011, Kandemir 2008, Trease 2005 and 
Liporace 2005 

Volar locking plates vs. volar non-locking plates 
Gondusky 2011, Müller 2006, Blythe 2006, Trease 
2005 and Osada 2004 

Dorsal locking plates vs. dorsal non-locking plates 
Boswell 2007 and Trease 2005 

Table 1: Studies included for meta-analysis. 

Table 1 showed the studies eligible for meta-analysis in the 
21 studies. There were no difference between 75% vs. 100% 
of the distal locking screw length. Load to failure is 
significantly higher when using distal locking screws when 
compared to distal pegs. There was no significant difference 
when using two rows or one row distal locking screws. 
Intra-medullary devices had lower load to failure when 
comparing to volar fixed angle plates. There are also no 
significant difference when comparing volar locking plats to 
dorsal locking plates or dorsal non-locking plates regarding 
the stiffness and load to failure. However, volar locking 
plates have higher load to failure when compared to volar 
non-locking plates. 

CONCLUSIONS 
Biomechanically, regarding load to failure, distal locking 
screws are better than distal pegs, volar locking plates are 
better than intra-medullary nails, and volar locking plates 
are better than volar non-locking plates. There are no 
obvious advantage either when using distal screws of more 
than 75% of full length or when using locking plate volarly 
or dorsally. 
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INTRODUCTION  
If vertical jumping is modeled as a mass-spring-mass system 
the distribution of the body mass between the upper and 
lower masses strongly influences jump height.  Indeed the 
highest jumps occur with the upper mass being the heaviest, 
due to greater impulse being generated with a heavier upper 
mass compared with a lighter upper mass.  Clearly human 
jumping is more complex than a simple mass-spring-mass 
system but analysis of that simple system raises questions 
about the influence of upper body mass on vertical jump 
performance.  Therefore the purpose of this study was to use 
a simulation model of maximal human vertical jumping to 
examine the influence of upper body inertial properties on 
jump performance. 

METHODS 
A previously validated model of jumping was used in this 
study [1].  The model consisted of four rigid links (foot, 
shank, thigh, and a combined head, arms, and trunk), with 
the simulated jumps assumed to be bi-laterally symmetrical 
and therefore simulations of motion were for the sagittal 
plane only.  The segments of the model are connected by 
frictionless hinge joints, with the foot connected to the 
ground at the metatarsal-phalangeal joint via a rotational 
spring-damper.  The model was actuated by eight models of 
the muscles of the lower limb.  The muscles were modeled 
using a Hill-type model, and had a series elastic component 
representing the tendon, and a contractile component 
representing the function of the muscle fibers. 

The model was an optimal control model where the 
sequence of muscle activations was determined so that the 
model jump height was maximized.  The objective function 
was, 
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Where, 

00,   - initial segment angles and angular velocities, u – 

sequence of neural excitations to muscle models, q0 - initial 
active state of muscle models, CMY  - vertical location of the 

center of mass at the time of take-off ( ft ), and CMY  is the 

vertical velocity of the center of mass at the time of take-off. 

The inertial properties of the segments in the model were 
based on the data collected on 10 male experimental 
subjects (age 23.9 ± 2.7 years; height 1.83 ± 0.06 m; body 
mass 85.5 ± 17.4 kg).  For each subject their segmental 
inertial properties were determined by modelling the 
segments as series of geometric solids [3]. 

The model simulated jump performance with constant lower 
limb inertial properties, but with varying properties of the 
model component representing the head, arms, and trunk 
(HAT).  The original HAT inertial properties was the mean 

value from the experimental subjects, for the other 
simulations, for the other conditions heavy, light and 
negligible HAT length and center of mass position were 
maintained but segment mass and moment of inertia 
changed to reflect the variability inherent in human body 
segments [2]. 

RESULTS AND DISCUSSION 
The changes in body segment inertial properties, Table 1, 
produced changes in jump height.  Jump kinematics for 
three of the conditions (Original, Heavy, and Light) were 
similar to those of the experimental subjects; for example 
they had the same proximal to distal sequencing of joint 
extensions.  The model with negligible HAT inertial 
properties produced a jump whose kinematics were not the 
same as seen in maximum jumps, and a jump height that 
was only 9.3% greater than the jump height compared with 
the original model.  Jump height was reduced for the Heavy 
condition (-9.8%), and increased for the Light condition 
(3.1%).  These changes indicate that athletes seeking to 
jump as high as possible may not need to pay too much 
attention to their upper body mass, although it is appreciated 
that in regular jumping arm swing can contribute to jump 
height [4] 

Table 1: Trunk inertial properties for the four conditions. 
Mass 
(kg) 

Moment of Inertia 
(kg.m2) 

HAT - Original 46.8 2.01
HAT - Heavy 59.8 3.16
HAT – Light 39.5 1.91
HAT – Negligible 3.00 0.60

N.B. - moment of inertia is relative to trunk center of mass. 

CONCLUSIONS 
Human jumping is more complex than the motion of a 
simple mass-spring-mass system, however these results 
were similar to mass-spring-mass findings.  Increases in 
HAT inertial properties do not decrease jump height to such 
a large extent, as this additional load can lead to a longer 
propulsive phase and therefore greater impulse, and 
therefore jump height.  In contrast a reduction in HAT 
inertial properties does not result in great increases in jump 
height, indicating that with the lower inertia to accelerate the 
impulse is somewhat reduced. 
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INTRODUCTION  
Strength training is used for injury prevention and 
rehabilitation to enhance general fitness and increase the 
level of performance in competitive sport [1]. For adaptation 
of the soft tissues, a certain level of functional loading is 
required to allow for biological adaptation. As a result, it is 
important to understand the internal loading conditions, as 
well as their modulators, in order to ensure for positive 
adaptation and avoid overload of the tissue. Therefore, the 
aim of this study was to determine the level of muscle forces 
that are active during deadlifts (DLs), goodmornings (GMs) 
and split squats (SQs). 

METHODS 
In total, 24 subjects (25 ± 4 years, 73 ± 11kg, 1.78 ± 0.07m) 
experienced in strength training were analysed while 
performing either DLs and GMs or SQs. DLs were 
performed with an extra load on the barbell of 25% and 50% 
of subject’s bodyweight, while GMs and SQ were executed 
using 25% extra load only. The stride length of the SQs was 
equal to 70% of subject’s leg length and the tibial angle 
maximal 90° to the ground floor. Body motion was captured 
using 12 Vicon cameras (OMG, UK) at 100Hz, while the 
ground reaction forces were measured under each foot using 
two 400x600mm force plates (Kistler, CH) at 2kHz. All 
subjects performed standardized basic motion tasks to 
functionally determine the centres (hips and ankle joints) 
and axes (knee joint) of rotation [2]. In OpenSim, an 
adapted standard and widely used musculoskeletal model 
(“Gait2392_simbody” [3]) including 14 body segments, 29 
degrees of freedom (including 3 DoFs in each knee and 
ankle joint) was scaled to each subject’s individual segment 
length, based on the hip, knee and ankle joints, as well as the 
skin markers and pre-calculated joint angles. 
Muscle forces in the Quadriceps and Hamstrings muscles 
were evaluated during DLs, GMs, and SQs (in both the front 
and rear limbs) and plotted as a function of the knee angle. 
Maximal muscle forces were compared between the 
exercises. 

RESULTS AND DISCUSSION 
All trials in all subjects could be successfully simulated. 
GMs, DLs and SQs resulted in different Quadriceps muscle 
forces (Figure 1). During GM almost no forces in the 
quadriceps were observed.  
During all the examined exercises, the force of 
Semitendinosus muscle remained low (< 5 N/kg) compared 
to other muscles, with the highest muscle force observed 
when performing DLs with 50% additional weight. During 
GMs, the RoM of the Hamstrings remained rather low. 
Furthermore, the long and short head of biceps femoris, and 
m. semimembranosus muscles were all loaded, but only the
short head of biceps femoris produced a force that was 
significantly higher in SQs and GMs than during DLs 

Figure 1: Muscle forces normalised to each subject’s 
bodyweight as a function of knee flexion angles for the 
exercises goodmornings (GMs), deadlifts (DLs) and split 
squats (SQs). The four parts of the Quadriceps muscles are 
shown: m rectus femoris in blue; m. vastus intermedius in 
red; m vasuts lateralis in purple; m. vastus medialis in green, 
together with the four parts of the Hamstring muscles: m. 
biceps femoris long head in blue; m. biceps femoris short 
head in red; m. semimembranosus in purple; m. 
semitendinosus in green. 

CONCLUSIONS 
Until now, muscle forces acting during strength exercises 
were almost unknown. The results of this study provide 
coaches and physiotherapists the ability to choose a 
performance targeted strength-training design for athletes 
training or patients during rehabilitation with a minimal risk 
of injury. 
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INTRODUCTION 
Central to athlete power development is strength training. 
Velocity based training provides an alternative means to 
develop power within athletes. Optimizing exercise 
selection throughout training cycles is needed to safely 
and efficiently train athletes. The purpose of this study 
was to determine which lift and velocity range provide the 
highest levels of power and force production. The question 
posed whether one lift is better than another for average 
power, peak power, partial peak power, and force outputs 
and how the lift velocity impacts the lift outputs. 

METHODS 
Participants included 7 highly trained strength 
professionals. The study paired 3 sets of power lifting 
exercises: deadlift (DL) and back squat (SQ), power clean 
(PC) and hang clean (HC), and power clean (PC) and 
clean pull (CP). Velocity ranges, 0.5-0.75 m/s, 0.75-1.0 m/
s, and 1.0-1.3 m/s were used. A portable power analyzer 
was used to collect the data. Data were scaled for body 
mass and lift load [1,2]. A 2 x 3 ANOVA with post-hoc 
test investigated the data.  

RESULTS AND DISCUSSION 
A two-way ANOVA of lift type (DL, SQ) and velocity (0.5-
0.75, 0.75-1.0, and 1.0-1.3) on the DV of average power, 
peak power, partial peak power, and force was conducted. 
A significant main effect of DL vs. SQ on average power 
(F(1, 66) = 18.25, p < .0000), peak power (F(1, 66) = , p < 
.0000), partial peak power (F(1, 66) = 7.88, p=.0066), and 
peak power (F(1, 66) = 13.65, p < .0004) was found. 
Significant main effect of lift velocity on average power 
(F(2, 66) = 220.04, p < .000), partial peak power (F (2, 66) 
=178.43), p=<.0000, peak power (F(2, 66) = 159.46, p < 
.0000), and force (F(2, 66) = 155.34, p < .000) was found. 
The main effect of lift type on average power was 
significant F(1x2, 71) = 6.2989 p= .0031. Tukey-Kramer 
HSD indicated that the slower velocity was better than the 
higher paired velocity in gernetating average power, partial 
peak power, peak power, and force when compainrg the DL 
and SQ. The interaction of velocity on lift type was 
significant for average power F(1x2, 89) = 6.30, p < .0013). 

A two-way ANOVA of lift type (PC, CP) and velocity (0.5-
0.75, 0.75-1.0, and 1.0-1.3) on the DV of average power, 
peak power, partial peak power, and force was conducted. 
A significant main effect for lift type of PC vs. CP on 
average power (F(1, 84) =  30.32, p < .0000), partial peak 
power (F(1,84) =26.09, p <.0000), peak power (F(1,76) = 
25.60, p < .0000). and force (F(1, 84) = 34.42, p <.0000) 
was found. Significant main effect of lift velocity between 
PC and CP on average power (F(2, 84) =  36.54, p < .0000), 
peak power (F(2, 84) = 36.54, p < .0000), partial peak 
power (F(2, 84) = 27.71, p <.0000), and peak power (F(2, 

84) =  27.27, p < .000), and force (F(2, 84) = 30.16, p <
.0000) was found. Tukey-Kramer HSD indicated that .5-.75 
m/s and 0.75-1.0 m/s were better compared to 1.0-1.3 m/s 
in gernetating average power, partial peak power, peak 
power, and force when compainrg the PC and CP. The 
interaction of velocity on lift type (PC vs. CP) was 
significant for partial peak power F(1x2, 89) = 7.17, p < 
.0013). 

A two-way ANOVA of lift type (PC, HC) and velocity 
(0.5-0.75, 0.75-1.0, and 1.0-1.3) on the DV of average 
power, peak power, partial peak power, and force was 
conducted. No significant main effects for lift type 
between PC vs. HC for average power, peak power, partial 
peak power, and force were found. A significant main 
effect of lift velocity of PC vs. HC on average power (F(2, 
76) = 2.76, p < .0000), p < .000),  peak power (F (2, 76) =
25.09, p <.0000), and force (F(2, 76) = 17.55, p < .000) 
was found. Tukey-Kramer HSD indicated that the 
slower velocity was better than the higher paired 
velocity in generating average power and peak power 
when comparing the PC and HC. Partial peak power and 
force were better when using 0.5-0.75 m/s than 1.0-1.3 
m/s when comparing the PC and HC according to 
Tukey-Kramer HSD. 

CONCLUSIONS 
Lift choice did matter for average power, partial peak 
power, peak power, and force when selecting lifts from the 
following combinations: DL and SQ, PC and HC, and PC 
and CP. DL was better than the SQ and, PC was better 
than CP for generating average power, partial peak power, 
peak power, and force. Velocity range mattered in average 
power, force, and partial peak power in some but not all. 
Slower velocities were better for generating average 
power, partial peak power, peak power, and force between 
the DL and SQ and the PC and the CP. Lift choice and 
velocity interaction were not significant for these paired 
combinations. Understanding which lift and velocity range 
are better in generating power and force outputs will 
optimize exercise selection for athletes throughout their 
training cycles.  
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INTRODUCTION  
The time between successive foot-ground contacts during 
running (stride interval) displays long-range correlations 
that breakdown in the presence of fatigue [1,2]. The 
presence of these long-range correlations is considered a 
sign of a healthy functioning motor control system [3]. In 
contrast, breakdown of these long-range correlations is 
associated with fatigue and injury [1,2]. Monitoring stride 
interval long-range correlations may be a means for tracking 
performance deficits in athletes at risk of developing 
overtraining syndrome during periods of heaving training 
[1]. Therefore, the aim of this study was to investigate 
whether a state of temporary overtraining (termed functional 
overreaching) can be identified using stride interval long-
range correlations measured at different running speeds. 

METHODS 
Ten trained male runners (age: 35.8±10.0 years; mass: 
77.3±10.0 kg) completed three training blocks in a fixed 
order. The training consisted of one week of light training 
(baseline), two weeks of heavy training designed to induce 
functional overreaching, and ten days of light taper training 
designed to allow athletes to recover from the effects of 
heavy training. Running performance was assessed at the 
completion of each training phase using a 5-km treadmill 
time trial and deficits in trial performance were used to 
confirm the presence of functional overreaching [2].  

Stride intervals were assessed after each training phase at 
slow (65% maximum heart rate) and fast (85% maximum 
heart rate) treadmill running speeds. Force-sensitive 
resistors positioned under the heel and forefoot recorded 
foot contacts wirelessly at 2000 Hz (Trigno™, DelSys Inc, 
Natick, USA). Foot-ground contacts were identified using 
the findpeaks function in MATLAB (R2013a, MathWorks, 
Natick, MA) and stride intervals were calculated as the time 
between successive peaks [2]. This process generated a 
series of 300 strides for analysis at each running speed.  

The long-range correlation strength of each stride interval 
time series was determined using detrended fluctuation 
analysis [1-3]. First, the integrated times series was divided 
into bins of length n. In each bin, a least squares line was fit 
to the data to represent the local trend. The integrated times 
series was then detrended by subtracting the local trend in 
each bin. Finally, the root-mean-square fluctuation of this 
integrated and detrended time series was calculated across 
all bins lengths from n=4 to n=30 strides. The coefficient (α) 
relating fluctuations to bin length on a log-log plot was used 
to assess the degree of long-range correlations [5]. A 
running stride with long-range correlations across all times 
in a time-series has a scaling exponent α=1.0, while stride-

to-stride fluctuations that occur in an entirely unpredictable 
sequence have a scaling exponent α=0.5.  

RESULTS AND DISCUSSION 
Heavy training induced a state of functional overreaching in 
the runners as evidenced by a decline in time trial 
performance (standardized mean difference [SMD]: -0.15; 
P<0.001; Table 1). Time trial performance recovered 
following taper training and was improved relative to 
baseline training status (SMD: 0.16; P=0.002; Table 1). 
Heavy training caused reductions in α coefficients (SMD: 
-0.56; P=0.011) that persisted following completion of taper 
training (SMD: -0.77; P=0.002). There was no main effect 
of speed (P=0.352) nor a session*speed interaction 
(P=0.243). There was a moderate within-subject correlation 
between changes in time trial performance and changes in 
stride interval α coefficient at the slow (r -0.46; P=0.047) 
but not fast running speed (P=0.711). 

Table 1: Outcomes at baseline, post-heavy training (HT), 
and post-taper training (TP). HRmax, maximum heart rate. 
a Increased from baseline (P<0.05).  
b Decreased from baseline (P<0.05).  

Baseline Post-HT Post-TP 
Time trial (s) 1165±144 1187±145a 1143±138b

α coefficient 
(slow speed) 0.75±0.11 0.64±0.11b 0.64±0.09b 

α coefficient 
(fast speed) 0.68±0.13 0.66±0.22 0.60±0.14 

CONCLUSIONS 
Both time trial performance and stride interval long-range 
correlations were reduced due to functional overreaching. 
Changes in stride interval correlation strength at 65% but 
not 85% maximum heart rate were moderately effective at 
tracking deficits in time trial performance. However, 
reductions in stride interval correlation strength had not 
recovered ten days after cessation of heavy training. Thus, 
functional overreaching may have detrimental effects on 
motor control that persist even after measurements of athlete 
performance suggest complete recovery has occurred.  
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INTRODUCTION  
On average, female runners with patellofemoral pain have 
weaker hip abductors than healthy, matched controls [1], as 
well as compared to their unaffected limb [2].  Females with 
patellofemoral pain also appear to run with greater hip 
adduction compared to uninjured females [3].  This led to 
the hypothesis that hip abduction strength was significantly 
correlated to hip adduction during running.  However, a 6-8 
week hip strengthening program does not appear to 
significantly change running kinematics [4], calling into 
question the relationship between strength and kinematics.   

To date, studies investigating this relationship have either 
been longitudinal or cross-sectional in nature.  Investigating 
kinematic differences after an immediate change in hip 
strength would help better define this relationship. 
Therefore, the purpose of this study was to investigate the 
immediate effect of hip abductor fatigue on running 
kinematics in healthy runners.  

METHODS 
To date, 5 runners in this study have been analyzed, 3 
females and 2 males (age: 31.0 ± 8.0 years).  Thirty-nine 
reflective markers were placed on these runners who ran 
continuous overground laps in the laboratory while whole-
body kinematic data were collected at 200 Hz using a 10-
camera motion capture system (Motion Analysis Corp.). 

Isometric hip abduction strength was measured sidelying in 
0-degrees of abduction on a Biodex System 3 Dynamometer 
(Biodex Medical Systems) at 4 time points: before the first 
bout of running, immediately before the fatigue protocol, 
immediately after the fatigue protocol, and after the second 
bout of running.  For each test, subjects pushed maximally 
for 5-seconds.  Maximal torque was normalized by 
bodyweight for analysis. 

For the fatigue protocol, subjects again laid sidelying on the 
Biodex Dynamometer.  Subjects were instructed to 
maximally push in the direction of abduction while the 
dynamometer passively rotated up and down through a 30° 
range of motion at 30° per second for 2 minutes.  A previous 
validation study in the Motion Analysis Laboratory 
demonstrated that this fatigue protocol decreased hip 
abduction strength by 27% immediately, and that hip 
abduction strength remained 10% lower than baseline 10 
minutes after the fatigue protocol.   

Immediately after fatigue, subjects again ran continuous laps 
in the laboratory while whole-body kinematics were 
collected. 

Paired t-tests compared angular excursion and peak angles 
of the knee, hip, pelvis, and trunk before and after hip 
abductor fatigue.  For all tests, the family-wise alpha-level 
was set to .05. 

RESULTS AND DISCUSSION 
Immediately after the hip abductor fatigue protocol, 
normalized hip abduction strength was 37% ± 13% lower 
than immediately before the test (pre-fatigue: 1.69 ± .29 
Nm/kg; post-fatigue: 1.08 ± .22 Nm/kg), p = .02.  After the 
second bout of running, hip abduction strength remained 8% 
± 1% lower than baseline (post-run: 1.57 ± .11 Nm/kg). 

Angular excursion of the knee, hip, pelvis, and trunk did not 
significantly change after fatigue.  Peak ipsilateral trunk lean 
was significantly greater after the fatigue protocol (pre-
fatigue: 3.1° ± 1.9°; post-fatigue: 3.6° ± 2.2°), p = .02.  No 
differences were seen in any other kinematic variable. 

Increased peak ipsilateral trunk lean may be a compensation 
to decrease the force needed from the hip abductors by 
decreasing the moment arm of the body’s center of mass. 
Hip adduction and internal rotation were not changed after 
hip abductor fatigue, which may suggest that the body 
prefers to compensate superiorly at the trunk in order to not 
sacrifice the runner’s ingrained motor pattern of the lower 
extremities.  More data from this study is needed to support 
this hypothesis. 

CONCLUSIONS 
Despite a significant reduction in hip abduction strength that 
remained after the second bout of running, no changes were 
seen in hip adduction or hip internal rotation during running.  
Greater peak ipsilateral trunk lean during running was seen 
in runners after hip abductor fatigue, which may suggest a 
superiorly-directed compensation pattern. 
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INTRODUCTION  
Falls are the leading cause of both fatal and nonfatal injuries 
in elderly people [1], resulting in approximately $31 billion 
in medical costs annually in the U.S. [2]. These injuries 
motivate balance control studies focused on identifying 
prevention strategies for reducing the number of fall events. 
Experimental methods provide data about subjects’ 
kinematic response to a loss of balance. However, 
simulations can offer additional insights, and may be used to 
make predictions about functional outcomes of various 
interventions. To make these predictions, simulations 
require accurate musculoskeletal modeling and robust 
control-system architecture. Several approaches already 
exist in biomechanics to generate accurate models on a 
subject-by-subject basis. Moreover, roboticists have 
developed control systems approaches for humanoid robots 
simultaneously accomplishing multiple complex tasks, 
including balance recovery [3]. Predictive subject-specific 
simulations of balance recovery can be generated by 
synthesizing approaches from both fields of study and 
creating surrogate models of task-level coordination from 
experimental data. 

Related to fall prevention, roboticists use the Zero-Moment 
Point (ZMP) concept [4] to maintain dynamic stability 
during inherently unstable tasks, such as stepping and gait. 
In human balance recovery, stepping is one of the primary 
reflexes used when it becomes impossible to keep the center 
of mass (CoM) over the base of support (BoS) [5]. The 
step(s) redefine the area of the BoS in the horizontal plane to 
maintain control of the CoM, thereby preventing a fall. 

In this study, we investigated the potential of using the ZMP 
approach for simulating human balance recovery during 
single-leg stance in response to perturbations at the BoS. 
Specifically, we examined support surface perturbations 
large enough to destabilize the subject (and model) to the 
point of making it impossible to recover balance without 
stepping. Our goal was to determine whether the ZMP 
approach could control the task-level motion of the model to 
generate a predictive, closed-loop simulation of stepping 
response that matches the subject’s own balance recovery. 

METHODS 
Experimental motion data was collected (female 25 yrs | 
1.72 m | 68.0 kg) during perturbation from single-leg stance. 
An OpenSim [6] 3D model with 17 degrees of freedom was 
scaled to match the subject. Trials in which a step was 
necessary to recover balance after perturbation (anterior | 6 
cm | 40 cm/s) were identified and inverse kinematics 
determined model kinematics by matching the recorded 
marker trajectories. Body kinematics determined the body 
segment center of mass positions during the motion. The 
experimental positions of the CoM, swing foot, and torso 
were represented by surrogate second-order polynomial 
response surfaces in the anterior, vertical, and lateral 
directions, which defined these bodies’ predicted motions. 

Proportional-integral-derivative (PID) controllers were used 
to calculate the task vectors needed to move the model by 
reducing errors between surrogate response surfaces and 
predicted body kinematics. The CoM horizontal plane 
position was controlled to be above the ZMP position, while 
vertical position followed its surrogate response surface. 
ZMP position was calculated from residual forces and 
moments acting on the pelvis [7]. Robotic control systems 
generated prioritized joint torques necessary for synthesizing 
the subject-specific stepping response [3]. 

RESULTS AND DISCUSSION 
The simulations resulted in a predicted stepping response to 
perturbation at the BoS (Figure 1). CoM position was 
predicted well with the smallest RMS error (0.6 cm in the 
horizontal plane) among the 3 tasks. The ZMP control 
played a crucial role in the predicted CoM position. The 
largest RMS error (3.4 cm) was observed for the swing 
foot’s vertical position, which undergoes the largest 
accelerations of the bodies during the stepping response.  

Figure 1: (a) Comparison of experimental motion (green) 
and predictive simulation (red); (b) root-mean-square 
(RMS) error between experiment and predictive simulation. 

CONCLUSIONS 
ZMP control with surrogate response surfaces is an effective 
approach for simulations predicting task-level stepping 
response during balance recovery. Future work will explore 
the role that ZMP trajectories play in decision making for 
stepping response during balance recovery and gait. 
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INTRODUCTION  
Plantar coordinate system and center of pressure (COP) 
trajectory has been studied by a number of researchers 
recently (e.g. Pataky et al 2014). In Khoury et al. (2015), the 
authors demonstrated that placement of an orthotic allowed 
direct control of the COP trajectory and this feature could 
have implications for implant design and clinical practice. 
To fully benefit from this feature, it is necessary to develop 
an accurate method of mapping the COP trajectory. The 
purpose of this study was to investigate a method for the 
detailing the beginning and end of the COP trajectory. 

METHODS 
1. Reference system for mapping COP trajectory

Two anthropometric marks, the 2nd metatarsal head and the 
conjugate pternion, were marked by a set of custom-
fabricated devices and targets placed on these locations 
before a gait trial. These targets defined the medial foot 
coordinate reference axis (MFCRA) and established two 
reference marks for the COP trajectory on the 
pedobarographic image. In mapping exercises, relative 
position of points could be recorded as vectors (magnitude 
and direction) based on a Cartesian Reference Frame. 
Utilizing the 2nd Metatarsal as the coordinate reference 
system origin and the line connecting the two marks as the 
x-axis, the beginning point (BP) and terminus point (TP) of 
the COP trajectory could be mapped precisely. Also, their 
location could be identified as medial positive (M+ve), 
medial negative (M–ve), lateral positive (L+ve) and lateral 
negative (L–ve). The direction is measured from the medial 
foot axis. Example, a BP of L-ve in Figure 1 has a value of 
40 degrees while the TP of L-ve has a value of 70 degrees. 

2. Protocol
Two fall-free and two occasional fall subjects (age: 68-73 
yrs) were recruited for this investigation. After locating the 
2nd metatarsal head (2ndMH) and the conjugate pternion 
(ConP) they were marked and targeted before the gait trial. 
The ConP position was determined by extending the 
pternion to the edge of the plantar surface and then 
transferring it onto the medial foot axis 2 cm from the edge. 
The medial foot axis (MFA) line was drawn connecting the 
two marks on the plantar surface pedobarograph. Plantar 
pressure data were collected for normal-speed gait at the 
20th step of a 25 step gait trial using a TekScan pressure-
sensing floor mat. 

F-scan Research ver.6.70-03 and custom software were used 
to record the pedobarographic image and digitize the vector 
relating to the BP and TP of the COP trajectory. 

RESULTS AND DISCUSSION 
Figure 1 showed: the target imprints, the medial foot (MF) 
axis, lateral positive, lateral negative, medial positive, 
medial negative and the beginning and end position (TP) of 
the COP trajectory. 

Figure 1: Sample of the pedobarographic image showing the BP 
and TP location of the COP trajectory. 

Table 1: TP detail of COP trajectory of four test subjects. 

COP Trajectory Terminus Point details 

ID Location Distance 
(cm) 

Ailment Fall (frequency 
in the past year) 

1R L-ve 7 3.1 Arthritis in 
large toe 

Tripping on 
stairs (2) 

2R L-ve 6 2.2 Previously 
broken large toe 

Unsteady for 
downslope 

3R L+ve 4 3.6 Arthritis in the 
large toe 

Tripping on 
stairs (1). 

4L L+ve 3 2.0 Over-sized 
Bunion 

Unstable gait 

The direction of the BP and TP from the respective 
anthropometric marks was provided in 10 degree 
increments. In Table 1, subject 1 (right foot) and subject 3 
(right foot) had one or more falls in the past year.  

The ability to determine the 2ndMH and the ConP on the 
pedobarographic image enabled accurate mapping of the BP 
and TP of the COP trajectory. Accurate mapping and 
description of these features enabled evaluation of gait 
changes in older adults. The information also allowed the 
design of shoes and insole to change the position of these 
features, thus reducing the likelihood of unstable gait or 
falls.  

CONCLUSIONS 
The aim of the research was to determine a suitable method 
of collecting accurate details the BP and TP of COP 
trajectory. The result was a set of details necessary for the 
study of COP trajectory. The method will be used to collect 
data of 50 older adults in the near future. 
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INTRODUCTION 
Falls are a leading cause of disability in older people. In the 
laboratory, slower and more variable gait patterns are 
associated with reduced quality of life, greater disability, 
increased fall-risk and mortality [1]. However, clinical gait 
assessments may represent “optimal” walking under 
standardized conditions rather than usual performances [2]. 
It is not known if daily-life gait provides a better indicator of 
fall-risk than clinical gait assessments. It is also not known 
which demographic, health, sensorimotor, psychological and 
cognitive factors underpin the daily-life gait of older people. 

Here we investigate if the new remote daily-life gait 
assessments are better than clinical gait assessments at 
identifying older people with high fall-risk. We also 
examine the correlations between the new daily-life gait 
assessments, demographic and health factors. 

METHODS 
A total of 96 independent-living participants (age 75.5 ± 7.8 
years) underwent sensorimotor, psychological and cognitive 
assessments, and the Timed Up and Go (TUG) and 10-meter 
walk tests. Daily-life gait was assessed using the senior 
mobility monitor (SMM, Philips Research Europe, The 
Netherlands). The SMM is a small (39.5x12.0x63.5mm) 
pendent sensor containing a 3D-accelerometer and a 
barometer. Accelerometer data were sampled at 50Hz with a 
range of ±8 times gravitational acceleration. The barometer 
measured pressure changes related to postural transitions, 
stair climbing and falls. The barometer resolution was 1Pa 
(1Pa~8.3cm @ 15ºC). Participants wore the SMM under 
their clothes at sternum height during waking hours. 

One-week’s daily-life gait data were processed in MATLAB 
(R2010a) using custom algorithms [3] to calculate: (1) Total 
Steps. (2) Gait intensity. (3) Between-walk adaptability. (4) 
Within-walk variability and (5) Gait endurance. In the 
clinic, 10-meter walk and TUG times were assessed with a 
stopwatch. Health, psychological, cognitive and 
sensorimotor factors were assessed at baseline using gold 
standard protocols. Fall-risk was assessed using a self-
reported history of falls in the past 12-months (people 
reporting one or more falls were defined as “fallers”). 

RESULTS AND DISCUSSION 
During daily-life, fallers had significantly (p≤0.05) lower 
gait endurance, higher within-walk variability and lower 
between-walk adaptability, but not reduced total steps or 
mean cadence. In the clinic, fallers had slower TUG, but not 
10-meter walk test times. However, after adjusting for 
demographics using Analysis of Covariance (ANCOVA), 
only the daily-life assessments of gait endurance (Fig 1A & 
1D) and within-walk variability (Fig 1B & 1E) remained 
significant. Reduction in daily-life gait quality was 
significantly (p≤0.05) correlated with older age, higher body 
mass index, multiple medications, disability, concern about 

falling, poor executive function and sensorimotor fall-risk. 
Furthermore, using their daily-life walking patterns it was 
possible to assign participants to one of four risk-groups: 
The Impaired (93% fallers), Restrained (8% fallers), Active 
(50% fallers) and Athletic (4% fallers). 

These findings highlight how a combined approach that 
aims to advance healthy aging and improve daily-life 
walking patterns might provide a better mechanism to 
prevent falls. This also provides a new way to distinguish 
“Impaired” people at risk of falling because of frailty from 
“Active” people at risk of falling from greater exposure to 
situations where falls could occur. 

Figure 1: Daily-life assessments of gait endurance (panels 
A & D) and within-walk variability (B & E).  

CONCLUSIONS 
The daily-life assessments (gait endurance and within-walk 
variability) were better than the clinical gait assessments at 
identifying high fall-risk older people. Daily-life gait was 
not only affected by demographics and physiological 
capacity, but also general health, executive function and the 
ability to undertake a variety of activities without excessive 
concern about falling. Wearable device risk-profiling may 
therefore help better personalise future exercise programs. 
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INTRODUCTION  
Aging is associated with degenerative processes affecting 
postural control and thus poses an increasing risk of falling 
[1]. Mediolateral stability of lower extremities during gait 
may be particularly diminished with age [2]. While step-
width variability can serve as a mean to describe 
mediolateral foot placement precision, no information 
regarding the actual stability of the foot trajectory can be 
derived. In recent years, the uncontrolled manifold (UCM) 
analysis has become an appealing tool to investigate the 
structure of joint configuration variance in greater detail [3]. 
According to the UCM approach, variance can be divided 
into two components (VC). The variance component that 
leads to a stable trajectory is termed as “good variance” 
(VUCM), whereas the orthogonal variance component that 
results in a disturbed, more variable trajectory is termed as 
“bad variance” (VORT). If VUCM statistically exceeds VORT, it 
indicates the existence of a synergy. The normalised 
difference between VUCM and VORT determines the strength 
of the synergy, i.e., the synergy index (ΔVZ), to stabilise the 
task variable. 

Healthy older adults have shown to stabilise the trajectory of 
the swing foot by a kinematic synergy during walking across 
an even surface [4]. Since surface configuration (e.g., 
uneven surface) can alter lower limb kinematics [5], walking 
across an uneven surface may affect kinematic synergies 
too, particularly with age. Therefore, the purpose of the 
study was to quantify age and surface related changes in the 
synergy index and its variance components. In line with 
recent studies, we hypothesised first, that the swing-foot 
trajectory would be stabilised through a kinematic synergy 
during the even surface condition across both age groups. 
Second, we hypothesised, that when older adults would be 
facing more challenging demands like walking across an 
uneven surface, they are less able to exploit motor 
abundance i.e., the use of flexible joint configuration 
variance, resulting in a weaker synergy index. Following the 
weaker synergy, we expected larger values of VC for older 
adults. 

METHODS 
Thirteen healthy younger adults (23.15 ± 2.48 years old) and 
11 healthy older adults (73.27 ± 4.61 years old) walked 
across a 10m path under two conditions: walking across the 
lab floor (i.e., an even surface) and across an uneven surface 
(terrasensa® classic, Sensa® by Huebner, Kassel, Germany). 
We used a six-camera motion capture system (Oqus 3+, 
Qualisys AB, Gothenburg, Sweden) operating at 120 Hz to 
track the motion of 32 super-spherical marker placed at 
prominent landmarks according to a modified IOR-model 
[6]. Data were processed using Visual3D (C-Motion, 
Germantown, MD, USA). Derived elemental variables 
(segmental angles) were entered into a UCM analysis using 

a custom-written R code (R Foundation for Statistical 
Computing, Vienna, Austria) to calculate VC and ΔVZ. 

To test our hypotheses, we conducted a 2x2 (ΔVZ x group) 
and a 2x2x2 (surface x VC x group) repeated measures 
ANOVA and pre-planned t-tests (VC). Further, Bayesian 
statistics were used to support plausibility of the t-tests 
results (i.e., calculation of Bayes Factor [BF]; Cauchy prior 
width = 0.707). 

RESULTS AND DISCUSSION 
We found a significant main effect of variance component 
(F(1,22) = 174.40, p < 0.01, d = 5.63), indicating the 
existence of synergies (VUCM>VORT). Further, synergy 
indices did not differ between conditions and age group 
supporting our first hypothesis and contradicting our second 
(Figure 1): (F(1,22) = 3.61, p = 0.69, d = 0.17). There is 
strong evidence (BF) that variance components 
meaningfully differ between groups during walking on 
uneven surfaces (Figure 1): VUCM (dunb = 1.37; 95%-CI [0.50 
– 2.31]; BF = 31.37), VORT (dunb = 1.56; 95%-CI [0.67 –
2.54]; BF = 81.30). Older adults appear to channel variance 
into VUCM to compensate for the increase in VORT across the 
uneven surface and thus preserve the kinematic synergy. 

Figure 1: Average values of variance components (left) and 
synergy indices (right) across the entire swing phase on even 
(ES) and uneven (US) surfaces. Error bars are standard 
deviations. 

CONCLUSIONS 
We conclude that healthy older adults are still capable of 
exploiting motor abundance during walking across an 
uneven surface. The meaningful difference in VORT between 
age groups while walking across the uneven surface might 
indicate degenerative effects of aging. Thus, challenging 
conditions could serve as a magnifier to highlight even mild 
regressive effects, which wouldn’t be obvious otherwise. 
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INTRODUCTION  
Elderly peoples are most likely to lose a balance by slipping, 
tripping or stumbling. The imbalance causes falls of the 
elderly. More than 30 % of the elderly over the age of 65 
years have experiences at least one fall per year, which 
significantly deteriorates quality of life. Furthermore, two in 
three fall experiencer over the age of 85 years directly leads 
to mortality [1]. Particularly, it was found that a slip was a 
main cause of falling injury. For the elderly, it was reported 
that more than 66 % of the slip fallers have the hip injuries 
in pelvis [2]. However, it is still unknown why the slip 
fallers in the old age have the high injury value at the pelvic 
region. The purpose of this study is investigate differences 
of falling kinematics of pelvis induced by a slip perturbation 
between the elderly and the young.  

METHODS 
7 of young (20s) and 7 elderly (> 60s) subjects were 
participated in this experiments. The 3D accelerometer 
(LIS3DSH, ± 16 g, 0.73 mg/digitl; STMicroelectronics, 
Switzerland), gyro-sensor (L3G4200D, ±2000 Deg/sec, 70 
mdps/digit; STMicroelectronics, Switzerland), and compass 
(HMC5883L, ± 8 Gauss, 5 mm-gauss; Honeywell Solid 
State Electronics Center, USA) put on the sacrum of the 
subjects for the falling experiments. The data from the 
sensors were wirelessly transmitted by using RF (nRF2401+, 
2.4GHz). Fig. 1 (a) shows the experimental setups and an 
example of the falling experiments, which was using a slider 
to induce a backward falling. The falling postures were 
determined based on the resultant pelvic acceleration and 
angular velocity, and pelvic tilt and obliquity angles. Based 
on the resultant acceleration as depicted in Fig. 1 (b), a 
falling event could be classified as the Fall 1; the period 
from the start of fall to the lowest peak, and the Fall 2 + 
Impact period; the period from the lowest peak to the 
highest peak. Using the measured results, the falling posture 
of the elderly and young people were analyzed. 

(a)                                                  (b)  
Fig. 1 Falling experiments (a) and definitions of fall (b) 

RESULTS AND DISCUSSION 
First, the measured mean values for the Fall 1 were analyzed. 
The duration of time was 0.431 ± 0.075 sec for the elderly 
and 0.457 ± 0.138 sec for the young, thus the elderly’s was 
shorter as much as 0.026 sec. At the lowest peak, the other 
kinematics were analyzed. The resultant pelvic accelerations 

were similar for the elderly (0.429 ± 0.152 m/s2) and the 
young (0.322 ± 0.18 m/s2). The resultant pelvic angular 
velocity was 25.363 ± 19.262 /sec for the elderly and 
46.139 ± 28.212 /sec for the young, thus the young’s was 
higher as much as 20.83 /sec. The tilt was 2.556 ± 9.582 
for the elderly and 0.877 ± 11.714 for the young people, 
thus the elderly’s was higher as much as 3.433. The 
obliquities were 0.157 ± 9.546 for the elderly and 10.86 ± 
14.95 for the young. The significantly short interval time of 
the Fall 1, high angular velocity, and large tilt for the elderly 
compare to those for the young could imply that the falling 
movements of the elderly is abruptly processed almost 
without reflective reactions to the balanced posture.  
Second, the measured mean values for the Fall 2+Impact 
period were analyzed. The duration of time was 0.439 ± 
0.075 sec for the elderly and 0.602 ± 0.506 sec for the young, 
thus the elderly’s was shorter as much as 0.163 sec. At the 
highest peak, the other kinematics were analyzed. The 
resultant pelvic accelerations were similar for the elderly 
(6.151 ± 3.563 m/s2) and the young (6.155 ± 1.478 m/s2). 
The resultant pelvic angular velocity was 142.4 ± 64.78 
/sec for the elderly and 398.96 ± 83.03 /sec for the young, 
thus the young’s was higher as much as 256.53 /sec. The 
tilt was 41.53 ± 19.45 for the elderly and 56.84 ± 22.73 for 
the young, thus the elderly’s was lower as much as 15.31. 
The significantly short interval time of the Fall 2 + Impact 
period, and high angular velocity for the elderly compare to 
those for the young could imply that the impulse and impact 
energy of the elderly is much greater than that of the young. 

CONCLUSIONS 
In this study, the difference in posture between elderly and 
young people is quantitatively analyzed in the falling event. 
The falling event is fast and unstable for the elderly 
compared to that for the young. In addition, the impact 
energy and impulse is large for the elderly compared to 
those for the young. These would be reasons that the slip 
elderly fallers are vulnerable for hip injuries in pelvis. 
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INTRODUCTION  
Accurate knowledge of the three-dimensional kinematics of 
the natural knee is crucial for the evaluation and 
improvement of current total knee arthroplasty (TKA) 
designs, as well as for understanding joint pathology. 
Despite extensive investigations into the movement of the 
knee, tibio-femoral kinematics of the healthy joint remain 
controversially discussed [1,2]. While the majority of 
studies have assessed movement of the knee joint using 
optical systems, these approaches are subject to inaccuracies 
due to soft tissue artefact. Other approaches including 
magnetic resonance imaging (MRI), computed tomography 
(CT) and fluoroscopy systems are generally overly heavy 
and immobile for moving assessments, resulting in the 
common approach to examine knee joint kinematics during 
activities with a limited motion. As a result, knowledge 
regarding tibio-femoral kinematics of the healthy knee 
during complete cycles of daily activities is still missing. 

To overcome these limitations of a static imaging modality, 
a moving fluoroscope that is capable of tracking the knee 
joint throughout complete cycles of level walking has been 
developed and successfully applied for analysing TKA 
kinematics [3]. With the vision to investigate the parameters 
that modulate tibio-femoral kinematics in the natural knee, 
the aim of this study was to demonstrate the efficacy of the 
moving fluoroscope for assessing healthy knees over 
complete cycles of level walking. 

METHODS 
After CT scanning, one male subject (26 years, 1.95m, 
78.4kg, 7° varus, clinically assessed healthy knee joint) was 
assessed during six complete cycles of free level walking 
using the moving fluoroscope (25Hz, 1ms shutter time) [3]. 
Registration of the 3D joint kinematics was performed using 
a new intensity based 2D/3D registration program to fit the 
CT intensity data to the 2D fluoroscopic images [4]. For 
each frame, the location of the nearest point on each femoral 
condyle relative to the tibial articular surface was calculated 
as the mean of the 100 nearest points (mean point separation 
0.4mm). A-P translations of the femoral condyles were 
calculated with respect to the mid-coronal plane of the tibial 
articular surface. 

RESULTS AND DISCUSSION 
The medial and lateral condyles showed a mean range of A-
P translation of 13.2±1.9mm and 22.8±4.7mm respectively. 
During the loaded stance phase, both femoral condyles 
showed a similar range of A-P translation (medial 
11.3±2.2mm; lateral 12.2±4.2mm; Figure 1). During the 
unloaded swing phase, the lateral condyle showed a larger 
range of A-P translation (21.4 ± 6.0 mm) than the medial 
condyle (12.7 ± 2.2 mm). These data suggest predominantly 
pure translation during stance phases, but a somewhat 
medial rotation in the transverse plane during the swing 

phase of gait. While these data are in agreement with 
previous reports [1,2], the subject tested exhibited varus 
limb alignment, and further studies must therefore elucidate 
the kinematic influence of anatomical variation. 

Figure 1: A-P translation of the nearest points of the medial 
and lateral femoral condyles over a full gait cycle. Mean 
(line) and standard deviation (coloured area) over all trials. 

CONCLUSIONS 
In combination with new intensity based registration, this 
preliminary data demonstrates the ability of the moving 
fluoroscope to assess complete gait cycles of healthy knee 
kinematics. The clear differences in range of A-P translation 
of the lateral condyle between the loaded stance and 
unloaded swing phases reinforce the need to analyse 
complete gait cycles, and now lay the foundations for 
investigating the factors (e.g. limb alignment, activity etc.) 
that play key roles in governing healthy tibio-femoral 
kinematics.  
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INTRODUCTION  
The age-related microstructural deterioration of bone is an 
important co-factor to millions of fragility fractures occurring 
worldwide every year [1]. Time-lapsed micro-computed-
tomography (micro-CT) with concomitant mechanical testing 
is increasingly used to study the bone deformation and 
fracture mechanism. However, technological limitations 
linked to the size of the human femoral epiphysis (up to 130 
mm width, 150 mm length) and the need of a dedicated 
mechanical stage for loading such a big specimen inside the 
imaging chamber, have limited previous studies to either 
micro-CT imaging of the unloaded femoral epiphysis [1] or 
of small loaded femur cores [2]. We developed a protocol for 
time-elapsed micro-CT imaging of entire human femoral 
epiphyses under load at the Australian Synchrotron (AS). 

METHODS 
This study has received ethics approval from the Institutional 
Research Ethics Committees. 
Femurs: Twelve human femurs from elderly female donors 
(age range 56-91 y) were obtained (Science Care, USA). 
Finite element (FE) modelling of the fracture load: Clinical 
CT images were taken (isotropic voxel size 0.7 mm) 
including a 5-sample calibration phantom (Mindways 
Software Inc., USA). The osteoporosis level (T-score) was 
estimated from the clinical CT scans [3]. The femur geometry 
was extracted (ScanIP, Simpleware Ltd., UK) and meshed 
(unstructured ten-node tetrahedral mesh, average edge length 
1 mm). CT-based locally isotropic material properties and a 
nominal 1000 N hip force resembling a single-leg-stance hip 
force orientation were assigned, producing a strain pattern 
consistent with clinically relevant femoral neck fractures [4]. 
Models were solved using an iterative linear solver (ANSYS 
Inc., USA) and the fracture loads estimated [4].  
Compressive stage: A compression stage (weight 14.2 kg) 
was manufactured featuring a cylindrical aluminum 
compression chamber (245 mm diameter, 524 mm length), a 
6-degree-of-freedom load cell (K6D68, ME-measurement 
sys. GmbH, Germany), a low-friction x-y table (THK Co., 
Japan), a vertical rail (SKF Inc., USA) and a screw-jack 
mechanism (Benzlers, Sweden). Femur samples, with the 
diaphysis potted in aluminum cups replicating the simulated 
loading conditions, were mounted inside the compressive 
stage and wrapped in wet tissue.  
Time-elapsed synchrotron scans: Micro-CT scans were 
performed at the AS Imaging and Medical Beamline using a 
2560 x 2160 pixels detector (“Ruby”, in shift mode), 60 keV 
beam energy, 360° projections, 0.1° rotation step, isotropic 
voxel size 30 �m. One-fifth of the calculated fracture load 
was incrementally applied to the sample from the initial 
unloaded condition, with one micro-CT scan taken at each 
load step. At each step, the total volume scanned was 160 mm 
in diameter and 130 mm in height, scanning time 25 min. 
Four femurs were loaded to fracture, whereas 8 femurs were 
loaded to a single load step elastically. The 6 component force 
was recorded for the duration of the experiment. Cross-
section images were reconstructed and examined. 

RESULTS AND DISCUSSION 
Time-elapsed synchrotron micro-CT imaging of the entire 
human femoral epiphysis with concomitant step-wise 
mechanical testing was successfully performed, at 30 μm 
pixel size. Clinically relevant fracture patterns were 
experimentally replicated and visible in the 2D and 3D micro- 
CT images, together with the bone microarchitecture. The 
specimens T-score ranged from +0.77 to -4.75 while range of 
the calculated fracture load was 1998-8636 N. Incomplete 
fractures were experimentally obtained in 4-5 load 
increments, according to the FE-predicted load step 
increment. The 2D and 3D images micro-CT images showed 
deformation and fracturing of the trabeculae and cortex. Sub-
capital femoral neck fractures were obtained and were visible 
in the micro-CT images, consistent with observed patterns of 
clinical fractures (Figure 1). Morphometric and micro-finite-
element analyses are being undertaken to investigate the 
contribution of the different microstructural compartments to 
withstand load. 

Figure 1: Load time history (white line), scanning time 
(shaded gray bars) and 2 mm-thick 3D micro-CT volumes (in 
yellow) of a femur unloaded (1) and once fractured (7). 

CONCLUSIONS 
This study is the first to perform high-resolution synchrotron 
light time-lapsed imaging of the entire proximal human femur 
microstructure while inducing clinically relevant neck 
fractures. The images can be used to study the femoral neck 
deformation and fracture mechanism at the micro-
architectural level, of both cortical and trabecular bone at the 
same time, leading to clinically relevant fracture patterns of 
the femur at the whole-organ level. This will contribute to 
increase our understanding of femoral neck fracture 
mechanics, including the validation of FE models from 
micro-CT scale to clinical CT scale.   
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INTRODUCTION  
To analyze the complex interaction among bone, cartilage 
and other tissues during the motion of a joint without 
opening the capsule and thus altering its behavior, data 
coming from different sources, for instance from medical 
images and stereophotogrammetry, have to be registered [1]. 
The registration process often relays on the optimal 
alignment of a set of points, anatomical reperi or artificial 
landmarks, observed in all the data set. With this approach, 
the measurement error may considerably affect the 
registration accuracy, in particular in terms of orientation. 
For instance, the definition of the tibia reference system 
according to the ISB standard [2] requires the identification 
of the two malleoli: assuming the two points are 60 mm 
apart, a measurement error of 1 mm on each point may 
result in 1.9° of error in the orientation of the line through 
the malleoli for each dataset, leading to a maximum 
registration error of 3.8°.  

The purpose of this paper is to present an alternative 
approach based on axes rather than points. The axes are 
defined by drilling through holes in the bones, where 
cylindrical rods are inserted. The approach has several 
potential advantages. Axes can be easily identified and 
reconstructed both on medical images and on kinematic 
data. In fact, rods can be made of different materials that can 
be modified between measurement techniques to optimize 
the axis visibility and reconstruction. Rods can be removed 
and reinserted, also during the same experiment, without 
losing accuracy. Accuracy relies on the fitting of a very 
simple feature such as a line; moreover, accuracy does not 
depend on the rod axial position on the holes.  

This approach is here presented to register CT and MR to 
stereophotogrammetry data. The registration accuracy is 
evaluated for a wooden object with known geometry and for 
a bovine femur. 

METHODS 
Three holes, 4.25 mm in diameter, were drilled in a bovine 
femur with generic position and orientation. Although two 
axes would be sufficient for the identification of a reference 
frame, the redundancy provided by the third axis increases 
the robustness of the method.  

An aluminum rod with 4 mm as diameter with a reflective 
marker axially mounted at one end was manually moved 
within each hole while the marker motion was registered by 
an 8 camera VICON system. The three axes were defined by 
best fitting the resulting point envelopes. Three plastic 
hollow rods, 4 mm in diameter and filled with thickened 
water, were then inserted in the holes and CT (pixel spacing 
0.48 mm, space between slices 0.625 mm) and MR (T1 3D 
fast gradient echo, pixel spacing 1.6 mm, 1.5 T) scans were 

acquired. Thanks to plastic and water properties, the rods 
and their axes could be automatically segmented by 
thresholding in both the CT and MR images.  
Registration was performed by optimization in two steps. 
First, the three-dimensional rigid rotation that minimizes the 
sum of the angles between corresponding axes was 
determined via an optimization algorithm. Then, the 
minimum distance points between the axes in each data set 
were computed and the rigid translation that minimizes the 
sum of the distances between corresponding points was 
determined via an optimization algorithm. 

The same procedure was repeated on a wooden model with 
axes controlled in position and orientation, in order to test 
the method with a known geometry. 

RESULTS AND DISCUSSION 
Orientation error was evaluated as the mean residual angle 
between corresponding axes, while position error was 
evaluated as the distance between the centroid of the 
minimum distance points. 

Results show orientation errors smaller than 0.2° and 
position errors smaller than 0.1 mm when registering CT on 
VICON data. Registration of MR on VICON data shows a 
slightly lower accuracy. This can be ascribed to MR 
distortion [3], possibly caused by the low amount of 
resounding material during scans. Indeed, angles and 
distances among the axes of the wooden model 
reconstructed from MR differ from the known geometry. 

Table 1: Registration errors 

Error 
CT vs VICON MR vs VICON 

bone wood bone wood 

Orientation (°) 0.16 0.17 0.45 2.19 

Position (mm) 0.04 0.05 0.95 0.28 

CONCLUSIONS 
The proposed technique for the registration of 
stereophotogrammetry, CT and MR data proved to be 
accurate. The method is very simple and it does not rely on 
the operator experience for the axis identification. Also, it 
allows registration of data from different data set taken at 
different times and automatic segmentation of the axes. 
Future work will implement the presented technique within 
the in vitro analysis of knee joint motion. 
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INTRODUCTION  
Improving the accuracy of measuring 6 DOF (degree of 
freedom) tibiofemoral kinematics is a crucial step in gait 
analysis. The use of skin-mounted markers is well 
established, in which the trajectories of skin markers 
represent the movements of the bony segments beneath the 
skin. However, the skin-marker estimated kinematics is 
subject to soft tissue artefacts (STA), with errors ranging 
from 2 mm to a maximum of 50 mm [1]. Alternatively, 
fluoroscopic systems have been reported to achieve 
accuracies of kinematics in the order of 1 mm and 2 degrees 
[2], but induced irradiation to the subject and a limited field 
of view hampers routine usage on large patient cohorts. The 
aim of this study is to assess the feasibility of measuring 
tibiofemoral kinematics using a 3D-tracked A-mode 
ultrasound (US) system in an in-vitro experiment and 
calculate the achievable accuracy of tibiofemoral kinematics 
relative to the ground truth. 

METHODS 
A cadaver was placed on the surgery table and legs were 
hanging in the air. Upper body was fixated by nylon straps 
on table and right leg was pulled by rope to produce a 
certain movement. To tracking the ground truth of the 
certain movement, two bone pins with optical markers were 
mounted to femur and tibia separately, which provided the 
ground truth of certain movement. Additionally, six custom 
A-mode ultrasound holders that contain 30 A-mode 
ultrasound transducers and 18 optical markers were mounted 
on six anatomical regions: ankle, middle tibia, tibia 
epicondyles, femur epicondyles, middle femur and greater 
trochanters. Then, 30 ultrasound reflection points on the 
bone surface of femur and tibia were calculated based on 
acquired raw ultrasound echoes and spatial information from 
optical markers on holders. The sample rate of acquiring 
ultrasound points is 20Hz. During measurement, the 
acquired points were fed to a registration algorithm that 
combined an iterative closest point [3] and perturbation 
method to register the acquired points to corresponding 
bony segments per frame. The tibiofemoral kinematics were 
determined from the positions of registered femur and tibia 
[4] per frame. The final estimated tibiofemoral kinematics 
were displayed in real-time fashion. 

RESULTS AND DISCUSSION 
The resulting kinematics showed an average error of 1.25 ± 
0.94° for flexion-extension and 9.06 ± 3.94° for internal-
external rotation and 2.62 ± 1.34° for adduction-abduction 
rotation, 3.05 ± 2.09 mm for anterior-posterior translation, 
5.25 ± 2.90 mm for distal-proximal translation and 6.76 ± 
2.73 mm for medial-lateral translation. 

Compared to skin-mounted markers, 3D-tracker A-mode US 
system has the potential to provide more accurate 
reconstructed tibiofemoral kinematics, with relative high 
accurate in flexion-extension, adduction-abduction rotation 
angle and tibia anterior-posterior. However, internal-

external rotation and distal-proximal and medial-lateral 
translations show higher  error. This higher error is most 
probably caused by the lack of geometric constraints in 
distal and proximal direction and lack of enough transducers 
covering more anatomical regions. 

Figure 1: (A): The schematic of multiple US knee 
kinematics tracking system; (B): the setup of in-vitro 
experiment with mounting 6 ultrasound holders and 4 bone 
pins; (C): the estimated 6 DOF tibiofemoral kinematics (US) 
relative to ground truth (GT) within 104 frames. 

CONCLUSIONS 
This study has presented a 3D-tracked A-mode ultrasound 
system and proven its feasibility of the reconstructed knee 
joint kinematics in an in-vitro experiment. The accuracy 
measured in this in-vitro experiment outperforms the error 
of in-vivo experiments using skin-mounted markers and is 
comparable to the accuracy of Fluoroscopy based systems. 
Thus, this A-mode Ultrasound approach could provide a low 
invasive method for measuring knee joint kinematics with 
higher accuracy. 
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INTRODUCTION  
Torsional deformities of the femur and tibia have been 
associated with gait impairments, lower-limb pain and joint 
dysfunction [1,2]. Three-D gait analysis is used to inform 
clinical decision making reagarding surgical correction. 
In children with cerebral palsy (CP), surgical correction may 
be indicated when gait impairments are identified from 3D 
gait data [3]. In contrast, when typically-developing (TD) 
children present with torsional deformtites, surgical 
correction is seldom performed because the effects of the 
deformities are often dismissed as cosmetic issues [4]. 
However, knowledge of muscle and joint contact forces 
during walking is warranted to fully inform surgical descion 
making. This may be obtained from musculoskeletal 
modelling if the models include patient‐specific lower‐limb	
joint	definitions	and	bony	anatomy.	 
We utilised a new medical imaging modality, EOS, to create 
patient-speciifc musculoskeletal models and investigated the 
effects of torsional deformities in TD children and children 
with CP.  

METHODS 
Twenty-two children and adolescents with lower-limb 
torsional deformities participated. Twelve were TD (2♂, 
10♀) and ten had a diagnosis of spastic diplegic CP (7♂, 3♀). 
Written informed consent was obtained from their 
parent\guardian and approval granted by the local ethics 
committee.  
Each patient underwent 3D gait analysis and EOS imaging. 
From EOS imaging the 3D shape of the pelvis, femur, and 
tibia, and 3D position of the external markers was obtained 
using the dedicated software, sterEOS.  
Two models were created for each patient. Model 1 had 
patient-specific joint centres and axes and in addition Model 
2 also included patient-specific lower-limb bony anatomy. 
For Model 2 the generic femur and tibia were deformed 
according to the patients’ femoral neck anteversion, femoral 
neck shaft angle, and tibial torsion. We deformed the mesh 
describing the bone surface and all muscle insertions and via 
points accordingly.  
We performed dynamic simulations of gait in OpenSim to 
obtain muscle and joint contact forces. Hip joint contact 
forces were expressed in an acetabular coordinate system. A 
plane was fit to the brim of the acetabulum. Compressive 
forces acted perpendicular to the plane, whilst those acting 
within the plane were defined as ‘shear’. We determined the 
effect of torsional deformities from the differences in muscle 
and joint contact forces between models 1 and 2.  

RESULTS AND DISCUSSION 
Femoral neck anteversion for TD and CP were similar 38° 
(SD:9°) and 39°(SD:6°), respectively. External tibial torsion 
was statistically different (p=0.001) for TD and CP, 40° (10°) 

and 30° (SD:8°) respectively. Compared to controls both 
groups had altered kinematics; increased internal hip rotation, 
external knee rotation and anterior pelvic tilt. Only the CP 
group had increased internal foot progression. Lower-limb 
torsional deformities resulted in increased muscle force from 
the hip adductors (gluteus medius and minimus) in both 
groups. Increased force from the hip flexors, psoas and rectus 
femoris for TD and psoas only for CP. The ‘shear’ component 
of the hip joint contact force was increased in TD and CP, 
while only the TD showed an increase in the compressive 
component (Figure 1). The TD group also had increased 
mediolateral force at the patellofemoral joint. 

Figure 1: Hip joint contact forces in acetabular coordinate 
system. The black bar indicates where within the gait cycle 
there is a significant difference between models. BW = 
bodyweight. 

CONCLUSIONS 
We created patient-specific models from EOS imaging and 
found several similarities between the TD and CP groups. 
Both groups had increased force from the hip musculature, 
ultimately leading to increased joint contact forces at the hip. 
Dissimilarities included increased mediolateral force at the 
knee (patellofemoral joint) in TD but not in CP. This is likely 
due to the increased tibial torsion found in the TD group 
compared to the CP group, and may be linked to the increased 
knee pain described by TD children. 
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INTRODUCTION 
In a cross-sectional study, a high prevalence of 
musculoskeletal pain was reported among Danish surgeons 
performing minimally invasive surgery [1]. Robotic-assisted 
laparacopy is propsed to be less strenous to the surgeon 
compared to conventional laparoscopy. However, a 
systematic review found very sparse evidence to support the 
potential better ergonomics related to robotic-assisted 
surgery [2]. In the robotic console, surgeons are seated in an 
regular office chair, that is not fitted to the console and 
therefore increases the risk of awkward work postures. This 
study evaluated the use of an ergonomic chair (EC) 
compared to a regular office chair (OC) during the 
performance of robotic-assisted laparoscopy in The da Vinci 
Surgical System. 

METHODS 
Six surgeons (3 males/3 females) from Odense University 
hospital, Department of Gynaecology and Obstetrics 
participated. Mean age was 46±5 years, height 177±7 cm 
and bodymass index of 22.2±2.4 kg/m2. Electromyography 
(EMG), Rapid Upper Limb assessment (RULA) and 
perceived physical exertion (BORG-10) were continuously 
measured during surgery. EMG was measured bilateral on 
the following muscles: Erector Spinae, Upper Trapezius and 
the neck extensors. RULA is a risk indicator scoring system 
with a scale from 1-7 (7 representing that action is needed) 
and was obtained every 10 minutes. BORG-10 was obtained 
before, approximately midway and at the end of surgery. 

RESULTS AND DISCUSSION 
Median %MVE for the six muscles showed a non-significant 
difference between OC and OE (fig. 1). An amplitude 
probability distribution function (APDF) of median EMG of 
a mean of the six muscles showed that surgeons experienced 

Fig. 1: %MVE for each muscle. Median and 95% CI. R=right, L= left. 

a static level of >5.0%MVE, a mean level of >9.5 %MVE, 
and peak level of >13,5%MVE (fig. 2). The static level was 
significantly higher for EC compared with OC. RULA 
showed a non-significant difference in sitting position 
between OC (4.7±0.54) and EC (4.6±0.53). BORG-10 
showed non-significant differences between OC and EC 
before (0.7±0.7 vs. 0.8±0.7), midway (1.7±1.1 vs. 1.6±1.2) 
and at the end of surgery (2.2±1.1 vs. 1.9±1.2).  

Fig. 2: %MVE of a mean of the six muscles. Median and 95% CI. 

Our study demonstrated a general high level of static muscle 
activity in surgeons performing robotic-assisted laparoscopy. 
The significant difference between OC and EC for the static 
level did not favor the ergonomic chair. An explanation may 
be the surgeon ignoring the use of the ergonomic 
adjustment, as full attention is on the patient being operated 
and not the surgeon. The levels for both chairs revealed a 
high sustained muscle activity that is associated with an 
increased risk of musculoskeletal pain [3]. Similar levels 
have been found among other job groups with high 
musculoskeletal pain prevalence as for instance military 
helicopter pilot [4].  

CONCLUSIONS 
The results showed a high sustained muscular load and an 
adverse but small effect of an ergonomic chair for the static 
level. A result that may be due to lack of knowledge on how 
to make use of the ergonomic possibilities. Thus, there is a 
need to increase the surgeons’ awareness of the possible 
ergonomic improvements in robotic-assisted laparoscopy. 
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INTRODUCTION 
A study among Danish symphony orcestra musicians shows 
a high prevalence of musculoskeletal disorders in the upper 
extremity. Within the last 12 months 83% and 97% of the 
male and female musicians, respectively, reported muscular 
pain, for 49% of the males and 63% of the females for more 
than 30 days. For 73% of the musicians the pain limited or 
interfered with their playing performance (1). The violin 
players are the largest instument group in a symphony 
orchestra and represent a specific risk group prone for pain in 
the upper extremities (1, 2). 
The aim of the study was to investigate the relative load of 
upper extremity muscles during violin playing of A and E 
scales in four tempi as well as during a real piece of music. 

METHODS 
The study was conducted on highly skilled violinists players 
with the inclusion criteria that skills was at the level to comply 
with the protocol.  
Selfreported pain and function are reported by Nordic 
Musculoskeletal questionnarie and Disabilities of the Arm, 
Shoulder, and Hand (DASH) specifically related to musicians. 
The protocol consisted of scales and a piece of music. The 
two scales were A major and E major for three octaves which 
was played with increasing node values in tempo 60 beat per 
minute (bpm): 4-part notes, 8th notes, 16th notes, 32 notes. 
The piece of music was Mozart's Violin Concerto no. 5 in A 
major played 60 bpm in 4/4 timing. 
The whole session was video filmed and will off line be 
analyzed with the Rapid Upper Limb Assessment to estimate 
work posture.  
EMG was recorded bilaterally from the Upper part of 
Trapezius (UP), Extensor Carpi Ulnaris (ECU) and Flexor 
Digitorum Superficialis as well as unilaterally from left 
Extensor Digitorum Communis (EDC) and right Extensor 
carpi radialis (ECR). For normalizition maximal EMG 
activity was measured during maximal shoulder elevation and 
maximal handgrip. Mean EMG activity in all muscles 
recorded during playing of scales and the music piece was 
calculated as the root mean square (RMS) values and 
normalised to the maximal RMS during MVCs. All 
comparisons are statistically tested with paired T-test and a 
level of significance of p=0.05  

RESULTS AND DISCUSSION 
Study population comprised 11 females and 7 male 
violinists (one amateur, three conservatory students and 14 
professionel symphoni musicians). Professional and non- 
professional musicians were similar regarding age for start of 
playing, daily playing hours, use of pain medication and 
perceived muscle tension. Mean age was 42 years ranging 
from 21-64 years, height 1.69m (± 0.10) and weight  69.86 
kg. (± 14.83). Of these 14 (78%) had experienced pain in the 
neck and 9 (50%) in the upper back during the last 12 months. 
Currently, data from 5 violinists are analysed and these 
preliminary results are presented in this abstract.  

Figure 1 shows the %MVE results for each muscle for left and 
right arm during playing of A and E scale with different tempi. 
There was no overall significant difference between the A and 
E scales. As a gross mean across all muscles mean RMS level 
was 16,7(±14,23) %MVE during playing the A-skala and 
16,5(±13,98) %MVE during playing the E-skala. For the left 
forarm muscles a sigificant increase in activity with tempi 
was found for both the A scale (p<0.01 for all muscles) and E 
scale (p<0.01 for all muscles). For the music piece overall 
mean activity of the 8 muscles was 15,3 (±11,39) %MVE. 
The left ECU was the only muscle showing a significantly 
higher activity level during the music piece compared to 
scales. 

Figure 1. Mean RMS and SD for each muscle measured in 
right and left side for A and E scale with played tempi 
indicated above. 

CONCLUSIONS 
The results in the present study, preliminary on 5 skilled 
violin players, show a high muscular load especially for the 
left forearm muscles during the high playing tempi. The use 
of two different scales and varied playing tempi as a 
standardised work task seems in general to provide a 
representative estimate for the load during actuel playing.  
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INTRODUCTION 
Deficits in motor function develop with advancing age. A 
recent review of longitudinal studies indicates an association 
between motor function and cognitive function in older 
adults [1].  It remains unclear if this link is modified over 
the adult lifespan and likewise if motor task complexity is of 
significance.  A lifespan perspective has been requested 
since it may aid in understanding the development of these 
associations in order to optimize prevention endeavors and 
timing of interventions.  

The aim was to examine associations between motor and 
cognitive function in healthy adults across the adult lifespan 
as well as to investigate the role of motor task complexity in 
these associations. 

METHODS 
Eighty-two healthy adults, 43f and 39m, participated in the 
study. They were divided into a young (19-40 yrs.), a middle 
aged (41-60 yrs.) and an old (61-83 yrs.) group. The subjects 
performed two motor tasks with different levels of 
complexity and one cognitive task.  

The complex motor task required rapid optimization of 
timing and coordination of multiple body-segments in the 
medio-lateral direction based on on-line visual torque 
feedback. The task was to perform 46 medio-lateral weight 
transfers at maximal speed on a force plate (Amti, USA) 
with the feet in a standardized position. On-line feedback of 
external torque production (sagittal plane) and 90% body-
weight target limits were provided to the subjects [2, 3]. 

The simpler motor task was a sit-to-stand task, which is a 
routine movement and reliant only on internal production of 
movement. The task was as a five repetition sit-to-stand test 
performed as fast as possible. The task was performed on a 
force plate (Amti, USA), chair height was 120% of lower 
leg length and hands were placed on the contralateral 
shoulder [3].  

The executive cognitive task was a computer version of the 
Stroop Color Word Test. One of four words (blue, red, 
yellow or green) was presented, in different colors, on a 
computer screen. The answer icons appeared in black text 
and the goal was to click on the answer icon indicating the 
color of the word. The color word and the answer icons 
appeared in different areas of the computer screen for 
random time intervals between 0.8 and 5 seconds. Subjects 
were instructed to complete the task as quickly and 
accurately as possible by using the mouse to click on the 
correct answer icon.  

Both motor tasks were repeated three times. If the last trial 
was the fastest, an additional trial was conducted to ensure 

maximal performance. The cognitive task was repeated 
twice. 

Performance on the complex motor task was quantified as 
completion time for 40 medio-lateral weight transfers, 
where a minimum of 35 reached 85 % body weight targets 
as determined from torque-time data. For the simpler motor 
task, completion time for five approved cycles was 
calculated from vertical force-time data [3]. Performance on 
the Color Word Test was determined as the number of 
correct answers given in the period from the fourth to 
seventy-fourth color word presented. 

RESULTS AND DISCUSSION 
Correlation analysis showed a significant association 
between the complex motor task and the cognitive task 
(p=0.04, R=-0.37) in the old group, whereas no association 
existed between the simpler motor task and the cognitive 
task. In the young and the middle aged group no correlations 
were found between any of the motor tasks and the 
cognitive task. The observed association between the 
complex motor task and the cognitive task in the oldest age 
group may reflect a decline in underlying shared neural 
correlates and that motor performance becomes increasingly 
dependent on cognitive resources with advancing age [4].   

At group level the old group performed the complex and the 
simpler motor task significantly slower than the young and 
the middle aged group. Furthermore, the old group 
performed less accurately on the cognitive task than the 
young and the middle aged group. A decrease in 
performance with age was expected based on the literature.  

CONCLUSIONS 
A significant correlation between motor and executive 
cognitive performance was found for the old group in the 
complex motor task, suggesting that a link between motor 
and cognitive function emerges in old age and depends on 
the degree of motor complexity. 
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INTRODUCTION  
Incontinence remains common after prostatectomy, but 
understanding of variation in recovery between individuals is 
incomplete. Most attempts to identify features related to 
incontinence have focused on measures of static anatomy and 
patient/tumor characteristics, which explain a small 
proportion of variation in continence status. Previous 
investigations have not considered dynamic (muscular) 
features of continence control. 

Urinary continence is maintained when urethral pressure 
exceeds bladder pressure. This is achieved by complex 
dynamic coordination of multiple smooth and striated 
muscles. Anatomical studies [1] describe three striated 
muscle complexes with potential to develop urethral pressure; 
puborectalis/pubovisceralis (PR) which draws the urethra 
ventrally and elevates the bladder, striated urethral sphincter 
(SUS) which draws the urethra dorsally, and bulbocavernosus 
(BC) which compresses the urethra at the bulb of the penis. 
Investigation of these muscles is difficult because they are 
situated deep in the pelvis and typically require invasive 
methods (e.g. fine-wire EMG recordings). Recently, 
measures of urethral motion using non-invasive transperineal 
ultrasound imaging have been validated against invasive 
EMG recordings of SUS, PR and BC [2]. 

This study aimed to test whether dynamic features of 
muscular control of urinary continence provide insight into 
why some men develop incontinence after prostatectomy 
whereas others do not.    

METHODS 
Forty-two men who were either incontinent (N=19) or 
continent (N=23) after radical prostatectomy (aged 66(7) 
years) volunteered to participate. An ultrasound transducer 
was placed on the perineum in the mid-sagittal plane and 
adjusted such that the pubic symphysis, urethra, rectum and 
penile bulb were visible. Ultrasound data were recorded 
during coughing evoked by inhalation of capsaicin, and 
sustained maximal voluntary contraction. 

Single image frames were exported from the video data and 
analyzed to calculate displacements of pelvic floor landmarks 
associated with activation of PR, SUS and BC. Anatomical 
features including urethral length and the resting position of 
the ano-rectal junction and urethra-vesical junction were also 
measured. A principal component analysis and multiple 
logistic regression were then used to consider both dynamic 
and anatomical factors in a single analysis to understand 
which combinations of variables best distinguish between 
men with and without incontinence. 

RESULTS AND DISCUSSION 

Five principal components (PC) were identified that together 
explained 72.0% of the data; PC1 and PC2 were significantly 
different between participants with and without incontinence. 
PC1 related to shortening of SUS (dorsal motion of mid-
urethra) during cough and MVC. PC2 related to BC 
(compression of bulb of penis) and PR (anorectal junction 
motion).  

A logistic regression model including PC1 and PC2 as 
predictor variables was assessed. Fig.1 shows probability of 
continence with respect to different values of PC1 and PC2. 
The area under the receiver operator curve of the final logistic 
regression model was 0.97 (95% CI 0.94 -1.00) with a 
specificity and sensitivity of 91.3% and 84.2%, respectively, 
and 88.1% correctly classified.  

Figure 1: Probability of continence in relation to pelvic floor 
functioning of the logistic regression model including PC1 
and PC2 as predictors and continence status as dependent 
variables. This graph represents the probabilities for different 
combinations of pelvic floor features that comprise PC1 and 
PC2. Z-axis relates to a probability of being continent. Good 
function of SUS maintains continence regardless of function 
of BC/PR, whereas good function of BC/PR does not ensure 
continence in the presence of poor SUS function. 

CONCLUSIONS 
Dynamic features of pelvic floor muscle activation are strong 
determinants of continence in men after prostatectomy. 
Shortening of SUS appears the most critical aspect. 
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INTRODUCTION  
Major lower limb amputation affects several million people 
worldwide [1]. Prosthetic limbs are commonly used to 
restore mobility causing the skin of the residual limb to 
sustain both axial and shear loads [2]. The application of 
these stresses through a poorly fitted or misaligned 
prosthetic limb can lead to instability, discomfort and tissue 
breakdown preventing further use of the prosthetic limb [2]. 
A series of thin, flexible and highly customisable pressure 
sensors have been developed with the intention of aiding in 
the production of better fitting sockets by providing 
prosthetists with a direct, quantitative information relating to 
socket fit and prosthetic limb loading. 

METHODS 
The sensors employ a simple structure in which two 
circuitry layers sandwich a pressure sensitive element. The 
core of the sensor is piezo-resistive Velostat and as force is 
applied to the material its resistance falls. Adaptable sensor 
circuitry layouts allow multiplexing of large arrays of 
sensors with minimal input and output lines. The availability 
of a multiplexed array provides the potential for 
comprehensive socket mapping. Individual sensors form 
part of a voltage divider circuit to permit measurement of 
the variable resistance of the sensitive element. Four 
individual sensing elements were produced for testing and 
validation purposes. A pull-down resistor of 1 kilo-Ohm was 
used to complete the voltage divider circuit for each 
sensitive element. 

Sensor performance characteristics were determined using 
the compressive loading of a mechanical test system 
(MecMesin, 10kN load cell). A bespoke load application 
adapter, comprised of a 3D printed column fitted with a 
syringe attached to the machine and an independent pressure 
sensor. This allowed the syringe chamber pressure to be 
recorded in real time, coinciding with the loading of the 
flexible sensors. The plunger of the syringe was modified 
with a 3D printed attachment equal in diameter to the 
syringe’s chamber. 

The four sensors were subject to cyclic loading between 
pressures of 0 to 400 kPa at a total of four loading rates. 
Loading occurred through movement of the machine head 
over a distance of 60mm at rates of 250mm/min, 500 
mm/min, 750mm/min and 1000mm/min. This produced a 
consistent exponential increase in pressure within the 
adapter chamber. Each loading rate was cycled a total of 20 
times. Drift testing was performed directly after application 
of the loading cycles in which the machine head was set to a 
fixed displacement and held in position for 5 minutes. This 
was  repeated 3 times per sensor. 

RESULTS AND DISCUSSION 
Cyclical mechanical testing of the sensors revealed an 
exponential response between input pressure and voltage  

output, characterised by the following equation. 

[Equation 1]

The sensor output can be easily mapped via this equation to 
input pressure for the purposes of calibration with an 
average sum of squares due to error (SSE) of 8.13 and root 
mean squared error (RMSE) of 0.12. A total of 15 individual 
sensor loading segments were averaged for each loading 
rate. An average was then performed between sensors to 
produce the characteristic output displayed in figure 1. 

Figure 1: Average sensor voltage response to input 
pressure. The responses for four loading rates are displayed. 

The sensors have a resolution of approximately 0.05 kPa in 
the 0 kPa to 30 kPa region and approximately 10 kPa in the 
30 kPa to 400 kPa region. Sensor drift was minimal, with a 
minor upward drift recorded at 0.006 V/min, averaged 
across segments for each sensor and averaged between 
sensors. 

CONCLUSIONS 
A thin, flexible and customisable piezo-resistive pressure 
sensor was designed and fabricated. The sensor is intended 
for use within a prosthetic socket to provide an indication of 
stump-socket interface pressures. Experimental tests were 
performed to validate sensor performance between pressures 
of 0 to 400 kPa, representing typical reported loading 
pressure within a socket. The results demonstrate these low-
cost sensors provide a consistent response mapped by an 
exponential equation with minimal drift, offering the 
potential to be used clinically is socket fitting. 
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INTRODUCTION  
Transtibial amputation (TTA) is typically associated with an 
elevated metabolic cost of walking. The additional 
metabolic cost is often attributed to lack of biological ankle 
muscle function and the associated deviations/asymmetries 
in gait mechanics that result from walking with a passive 
prosthesis.   However, recent reports suggest the metabolic 
cost of walking need not unavoidably increase after 
amputation if an individual is physically fit and has ample 
access to rehabilitative care [1,2]. Relatedly, achieving 
“normal” gait mechanics is a common goal of rehabilitation 
and may be possible with passive prostheses [3], but it is 
unknown if this goal can occur synergistically with the goal 
of reducing metabolic cost across a range of speeds. 

The lack of actively powered push-off may be particularly 
detrimental to walking ability at faster speeds, as the ankle 
plantar flexors play a key role in increasing speed [4]. 
However, their contributions require metabolic energy 
consumption which increases the cost of walking. Optimal 
control simulations can be used to provide insight into the 
muscle energetics in locomotion and the theoretical limits to 
performance in goal-directed movements such as walking 
whilst minimizing gait deviations and the metabolic cost of 
using a prosthesis.  Therefore, the purpose of this study was 
to compare the predicted cost of walking with minimal gait 
deviations with and without TTA across a range of speeds. 

METHODS 
Able-bodied control and TTA walking gaits were simulated 
using a 2D (sagittal plane) musculoskeletal model (Fig. 1, 
[5]) with 10 rigid segments and 12 degrees of freedom.  The 
control model had 24 Hill-based muscle model actuators, 
including five ankle muscles per leg (soleus, gastrocnemius, 
tibialis anterior, and two biarticular ankle/toe muscles), and 
the muscular properties of a healthy young adult male. In the 
TTA model, a unilateral below-knee prosthesis was modeled 
by removing the muscles that crossed the right ankle joint. 
To simulate prosthesis inertial properties, the mass of the 
prosthesis was reduced to 70% of the biological shank/foot 
mass, and the center of mass was shifted 30% proximally. 
A passive dynamic-response prosthetic foot was modeled 
using an ankle stiffness of 400 Nm/rad. The TTA model was 
otherwise identical to the control model. 

Simulations of one periodic gait cycle were performed using 
direct collocation [5] at five speeds (0.72–1.68 m/s), 
representing sustainable walking speeds in young, healthy 
individuals with TTA [1]. Muscle excitations and model 
states were optimized to minimize the deviation from able-
bodied experimental joint angles and ground reaction forces 
(N=10) plus the gross metabolic cost, calculated using a 

model of human muscle energy expenditure [6]. Tracking 
errors were scaled by the between-subjects standard 
deviation (SD) and metabolic costs by biological body mass. 

RESULTS AND DISCUSSION 
Both models predicted the expected U-shaped relations 
between metabolic cost and walking speed, and metabolic 
costs were similar at all speeds for both models (Figure 1). 
On average, metabolic cost was 0.3% ± 2.0 less in the TTA 
model than in the control model.  The average tracking 
errors were 1.1±0.1 SD for the control model and 1.2±0.1 
SD for the TTA model (mainly due to the prosthetic ankle 
attempting to track biological ankle data). In addition, the 
TTA group’s tracking error progressively increased with 
speed, indicating a somewhat reduced ability to maintain 
“normal” walking mechanics at faster speeds. 
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Figure 1: Predicted metabolic cost of walking with and 
without a simulated transtibial amputation (TTA). 

CONCLUSIONS 
These predictions, in combination with recent experimental 
data [1,2], challenge the commonly held belief that the 
metabolic cost of walking necessarily increases after TTA. 
The results suggest that individuals with a unilateral TTA 
can walk with both “normal” gait mechanics and metabolic 
cost at a range of speeds, provided they are fit and otherwise 
healthy, indicating that fitness and health may be as or more 
important than prosthesis design for walking mobility.  
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INTRODUCTION  
Arm assistive devices, which can be passive or active, play 
an important role in assisting and rehabilitating users with im-
partments. Passive devices have the advantage of simplicity 
and independence of a power source. A passive device can 
balance gravity exactly by a parallelogram mechanism [1] or 
multi-articular springs [2]. The stiffness matrix approach [3] 
guarantees a fully balanced solution, but does not consider 
other design objectives. This study uses subject-specific mus-
culoskeletal modelling to design and optimize soft-coupled 
upper limb orthoses for two impaired users with a trade-off 
between static balancing and compactness. 

METHODS 
One male subject (age 25), as control, and two adolescents 
with upper limb impairment (age 18 with arthrogryposis and 
age 15 with x-linked myotubular myopathy) were modelled 
in this IRB approved study. These two potential users were 
selected due to their inability to perform upper limb motion 
without assistance. The data acquisition took place at the Pae-
diatric Gait Analysis Lab at Nemours/Alfred I duPont Hospi-
tal for Children (prior parental permission was given). It con-
sisted assessing the reachable space of both active and passive 
anatomical ranges-of-motion during quasi-static motion. Fur-
thermore, the maximum force generation capability in multi-
ple, individual directions were assessed using a force sensor 
(microFET2, Hoggan Scientific, LLC, USA) for at most three 
static measurements in both directions of the joints of interest. 

Eight degrees-of-freedom from the sternoclavicular joint to 
elbow joint were considered for the upper extremity model 
built in the AnyBody Modeling System v. 6.0 (Anybody 
Technology A/S, Aalborg, Denmark). The subjects’ models 
were anthropometrically and in terms of muscle strength 
scaled to best reproduce measured data and would evaluate 
the subjects’ muscle performance with the orthosis included. 

Prior investigation was made from A-gear [2]. An anterior 
mono-articular spring (AMSS) spanning the shoulder joint 
was added to the previous configuration of a bi-articular 
spring attached between a point in the thorax frame vertically 
above the shoulder joint centre (SJC) and the forearm frame, 
and a posterior mono-articular spring attached between the 
upper and lower arm frames (fig. 1). The AMSS stabilizes the 
shoulder in the absence of a mechanical joint. To understand 
how its thorax attachment point affects the bi-articular spring, 
the point was also medially constrained relative to the SJC. 

The design optimization problem was defined as the minimi-
zation of the maximum muscle activation (MMACT) across 
all muscles for ten selected static postures matching daily liv-
ing activities such as eating or reaching an object. The stiff-
ness, origin and insertion coordinates of three zero-free-
length springs were considered as design variables (fig. 1). As 
a simple enforcement of compactness of the orthosis, only the 

longitudinal coordinate of the spring attachment points in the 
upper and forearm frames were optimized. This constraint 
compromises perfect balance. 

Figure 1: (Left) the two original springs (blue) and the AMSS 
(red) springs; (Right) the design space and optimized design. 

RESULTS AND DISCUSSION 
The optimized designs showed that, for all three subjects, the 
medial origin point of the AMSS moved anteriorly and infe-
riorly relative to the SJC. To maintain medial-lateral balance, 
the origin point of the bi-articular spring moved not only up-
wards, but posteriorly and laterally. 

By adjusting the mechanical properties of the orthosis by 
minimizing the MMACT, the optimized design decreased the 
required activation for every posture within subjects’ residual 
muscle strength capabilities. The maximum percentages of 
MMACT while wearing the orthosis for the most demanding 
postures, such as 90º shoulder abduction and/or flexion, 
changed from 26% to 10%, 94% to 18% and 273% to 60% 
for the control, adolescent 1 and 2, respectively. The two ad-
olescents were barely able or not able to perform some of 
these postures without the orthosis. 

The related error in terms of potential energy variation (range 
between 1.6-3.6 J) seems to be in the same order of magnitude 
as what results from arm support misalignments [4]. 

CONCLUSIONS 
Contrary to a fully balanced design, this approach leads to a 
design that still supports the patient where required. By ex-
ploring the subject-specific residual muscle function in the 
optimization process, compact designs may be achieved. 
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INTRODUCTION  
The benefits of a microprocessor-controlled knee (MPK) 
have been well documented in Medicare Functional 
Classification Level (MFCL) K3 transfemoral amputees 
(TFA).  There have been suggestions that a K2 level TFA will 
also benefit from this advanced technology by increasing 
their ambulatory functional level to an unlimited community 
ambulator (K3) when receiving a MPK [1-5]. Current 
medical policy restricts MPKs to K3 or K4 amputees and, 
thereby, potentially limits functional capabilities.  Therefore, 
the purpose of this study was to determine if K2 amputees 
would benefit from a MPK. 

METHODS 
Study Design:  A prospective clinical trial (A-B-A design) 
was conducted where only the prosthetic knee was changed. 
Each subject was tested at baseline using their current NMPK, 
fit with a MPK and allowed 10 week of acclimation before 
being tested, and then retested with their NMPK after 4 weeks 
of re-acclimation. The subjects were randomly assigned a 
MPK prosthesis from one of four manufacturers (Otto Bock 
Compact, Ossur Rheo, Endolite Orion, Freedom Innovations 
Plie). All prosthesis fittings were performed by the subject’s 
own certified prosthetist according to the manufacturer’s 
fitting guidelines with oversight provided by the 
manufacturer’s representative. 

Subjects: 50 unilateral transfemoral amputees over age 55 
(mean age 69+9 years with 4 years’ experience using a 
prosthesis) who were MFCL K2 (with 13 K3 exceptions) 
were studied.  Subjects were excluded if they had 
neuromuscular problems, a partial amputation of the 
contralateral limb, were on dialysis, had poor prosthetic 
socket fit, or had residual limb breakdown.  The majority of 
the subjects were using a Medi knee (53%) or an Otto Bock 
(3R60, 3R80, 3R90, 3R92, 3R93) knee (27%). 

Outcome measures: Patient function was assessed in the free-
living environment using tri-axial accelerometers (Actigraph 
GT3X, Pensacola, FL, USA) worn on the waist, thigh, and 
bilateral ankles for a period of four consecutive days.  Patient 
satisfaction and safety was measured using the Prosthesis 
Evaluation Questionnaire (PEQ) and PEQ addendum (PEQ-
A). 

 Data Analysis:  A one-factor repeated measures ANOVA 
was used to determine if there was a difference in outcomes 
between the MPK and NPMK.  Statistical significance was 
attained when the p-value was <0.05. 

RESULTS AND DISCUSSION 
The subjects demonstrated improved outcomes when using a 
MPK.  Patients reported a significant reduction in stumbles 
and falls when receiving a MPK (Figure 1). The subjects 

spent significantly less time sitting when using a MPK.  The 
mean time/day sitting was 60% at baseline, 50% on the MPK, 
and 63% when returning to the NPMK. Subjects exhibited 
improved gait entropy (i.e. more complex movements) when 
using the MPK (baseline=0.17, MPK=0.29, NMPK=0.25). 
Subjects reported significantly improved appearance, less 
frustration and greater utility when using a MPK, as measured 
by the PEQ. 

Figure 1: Box plot illustrating a reduction in stumbles 
and falls when using a MPK.  The central line represents 
the median, the dot represents the mean, and the edges of 
the box are the 25th and 75th percentiles. The whiskers 
extend to + 1.5 of the interquartile range.

This clinical trial demonstrated that K2 TFAs using a MPK 
improved their safety and activity, which resulted in 
increased subject satisfaction. Notably, a reduction in 
stumbles and falls occurred while the subjects engaged in 
more physical activity.  The increase in activity resulted in a 
greater exposure to fall risk, but that risk was moderated by 
the advanced technology. 

CONCLUSIONS 
The study provides evidence that individuals with TFA and 
K2 mobility clearly benefit from a MPK. 
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INTRODUCTION  
A rising awareness of the many benefits gained from aerobic 
exercise has led to a 70% increase in the number of people 
running within the past decade. Runners consistently express 
a lower risk for cardiovascular disease mortality, BMI, 
smoking, and alcohol consumption [3]. Unfortunately, it is 
also well established that running causes a variety of injuries 
in as many as 79% of all runners annually [4]. While running 
injuries are considered “multifactorial” in causation, nearly 
all injuries are attributed to the stresses of repetitive impacts 
with the ground paired with insufficient recovery time [5,9]. 
Thus, the nature of the runner-ground interaction is critical in 
the development of running injuries. There is some evidence 
that skipping gait has lower ground reaction forces (GRF) 
than running [1,6] yet has higher metabolic cost than running 
[8] suggesting that a training program substituting skipping 
for running may be safer while providing greater aerobic 
training. The purpose of this study was to compare ground 
reaction forces, knee joint contact forces and metabolic costs 
of skipping and running.  

METHODS 
20 recreationally active, healthy participants (10 males, 22±2 
yrs, 23±3 kgm-1) trained in skipping over-ground (1 day) and 
on a treadmill (2 days) covering at least 3 miles. Tibio-
femoral (TF) and patello-femoral (PF) compressive forces 
were derived from ground reaction forces (AMTI Model LG-
6) and 3D kinematics (Qualisys ProReflex 240) while
running and skipping along a runway at 2.7 ms-1 and a 
musculoskeletal model [2,7]. The model used both subject-
specific and population based parameter inputs to calculate 
gastrocnemius, hamstrings, and quadriceps muscle forces and 
force in the lateral knee ligaments which were then combined 
along with the limb kinematics to calculate TF and PF forces. 
The two distinct skipping steps (S1 & S2) and the running 
step (R1) were each assessed with 5 trials per person. 
Metabolic data (Parvo Medics, Trueone 2400) were collected 
after six minutes of treadmill running and skipping also at 2.7 
ms-1. Participants rested between the conditions. Parameter 
values from S1, S2, and R1 were compared with 1-way 
ANOVA, and Scheffe post hoc tests, all p<0.05. The 
university Institutional Review Board approved the protocol 
and all participants provided written informed consent. 

RESULTS AND DISCUSSION 
Click HERE to view videos to better understand and compare 
the two gaits. Skipping had consecutive foot contacts with 
each limb and single and double support phases while running 
alternated left and right contacts and had only single support 
phases. R1 step length (1.10±.17m) was 29% and 45% longer 
than S1 (0.85±.07m) and S2 (0.76±.14m; all comparisons 
p<0.05).  

Maximum vertical GRFs were statistically identical in R1 and 
S1 (23.7±1.8 v 23.0±2.8N/kg) but these were statistically 
greater than that in S2 (22.7±1.7N/kg, p<0.05). This 
difference is smaller than previously reported [1] which may 

be due to our slower gait velocity. Despite having 82% 
greater vertical displacement through the stride (skip v run: 
0.20±.03m v 0.11±.02m, p<0.05), skipping had 
significantly lower maximum TF and PF forces than running 
(Fig 1). TF & PF were larger in S1 v S2, p<0.05. Maximum 
TF and PF forces were 24% and 65% larger in running 
compared to the mean of the two skipping steps. Larger forces 
in running can be largely attributed to longer steps with 
correlations of r=0.83 and r=0.75 (both p<0.05) between step 
length and TF and PF forces respectively across both gaits 
and all steps. 

Figure 1. Maximum TF and PF forces in skipping (S1, S2) 
running steps (R1). *All TF forces significantly different and 
# all PF forces significantly different, p<0.05. 

Despite having a double support phase within each stride as 
in walking, metabolic cost was statistically and substantially 
higher in skipping v running (41.1±2.5 v 31.6±3.4 ml/kg/min, 
p<0.05), a difference of 29% which agrees with Minetti et al’s 
estimate of 30%. We also attribute this difference to the larger 
vertical displacement in skipping compared to running. 
Indeed, vertical displacement was highly correlated to 
metabolic cost across both gaits, r=0.80, (p<0.05).  

CONCLUSIONS 
In addition to simply maintaining the skill of running, people 
run to enhance cardiovascular, bone and muscle health. Yet 
this goal is often hindered by running injuries. These data 
provide support for the idea that skipping may have a lower 
injury risk with better fitness and health outcomes than 
running. We suggest the substitution of an as yet 
undetermined amount of skipping for running may reduce the 
likelihood of injury and enhance health.  
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INTRODUCTION 
Inappropriate tibiofemoral joint (TFJ) loading, particularly 
loading magnitude, has been implicated as a major cause 
of TFJ degeneration and osteoarthritis [1,2]. External and 
muscle loading make substantial contributions to TFJ 
compressive loading during gait. Previous research has 
shown that net (i,e. total) muscle contribution to TFJ 
loading is larger than and able to well support the external 
loads during walking, running and sidestepping gait tasks 
[3]. Furthermore, muscle group contributions have been 
examined in walking [4,5] and running gait [6]. While 
these studies provide valuable information regarding 
muscle contributions to TFJ contact forces, they have not 
examined the contribution of individual muscles to all 
three locomotor tasks. Therefore, the aim of this study was 
to determine the individual muscle contributions to TFJ 
contact loading during walking, running and sidestepping 
gait tasks in a healthy control population. 

METHODS 
Fifty-five healthy controls underwent gait analysis, while 
wearing a full body retro-reflective marker set [3]. Surface 
electromyography (EMG) was performed on 8 major 
muscles at the knee. These EMGs were then mapped to 13 
musculotendon units (MTU): rectus femoris (RF), vastus 
intermedius (VI), vastus lateralis (VL), vastus medialis 
(VM), semitendinosus (ST), semimembranosus (SM), 
biceps femoris long head (BFLH), biceps femoris short 
head (BFSH), medial gastrocnemii (MG), lateral 
gastrocnemii (LG) and tensor fascia latae (TFL). 

Participants first completed a static calibration trial 
followed by three repeated trials of each gait task. During 
each trial, ground reaction forces were measured using two 
force plates (Kistler Instruments, Switzerland) (1000Hz), 
EMGs (Zero Wire, Aurion, Italy) (1000Hz) and three-
dimensional marker trajectories (Vicon, Oxford Metrics, 
UK) were acquired (200Hz). Marker trajectories and 
anthropometrics were used to scale a generic OpenSim [7] 
model to each participant’s dimensions and mass. This 
model was then used in the EMG-driven modelling 
framework: Calibrated EMG-informed NMS (CEINMS) 
[8] to calculate MTU forces, MTU moments, and TFJ 
contact loads. The relative contributions made by each 
MTU were calculated by determining the proportion of 
joint contact loading caused by the MTU moment in both 
the medial and lateral compartments. The stance phase of 
gait was divided into three distinct phases based on the 
TFJ flexion/extension. These were termed weight 
acceptance (WA), mid-stance (MID) and push off (PO). 

RESULTS AND DISCUSSION 
During walking WA, we found SM , BFLH, VM and VL 
dominated the contributions to both medial and lateral 
compartment loading, with the gastrocnemii dominant 

during MID and PO phases. During running, contributions 
of the quadriceps, SM, BFLH and ST increased compared 
to walking gait during MID and PO phases. Sidestepping 
WA elicited larger quadriceps and gastrocnemii muscle 
contributions to medial compartment loading compared to 
running, and showed smaller gastrocnemii, hamstrings, VI 
and VL contributions to lateral compartment loading 
compared to running. 

Figure 1. Individual MTU contribution to medial and 
lateral TFJ contact loading during walking, running and 
sidestepping gait tasks.  

CONCLUSIONS 
We found that muscles with an adduction moment arm 
relative to the TFJ centre primarily loaded the medial 
compartment, while the lateral compartment was primarily 
loaded by muscles with an abduction moment arm. The 
magnitude of the relative muscle contributions to TFJ 
contact loading changed both between gait task and across 
the stance phase of individual gait tasks. These changes 
are thought to be driven primarily by different TFJ 
kinematics, kinetics and stabilization requirements of the 
different gait tasks. 
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INTRODUCTION  
Valgus or varus braces are often used as treatment for 
unicompartmental knee osteoarthritis (KOA) with the 
purpose of shifting the internal knee load from the damaged 
cartilage and meniscus to the other compartment. The 
majority of KOA patients suffer from medial cartilage 
deterioration [1] for which reason a medial load reduction is 
usually the main goal with brace treatment. This goal is 
often claimed to be reached in the literature based on a 
reduced knee adduction moment [2,3] despite a fairly low 
correlation between these two parameters has been shown 
[4]. Whether or not the brace succeeds to shift the load, the 
total compressive knee load is still unaffected. Thus, we 
wanted to investigate how internal knee joint loads depend 
on applied moments during gait to obtain information on 
how to reduce the total compressive knee load most 
efficiently. 

METHODS 
The study is based on musculoskeletal (MS) models, from a 
previous study [5], which included ten healthy subjects (8 
males and 2 females, age: 25.7 ± 1.5 years, height: 180.8 ± 
7.4 cm, weight: 76.9 ± 10.4 kg). For each subject, full-body 
3D kinematics were recorded during three gait trials based 
on 35 surface-mounted reflective markers (29 placed on the 
skin and three on each shoe). The trajectories from these 
were used to drive MS models in the AnyBody Modelling 
System (AMS), which computed muscle and joint forces 
while applying joint moments, completely balancing the 
internal moment at the hip, knee and/or ankle, in both the 
sagittal and frontal planes. The total compressive joint load 
was examined for each applied moment and those 
contributing to the largest load reduction was combined to 
find the most effective combination of those tested. 

RESULTS AND DISCUSSION 
The effect on the mean total compressive load during the 
stance phase and early swing (0-70% gait cycle) from 
combinations in the sagittal plane, applied varus-valgus 
moment (KneeAA) and normal gait without any applied 
moments (Normal) is shown in Figure 1. The curves 
indicate moments in the sagittal plane to be most efficient 
regarding knee joint load reduction, which is assumed to be 
due to compensation of the internal moment from muscle 
contraction, which are completely balanced by the applied 
moments. While a complete unload of the muscles is not 
ideal in practice, the results indicate which approach, among 
the investigated moments, most efficiently reduces internal 
joint loads. 

In the following, all comparisons are based on the curves in 
Figure 1 with respect to Normal. The applied moments are 
referred to as FE (flexion-extension), PD (plantar-dorsi 
flexion) and AA (abduction-adduction). 

A combination of hip, knee and ankle moments in the 
sagittal plane (HipFE+KneeFE+AnklePD), reduces the first 
peak (~13% gait cycle) and second peak (~50% gait cycle) 
with 52% and 60%, respectively. HipFE+KneeFE mainly 
affects the first peak with a reduction of 56% and 
KneeFE+AnklePD performs slightly better on the second 
peak than HipFE+KneeFE with a reduction of 35%. It is 
worth noting that the KneeAA curve (simulating the effect 
from a varus or valgus brace) coincides with the Normal 
curve since this moment only shifts the condyle load. 

Figure 1: The mean total knee compressive load as 
percentage of bodyweight (%BW) from 0-70% gait cycle 
for each combination of applied moments. 

CONCLUSIONS 
This study indicates that common valgus or varus braces 
leave the total compressive knee load unaffected during 
normal gait whereas muscle compensation in the sagittal 
plane has a much stronger influence on the total knee load. 
The results can be used as a guide for improving current 
knee braces on the market to ensure an efficient joint load 
reduction during gait. 
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INTRODUCTION  
The determination of knee contact forces (KCF) is valuable 
for researchers to provide insight into loading mechanisms 
associated with the progression of Osteoarthritis (OA). The 
purpose of this study was to estimate KCF in patients with 
varying degrees of OA severity, using muscle and joint 
reaction forces derived from OpenSim. 

METHODS 
3D kinematic and kinetic data were collected from 80, fully 
consented subjects divided into three groups: 20 healthy 
subjects, 30 with medial OA awaiting high tibial osteotomy 
(pre-HTO), and 30 with late stage OA awaiting total knee 
replacement (pre-TKR). The mean and SD of age, weight 
and height for healthy, pre-HTO and pre_TKR cohorts were 
(36.0±9.8, 50.6±7.7, 69.1±9.3) years, (73.0±14.3, 88.2±21.7, 
87.4±20.5) kg and (170.8±6.8, 173.5±10.5, 166.2±10.0) cm, 
respectively. Recorded raw EMG data (Delsys Trigno) were 
band-pass filtered, rectified, low-pass-filtered and 
normalized to peak values obtained through activities of 
daily living (level gait, stair ascent and descent and sit to 
stand). Gait biomechanics for six trials from each subject 
were determined using OpenSim v3.3 [1]. The customized 
generic anatomic model, Gait 2392 Model, was scaled to 
each participant’s anthropometry. It was then used to 
calculate joint angles, and moments for gait trials using 
OpenSim inverse kinematics (IK) and inverse dynamics (ID) 
tools, respectively. Muscle forces were calculated using 
static optimization and knee contact forces (KCF) calculated 
using the joint reaction function.  

RESULTS AND DISCUSSION 
A total of 480 predictions of KCF were generated for 80 
subjects, with 6 simulations for each participant.  The pre-
TKR cohort exhibited a different KCF pattern than the 
control and pre-HTO cohorts. The KCF from the control and 
Pre-HTO subjects had two distinct peaks, where the second 
peak was higher than the first one and it reduced from 
control to OA subjects which is attributed to decreased 
gastrocnemius force in OA subjects. In the pre-TKR cohort 
there is a trend of having a higher mid-stance KCF. This 
suggests that in subjects with severe OA the higher KCF 
during mid-stance is attributed to increased 
counterbalancing role of the quadriceps and hamstrings 
during dynamic movements to stabilize the knee, where 
muscle forces are represented as the main contributor of 
KCF.  

Maximum KCF for the pre-TKR cohort is lower than the 
pre-HTO and control cohorts. Pre-TKR subjects do not have 
a clearly defined double peak and this may result from a 
higher mid-stance knee adduction moment as well as both 
quadriceps and hamstrings producing high muscle forces 
during mid-stance.  

 

 

Figure 1: Knee Contact Force during stance phase across 
varying OA severities - A, Frontal plane knee moment 
during stance phase across varying OA severities – B. 
Values represent mean. 

Additionally, several anthropometric, demographic 
parameters and patient reported outcome measures were also 
examined across subject groups. Results from linear 
regression revealed that, increases in Oxford Knee Score 
and KOOS Symptom outcome measures were significantly 
associated with an increase in peak KCF. No significant 
correlation were addressed between KCF and other outcome 
measures, i.e., WOMAC, PACS, KOOS Pain, KOOS ADL, 
KOOS Sport/Rec, and KOOS QOL.  

CONCLUSIONS 
Differences in the patterns and magnitudes of the KCF 
waveforms provide information on gait changes associated 
with knee OA severity. The highest KCF was found for the 
control cohort, followed by early stage OA (pre-HTO) and 
then late stage OA (pre-TKR). Further, the second KCF 
peaks are lower in subjects with OA. This suggests that less 
muscle force is being produced in late stance and therefore 
the subjects are not driving themselves forward with the 
same strategy as the control group.  
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INTRODUCTION  
Young subjects who develop medial compartment knee 
osteoarthritis (OA) 5 years after anterior cruciate ligament 
reconstruction (ACLR) demonstrate inter-limb differences 
in knee gait variables early after ACLR (~ 6 months after 
ACLR) [1]. Elevated peak knee adduction moment (pKAM) 
and medial compartment force (pMCF) are related to OA 
progression [2], however, the relation to OA onset is less 
clear [3]. Elevated cartilage T2 relaxation time measured 
using quantitative magnetic resonance imaging (MRI) 
indicate early OA related changes, i.e. deterioration of 
collagen network and proteoglycan loss [4]. Currently, it is 
not known whether inter-limb differences in knee variables 
during gait and cartilage T2 early after ACLR are related. 
The purpose of the study was to investigate this relationship 
3 months after ACLR. 

METHODS 
10 subjects were enrolled 3 months after unilateral ACLR (6 
men, 4 women; mean: age = 24 years, mass = 78 kg, height 
= 1.7 m). During motion analysis, each subject completed 5 
trials at self-selected walking speeds (mean: 1.5 m/s). We 
captured gait data using retroreflective markers, an 8-camera 
setup (Vicon, Oxford Metrics Limited, London, UK) and a 
force platform (Bertec Corporation, Worthington, OH). 
pKAM and pMCF during weight acceptance were computed 
using inverse dynamics and a validated electromyography-
informed musculoskeletal model [5]. 

Each subject underwent supine bilateral knee MRI using a 
sagittal T2 mapping sequence (field of view: 160 x 160 mm, 
slice thickness = 2 mm, repetition time = 4480 ms, 6 echo 
times = 12.5 to 75 ms). We calculated T2 maps using 
exponential fitting (ImageJ, National Institutes of Health, 
Bethesda, MD). We analyzed the MRI slice corresponding 
to the center of medial compartment in the frontal plane 
(primary load-bearing region during gait), which was 
located based on femoral epicondylar width measurement. 
The key regions of interest (ROI) were defined as the 
posterior and central load-bearing tibial cartilage layers in 
the sagittal plane, differentiated based on menisci 
boundaries. Each ROI was further sub-divided into deep and 
superficial cartilage sub-layers. We used students t-test to 
compare inter-limb differences, and calculated Pearson’s 
correlation coefficients between inter-limb difference for the 
gait variable vs. inter-limb difference for cartilage T2. 

RESULTS AND DISCUSSION 
We observed a positive correlation for inter-limb difference 
(involved minus uninvolved, or INV - UN) between pKAM 
and T2 values for posterior tibial cartilage (deep: R2 = 
0.5542, superficial: R2 = 0.4126, Figure 1). This implies that 
those with greater pKAM in the INV vs. UN knee also have 

higher T2 relaxation time values (i.e. potentially greater 
cartilage deterioration) in the INV vs. UN knee.  

Figure 1: Inter-limb difference (INV - UN) in T2 for 
posterior tibial cartilage (Y-axis, unit = milliseconds), vs. 
inter-limb difference in peak knee adduction moment (X-
axis, unit = % body weight * height). NOTE: A positive 
number indicates that value is greater in INV vs. UN knee, 
and vice-versa. 

Inter-limb differences in pKAM vs. T2 in central tibial 
cartilage, and pMCF vs. T2 in central/superficial regions 
were not correlated (R2 = 0.1425 or less). Also, 
biomechanical and T2 variables were not significantly 
different between limbs.   

CONCLUSIONS 
The observed relation between pKAM and T2 values for 
posterior (but not central) tibial cartilage could be due to 
excessive anterior tibial translation observed after ACLR 
[6], which shifts joint contact posteriorly. However, we did 
not observe a similar relationship for pMCF and T2 values. 
These results warrant further investigation of a potential link 
between knee gait biomechanics and cartilage health after 
ACLR, with both a larger sample size and long-term follow-
up. Evaluating inter-limb differences in knee gait and 
cartilage MRI variables may aid in early OA detection, and 
inform strategies to delay OA progression after ACLR. 
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INTRODUCTION  
Anterior cruciate ligament (ACL) injuries are extremely 
common in contact sports [1]. Deficit on quadriceps strength 
on the involved limb post ACL injury has been previously 
described [2]. Other complications related to the ACL injury 
includes persistent pain and swelling, limited range of 
motion (ROM), and anterior knee pain. Ultrasound tissue 
characterization (UTC) has been used to express the quality 
of tendons based on the stability of the echo pattern [3, 4]. 
The aim of our study was to assess the quality of the patella 
tendons in subjects with ACL injury, and correlate tendon 
quality with muscle strength, amount of days since ACL 
injury, and knee ROM. It is hypothesized that the patella 
tendon of the involved leg will present lower quality than 
the uninvolved leg. And that the longer the period from 
ACL injury to assessment time, the lower the patellar tendon 
quality. 

METHODS 
Thirty-eight male patients (age between 15 to 47 years) 
sustaining ACL injury (time from ACL injury ranging from 
9 to 4094 days) volunteered for the present study and gave a 
written informed consent. Subjects were submitted to a 
clinical assessment, isokinetic concentric strength test, and 
UTC scans. All tests were performed on the involved and 
uninvolved leg. UTC scans were performed twice (two days 
apart) for reliability tests. After warm up and familiarization 
with the procedure, subjects performed 5 maximal knee 
extension and flexion repetitions in 60⁰/s on the BiodexTM 
Dynamometer (BIODEXTM Shirley, New York). UTC 
scans (SmartProbe 10L5, Terason 2000, Teratech, USA) 
(UTC Tracker, UTC Imaging, Netherlands) were performed 
with subjects in supine with knee flexion of approximately 
100⁰. UTC acquisition and analyses were performed by one 
single examiner. Contours were drawn on every 0.5cm 
throughout the whole patella tendon. The overall tendon, the 
apex of patella, 2cm bellow apex of patella (mid tendon) and 
2 cm before the raise of tibia tuberosity (distal tendon) were 
determined as areas of interest. 
Data presented normal distribution. Thus, paired t-test was 
used to compare involved and uninvolved legs. Level of 
significance of p<0.05 (*) was set.  
Intra-observer reproducibility of both data collection and 
analysis were performed. Standard error of the measurement 

(SEM) was calculated in order to obtain the minimal 
detectable change of all UTC parameters (MDC = 1.96 × 
SEM ×√2). The program IBM SPSS v.21 was used for all 
statistical analyses (SPSS Inc, Chicago, Illinois, USA). 

RESULTS AND DISCUSSION 
There was no difference in patella tendon quality between 
involved and uninvolved leg (Table 1). There was low or no 
significant correlation between peak torque, period in days 
of being injured, ROM and any of the UTC variables 
studied. The majority of UTC variables appeared to have 
good to excellent intra-observer reproducibility (Table 1 and 
2). The UTC variable that presented difference statistically 
significant had difference between involved and uninvolved 
legs inferior than the MDC, thus clinically insignificant. 

Table 2: Values of mean, standard deviation, value of 
significance and intra-class coefficient of reliability for 
tendon thickness, strength and ROM. 

Involved Uninvolved p-value ICC
Tendon thickness 0.5±0.1 0.5±0.1 0.18 .798
Peak torque 167.3±65.7* 209.9±55.9* 0.000 ---- 

Knee Extension 0.0±4.5* 2.2±2.9* 0.00 ---- 

Knee flexion 138.0±11.3* 145.0±7.5* 0.00 ---- 

CONCLUSIONS 
Regardless if the ACL injury is acute or chronic; the quality 
of the patella tendon on the involved leg seemed not to be 
affected by the significant smaller values of quadriceps 
strength and restricted ROM. 
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Table 1: Values of mean, standard deviation and intra-class coefficient of reliability for four echo types in different areas of 
the patella tendon on the involved and uninvolved leg. 
Location Patella Apex ICC Mid Tendon ICC Distal tendon ICC Overall Tendon ICC
Leg side Involved Uninvolved Involved Uninvolved Involved Uninvolved Involved Uninvolved
Type I (%) 43.5±13.4 39.7±13.5 .362 54.2±10.8 52.4±12.2 .562 37.3±15.6 32.8±16.2 .359 46.1±9.9* 43.6±8.3* .849 

Type II (%) 50.0±9.0 50.9±9.1 .405 42.8±9 42.1±8.8 .286 48±10.7 48.2±10.8 .504 46.2±6.2 46.3±5.0 .771 
Type III (%) 5.4±8.4 7.7±10.0 .688 2.3±3.6 4.4±10.0 .650 12.3±15.9 15.7±16.4 .434 6.2±6.2 8.2±6.5 .201 
Type IV (%) 1.1±1.6 1.7±1.9 .723 0.6±1.2 1.2±1.8 .557 2.4±3.2 3.2±3.9 .568 1.5±1.5 1.9±1.5 .722 
Volume 1.1±0.2 1.1±0.4 .738 1.1±0.2 1.1±0.2 .829 1.0±0.2 1.1±0.6 .780 4.2±1.0 4.0±0.9 .760 

I + II 93.5±9.9 90.6±11.8 .999 97.1±4.8 94.4±11.7 .997 85.3±19 81.0±20.0 .992 92.3±7.7 89.9±7.9 .999 
III + IV 6.5±9.9 9.4±11.8 .815 2.9±4.7 5.6±11.6 .707 14.7±19 18.9±19.8 .563 7.7±7.7 10.1±8.0 .371 



Figure 1: Comparisons of limb loading symmetry between 
groups of during SS across conditions   
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INTRODUCTION  
Individuals following anterior cruciate ligament 
reconstruction (ACLr) have been found to adopt a loading 
strategy that shifts the mechanical demands away from the 
surgical limb during bilateral tasks [1]. This loading pattern 
persists long-term and is attributed to increased risk for re-
injury [2] and progression of knee osteoarthritis [3]. 
Sensorimotor impairments at the surgical knee have been 
described following ACLr [4]. However, it is not known if 
individuals following ACLr have the ability to perceive 
differences in weight bearing magnitude during bilateral 
tasks. The purpose of this study was to investigate limb 
loading abilities in individuals following ACLr by 
comparing loading symmetries among three conditions in 
which participants performed bilateral tasks 1) naturally (N), 
2) following explicit loading instructions without
performance feedback (instructed condition, IN) and 3) with 
limb loading feedback (feedback condition, F).  

METHODS 
Five individuals post-ACLr (98±16 days) and 5 healthy 
controls) were enrolled in this study. Participants performed 
2 double limb tasks (sit-to-stand (SS) and squat (SQ)) under 
3 conditions (natural, instructed, and feedback). Ground 
reaction forces were collected while participants performed 
the tasks using BTS P-6000 force platforms (BTS 
Bioengineering Corp, Milan, Italy; 1000 Hz) in natural and 
instructed conditions and AMTI force platforms (AMTI, 
MA, USA; 1000 Hz) in feedback condition. In attempts to 
examine natural limb loading behaviors, in the natural 
condition, participants received no instruction regarding 
weight bearing; and in some conditions did not know they 
were being assessed. To assess individuals’ ability to 
accurately determine the magnitude of limb loading, 
participants were given explicit instructions to distribute 
their weight evenly between limbs while performing each of 
the tasks in instructed condition. To assess individuals’ 
ability to load their limbs symmetrically, participants were 
given real-time feedback regarding vertical ground reaction 
force (vGRF) magnitude under each limb and asked to keep 
loading even between the limbs. vGRF impulse was 
calculated for each limb during each task execution 
determined by L5S1 marker. Limb loading symmetry was 
quantified as a ratio of vGRF impulse of the surgical / non-
surgical limbs (ACLr) and matched limb dominance in 
healthy controls. Fours trials were averaged in each 
condition for each task for analysis. Separate 2 (group) x 3 
(condition) ANOVAs with post hoc independent and paired 
t-tests were performed to assess the effects of group and 
condition on limb loading symmetry (α = .05).   

RESULTS AND DISCUSSION 
As seen in the Figure 1 (representative data across tasks), 
participants in the control group maintained symmetrical 
loading across conditions with limb loading symmetry close 

to 1 (SS: .99 ± .20 (N), 1.03 ± .05 (IN), 1.03 ± .03 (F); and 
SQ: 1.00 ± .11 (N), .98 ± .05 (IN), 1.02 ± .02 (F)). 
Differences between control and ACLr groups in the natural 
condition suggest that individuals following ACLr adopted 
an asymmetrical loading strategy when they were not paying 
attention to loading (SS: .72 ± .03 (ACLr) vs. .99 ± .20 
(Ctrl), ES: 7.42; and SQ: .71 ± .07 (ACLr) vs. 1.00 ± .11 
(Ctrl), ES: 5.3). Interestingly, when giving visual feedback, 
individuals post ACLr were able to perform the tasks as 
symmetrically as controls, suggesting that they are capable 
of meeting the mechanical demands of the tasks loading 
(SS: .98 ± .18 (ACLr) vs. 1.03 ± .03 (Ctrl); and SQ: .99 ± 
.01 (ACLr) vs. 1.02 ± .02 (Ctrl)). Loading symmetry 
improved in the instructed compared to natural loading 
condition in the ACLr group (SS: .84 ± .09 (IN) vs. .72 ± .03 
(N), ES: 1.51; and SQ:  .91 ± .32 (IN) vs. .71 ± .07 (N), ES: 
.76). However, they performed with less symmetry in the 
instructed condition than feedback condition (SS: .84 ± .09 
(IN) vs. .98 ± .18 (F), ES: .66; and SQ:  .91 ± .32 (IN) vs. 
.71 ± .07 (F), ES: .25). The inability to load symmetrically 
without feedback suggests that individuals following ACLr 
have impairments in loading sensation or the perception of 
loading magnitude.   

 
 

CONCLUSIONS 
The large effect sizes suggest that despite having the ability 
to meet the demands of the bilateral tasks individuals 3 
months post-ACLr preferentially load the non-surgical limb 
in more natural conditions. The inability to accurately 
determine loading magnitude may influence this preference 
and practice throughout the day may result in reinforcement 
of asymmetrical loading.    
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INTRODUCTION  
Subtle asymmetries in tibiofemoral (TF) kinematics have 
been detected in ACL reconstructed (ACLR) knees [1,2]. 
These altered kinematics shift the cartilage contact regions, 
which is theorized to initiate progression into osteoarthritis 
[3]. Thus, restoring normal kinematics with ACLR could 
prevent early cartilage degradation. Prior ex vivo studies 
have shown that graft tunnel placement impacts the anterior-
posterior laxity [4] and internal rotation of the knee [5]. 
Further, gait analysis has identified potential links between 
ACL graft orientation and knee rotation [6]. However, 
conventional motion analysis lacks the precision to capture 
subtle changes in secondary TF kinematics that may impact 
cartilage loading. In this study, we used dynamic MRI to 
investigate links between TF kinematics and ACL geometry 
during active movement. We hypothesized that non-
anatomical graft orientation would be related to asymmetries 
in anterior tibia translation and internal rotation.  

METHODS 
The bilateral knees of 18 subjects that underwent a primary 
unilateral, isolated ACLR were tested (9 M, 24.8±5.7 yrs, 
78.9±16.5 kg, 20.2±8.7 months post-op, 9 PT grafts). 
Bilateral, high resolution MR images were collected and 
segmented to create bone and ACL geometries for the 
ACLR and intact knees. The location of the ACL femoral 
and tibial attachments and the orientation of the ACL 
relative to the tibia plateau were measured bilaterally (Fig. 
1A). Non-anatomical ACL graft geometry was characterized 
by subtracting the intact from the reconstructed metrics.  

During the dynamic MRI protocol, subjects lay supine in the 
MR scanner with their leg attached to an inertial loading 
device. Subjects performed cyclic knee flexion-extension at 
0.5 Hz for 5 min while dynamic volumetric images were 
continuously acquired [7]. Images were retrospectively 
sorted and reconstructed into 60 frames over the motion 
cycle. Six degree of freedom TF kinematics were measured 
by optimally registering the bone geometries to the image 
sets at each frame. We then extracted the TF kinematics at 
peak knee flexion and extension and the range in TF 
kinematics through extension. Kinematic asymmetries were 
determined by subtracting the intact from the reconstructed 
metrics. We computed Spearman’s correlation coefficient 
(R) between the kinematic and ACL geometry asymmetry 

metrics with significance set at p<0.05. 

RESULTS AND DISCUSSION 
Sagittal orientation of the ACL graft was correlated with 
asymmetric anterior translation (R=0.56), internal rotation 
(R=0.50), and adduction angle (R=0.54) at peak flexion 
(Fig. 1B). Frontal plane orientation of the ACL graft was 
correlated with lateral translation at peak flexion (R=0.50), 
internal rotation at peak extension (R=0.58), and lateral 
translation range (R=-0.52). Additionally, the superior 
location of the femoral attachment was correlated with 
lateral translation at peak flexion (R=0.58) and extension 
(R=0.56), while the lateral location of the tibial attachment 
was correlated with internal rotation at extension (R=-0.61). 

Our results suggest that non-anatomical ACL graft 
placement may contribute to asymmetries in in vivo knee 
mechanics. Abnormally high anterior tibia translation was 
associated with a more vertically oriented ACL graft, which 
is consistent with a previously observed relationship 
between the neutral anterior tibia position and ACL 
orientation [6]. We also found that a more horizontal graft in 
the sagittal plane was linked with greater external tibia 
rotation. Given that there is a bias towards external rotation 
in ACLR knees [1,2], our data suggest that this abnormality 
may be modifiable via graft placement. 

CONCLUSIONS 
This study elucidates links between ACL graft geometry and 
kinematics in reconstructed knees, which may be important 
to consider when planning ACLR procedures that can best 
restore normative mechanics.  
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INTRODUCTION 
Abnormal lower limb mechanics after anterior cruciate 
ligament injury (ACL) have been considered as a risk for the 
development post-traumatic osteoarthritis1. It is possible that 
long-term impairments and asymmetries following ACL 
reconstruction (ACLR) may be more evident during high 
loading activities such as stair ascent and descent than during 
walking2. The aim of the study was to compare knee 
kinematics and kinetics in sagittal plane of the ACLR knee to 
the contralateral limb and with uninjured controls during stair 
ascent and descent. 

METHODS 
Twenty-three participants (13 women) with ACLR 4.7 (1.8) 
years (2 – 10 years) post-surgery and 24 age-matched controls 
were tested during stair ascent and descent over two steps in 
a gait laboratory. Two steps were used for stairs such that the 
first step was placed on the floor-embedded force plate. 
Eleven infra-red cameras were used to capture the motion of 
participants. Cortex and Visual 3D software were used to 
estimate bilateral knee angles and external knee moments. 
Repeated measures ANOVAs were used to determine 
whether significant group (ACLR vs controls) and side 
effects (injured vs uninjured; Side 1 vs Side 2) or interactions 
existed (p>0.05). Pairwise post-hoc tests were performed 
where appropriate. 

RESULTS AND DISCUSSION 
No significant effects or interactions were found for 
spatiotemporal variables during ascent and descent. 
Significant side effects were found for the extension moment 
(p= 0.021) and interaction effects (group x side) (p= 0.008) 
for flexion moments during ascent. Significant group effects 
were found for flexion angles (p=0.016) during ascent and 
first flexion moments (p= 0.037) during descent.   

During stair ascent, flexion moments of the ACLR uninjured 
side were higher than Controls (p=0.003) and higher peak 
extension moments were seen on the ACLR injured side 
compared to the contralateral side (p=004). ACLR injured 
sides exhibited significantly lower peak knee flexion angles 
compared to the Controls (p= 0.004) (Table 1). During stair 
descent, the first peak flexion moment for the uninjured sides 
were significantly higher than controls (p=0.019), while no 
significant difference was found when comparing the ACLR 
injured sides to the controls (p=0.261). No significant effects 
were found for second peak flexion moments and knee 
kinematics during descent.  

Higher flexion moments on the uninjured side of the ACLR 
group indicate the compensatory role for the injured side 
following ACLR. Furthermore, higher extension moments 
during ascent for the ACLR injured sides may reflect 
quadriceps avoidance patterns 

Table 1.Kinetics, kinematic and spatiotemporal variable 
during stair ascent and descent (Mean and Standard deviation 
(SD))

ACLR group Control group 
Injured 
side 

Uninjured 
side 

Side 1 Side 2 

Stair ascent
External moments (Nmkg-1) 
Flexion*  -89.2 

(26.2) 
-104.5 
(22.0) 

-86.7 
(28.7) 

-82.2  
(26.8) 

Extension # 11.7 
(15.5) 

4.4 (13.5) 7.9 
(16.9) 

6.7 
(14.2) 

Kinematics (Angles- degrees) 
Flexion∞   -55.8 

(4.4) 
-57.2 
(4.9) 

-59.8 
(4.6)  

-59.5 
(4.7) 

Extension  -6.4 
(4.8) 

-5.8 (3.9) -6.9 
(4.0) 

-7.1 
(4.8) 

Stair descent
External flexion moments (Nmkg-1) 

Peak 1 ∞ -38.5 
(19.2) 

-47.1 
(26.4)  

-31.9 
(20.4)  

-32.4 
(13.4)  

Peak 2 -66.3 
(35.7) 

-76.3 
(35.4) 

-66.6 
(27.8) 

-65.0 
(27.6) 

Kinematics (Angles- degrees) 
Flexion  -80.3 

(12.4) 
-79.7 
(9.2) 

-83.3 
(5.7) 

-81.8 
(6.8) 

* Significant Interaction (Group x Side); # Significant Side
effect; ∞ Significant group effect. 

CONCLUSIONS 
Differences in kinematics and moments in participants with 
ACLR compared to Controls suggest incomplete recovery or 
changes in neuromuscular control and joint function up to 10 
years following injury. Asymmetric loading during ascent 
between uninjured and injured sides following ACLR and 
compensatory mechanisms may potentially indicate risk for 
osteoarthritis.  
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INTRODUCTION  
Muscle co-contraction is the simultaneous contraction of the 
agonist and antagonist muscles, activating both moment 
arms about a specific joint in order to regulate joint stiffness 
and maintain stability. Joint stabilization is particularly 
important after invasive surgeries, such as Total Hip 
Replacements (THR), which has been previously associated 
with higher or abnormal muscle activation [1]. The 
additional forces exerted by agonist-antagonist muscles can 
lead to overall higher contact forces at the joint level.  

This study aims to quantify how muscle co-contraction 
affects predicted joint loads in musculoskeletal simulations. 

METHODS 
The musculoskeletal simulations, run through the AnyBody 
Modelling System, were based on the MoCap Lower Body 
Model from the AMMR repositories, which has previously 
been used to predict hip contact forces (HCF) [2]. The 
model was based on the TLEM 1.1 cadaveric dataset and 
linearly scaled to match the anthropometry of a healthy 
subject (height=1.73m, weight= 63kg). Inverse dynamics 
analysis was based on measured motion capture and ground 
reaction forces data to simulate gait activity. The 
indeterminacy of the muscle configuration was solved with 
a 3rd-order polynomial muscle recruitment criterion.  

Co-contraction was implemented by imposing a minimum 
level of activation (bound) in the antagonist muscle. The 
muscle recruitment algorithm was then able to compensate 
for this additional activity by further recruiting the agonist 
muscle, in order to maintain an unvaried kinetic balance 
around the joint. The imposed bounds (1, 2, 5, 10%) were 
chosen within the physiological range of muscle activation 
occurring during gait. The bounds were added on the major 
muscle fascicles involved in hip flexion and extension. The 
bounds were added alternatively on hip extensors, on hip 
flexors or on both. 

RESULTS AND DISCUSSION 
The results show an overall increase in the joint contact 
forces when co-contraction is enforced on hip flexors and 
extensors. When the lower bounds are applied only on the 
flexors, an increase of 81% is registered in the contact forces 
during the loading phase of the stance (Figure 1, middle). 
Similarly, when the bounds are applied on the extensors, an 
increase of 141% in the contact forces can be seen in the 
terminal phase of the stance (Figure 1, bottom). The 
combination of the two bounds leads to an overall increase 
of HCF throughout the gait cycle (Figure 1, top). Hip 
contact forces could reach peak values as high as 7.8*BW 
during normal gait, more than double compared to the 
baseline predictions of the model. The main limitation of 
this study is the implementation of a constant, non-time-
dependent level of co-contractive activity of the involved 
muscles. This choice was mainly motivated by the 

inconsistency of EMG normalization techniques and the 
difficulty to measure actual activation levels in-vivo. The 
simulations were also performed under the assumption of 
unaltered kinematics. 

Figure 1: Total hip contact force (HCF) profiles over a gait 
cycle for different activation bounds levels imposed on hip 
flexors, extensors, or both. Results are normalized to body 
weight (BW). 

CONCLUSIONS 
Co-contraction represents an important parameter to take 
into account in order to obtain accurate multi-body 
predictions, as it could lead to significantly higher joint 
loads. This study provides an estimate of the additional load 
that could arise at the hip joint in case of increased co-
contractive activity of the hip flexors and extensors. In 
particular, a proper estimation of the co-contraction levels is 
necessary for an accurate subject-specific modelling, 
especially for post-operative patients who may also present 
important muscle deficits and/or asymmetries.  

ACKNOWLEDGEMENTS 
This work was supported by grant 310477 (“LifeLong 
Joints”) from the EU 7th Framework Programme. 

REFERENCES 
1. Horstmann T, et al., Clin. Biomech. 28: 762-769, 2013.
2. Varady PA, et al., J. Biomech. 48: 3227-3233, 2015.



VALIDATION OF A MOTION-CAPTURE-BASED MUSCULOSKELETAL MODEL FOR PREDICTION OF 

HIP CONTACT FORCES  

1Enrico De Pieri, 2Morten E. Lund, 2Kasper P. Rasmussen, 3David E. Lunn and 1Stephen J. Ferguson 
1ETH Zurich 

2AnyBody Technology 
3Leeds Teaching Hospital NHS Trust 

Corresponding author email: enrico.depieri@hest.ethz.ch 

INTRODUCTION 
Accurate knowledge of the contact forces acting at the hip 

joint is necessary for the improvement of hip implant design 

and for defining more realistic pre-clinical testing. Although 

in-vivo measurements have been previously obtained from 

patients with instrumented prostheses [1], they only 

represent a small sample of the population, therefore not 

accurately depicting the whole range of loads that the 

implants have to withstand. Musculoskeletal models have 

the potential to overcome this limitation and provide loading 

values for a broader range of the population, but a thorough 

validation is necessary to prove the reliability of their 

predictions [2]. This study aims to quantitatively validate a 

new musculoskeletal model for the prediction of hip contact 

forces (HCF). 

METHODS 

A motion capture based model was implemented in the 

AnyBody Modeling System and featured detailed muscular 

geometry based on the cadaveric dataset TLEM 2.0. The 

lines of action of the major muscle groups surrounding the 

hip were revised starting from the original MRI scans of the 

TLEMsafe study [3]. More realistic wrapping surfaces were 

introduced for glutei, iliopsoas and hamstring muscles, 

guaranteeing sufficient level arms at every degree of hip 

flexion. The model was linearly scaled to match the 

anthropometry of a patient with an instrumented prosthesis, 

whose synchronized marker trajectories, ground reaction 

forces (GRF) and HCF data were released for a single gait 

trial (http://orthoload.com/comprehensive-data-sample/). 

Virtual markers and force plates were included in the model 

to match the lower-body marker protocol and laboratory set-

up described in the dataset. Inverse dynamics analysis was 

based on a 3rd-order polynomial muscle recruitment criterion 

and was given as input the mentioned Orthoload marker and 

GRF data, previously filtered with a low-pass filter.  

The contact forces, computed at the right hip over a gait 

cycle, were then transformed to the same reference frame 

[1] and quantitatively compared to the measurements from 

the instrumented implants. 

RESULTS AND DISCUSSION 

The results showed good agreement with the overall trend 

and timing of the predicted HCF (Figure 1). The Root Mean 

Square Error (RMSE), calculated for the total HCF and 

evaluated over the whole gait cycle, was found to be 

0.293*BW, while the RMSE evaluated separately for stance 

and swing phase was 0.344*BW and 0.168*BW 

respectively. The analysis of the single components showed 

good agreement for the antero-posterior component with an 

RMSE0-100% of 0.04*BW, while the proximo-distal (RMSE0-

100% = 0.240*BW) and medio-lateral (RMSE0-100%= 

0.280*BW) components were over-predicted mainly during 

the stance phase. The maximum error during the stance 

phase was associated with its 1st peak (loading phase), where 

the resultant force was over-predicted by 0.595*BW, while 

the error associated with the 2nd peak (terminal phase) was 

0.127*BW. The time difference between predicted and 

measured peak values was negligible (0.017s and 0.001s 

respectively). 

Figure 1: Predicted and measured HCF over a gait cycle. 

CONCLUSIONS 

This quantitative validation of a musculoskeletal model 

provides an estimation of the error associated with HCF 

prediction. The results for a single complete gait trial 

showed overall a good agreement between predicted and 

measured HCF, although the over-prediction during the 

loading phase needs to be further investigated. The release 

of additional data samples would be beneficial in order to 

test the model with different kinematic and anthropometric 

inputs. Alternatively, the model can be further validated 

with qualitative comparisons based on different motion 

capture datasets. 
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INTRODUCTION  
Understanding the mechanism of osteoporotic femoral neck 
fractures is important for improving diagnosis and 
treatments of osteoporosis. Standard mechanical testing can 
measure the femoral stiffness and strength under different 
loading scenarios. However, it does not provide information 
about internal deformations and location of fracture onset. A 
combination of time-elapsed micro-CT imaging, step-wise 
loading and Digital Volume Correlation (DVC) has been 
already used for measuring deformation within trabecular 
bone specimens [1] and vertebral bodies [2] but its 
application to images of specimens as big as the proximal 
human femur is challenging. The goal of this study is to 
develop a protocol to measure the full 3D field distribution 
of strain, from the elastic range up to failure, in the entire 
human proximal femur. 

METHODS 
Time-lapsed micro-CT cross-section images (29.81 
µm/voxel, isotropic) of a human femur step-wise loaded to 
fracture were obtained from a study conducted at the 
Australian Synchrotron (Clayton, VIC, Australia). Donor 
was an osteoporotic female, Caucasian (80 years old, 145 
cm height, 104 kg weight, T-score: -3.45). Five load steps 
(LS) were applied to induce a neck fracture (LS5). The 
micro-CT images of the entire femoral epiphysis were first 
obtained in unloaded condition, then at each of the five load 
steps up to fracture. Images were resampled to 120µm/pixel 
to reduce registration time; each image was rigidly 
registered with the unloaded scan as reference (AMIRA, 
2016 FEI). A deformable image registration toolkit (ShIRT 
[3]) was used to compute the displacements at the nodes of 
an isotropic grid superimposed to the images. Based on 
previous data (unpublished) to evaluate the precision of the 
protocol, the analysis was run with a nodal spacing of 50 
voxels (cell dimension = 6 mm), which provide a precision 
on strain measurements of approximately 500με. Points of 
the grid not belonging to the bone were removed with a 
mask. The remaining nodes were converted into 8-nodes 
hexahedron elements, with the respective computed 
displacements as kinematic boundary conditions in order to 
compute the strains and to use the post-processing options of 
a finite element software package (Mechanical APDL 
v.15.0, Ansys, Inc, USA) [4]. 

RESULTS AND DISCUSSION 
Figure 1 shows the propagation of both tensile (A) and 
compressive (B) elastic strain. An increased tensile strain 
concentration was observed at the superior femoral neck, 
which corresponds to the region where then the fracture 
occurred (red arrow); whereas an increased compressive 
strain concentration was observed in the inferior femoral 
neck (black arrow). Figure 1C shows tensile and 
compressive strain of LS1 overlapped to a longitudinal mid- 
 

 
section of the unloaded femur (left/center), and a similar 
section when fracture occurred (right).  

Figure 1: A) Tensile and B) compressive principal strain 
distribution in the proximal femur metaphysis, obtained with 
DVC applied on micro-CT images; C) tensile and 
compressive strain overlapped with a longitudinal mid-
section of the femur (left/center), and longitudinal mid-
section of the fractured femur (right). 

CONCLUSIONS 
We successfully developed a protocol to evaluate the full 
field 3D strain distribution in the proximal femur under 
compressive loading. DVC provided spatial localization of 
increased tensile and compressive strains already at low 
loads within the elastic range, in the femoral neck region 
where fracture then occurred.  This method can be used to 
study the effect of pathologies and interventions on strain 
propagation and fracture progression. 
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INTRODUCTION 
In comparison to lumbar spine loading, only very little is 
known of the hip joint loading arising during manual 
handling of loads in the workplace. The goal of the present 
study was analysis of the hip joint loading during different 
occupational tasks involving manual handling of loads. It 
was hypothesized that manual handling of heavy loads 
causes higher peak loads at the hip joints than walking.  

METHODS 
A combined arrangement of 3D motion capturing (VICON, 
12 cameras) and two force plates fitted at floor level 
(KISTLER) was set up to record lifting, carrying and 
moving of loads. The test load (interchangeable total 
weights of 25, 40 and 50 kg) was equipped with two handle 
bars (height 337 mm above bottom) located symmetrically 
at the top. During lifting, the load was to be raised from 
floor level until an upright body posture was reached. 
During carrying, the load was to be carried symmetrically in 
front of the body over a short distance (three steps, approx. 
2.5 m). During moving of loads, the load was to be 
transferred on the level on a platform (initial handle height 
above floor level 520 mm) by picking up on one side of the 
body and depositing on the other side without movement of 
the feet (traveled distance of load approx. 0.6 m) followed 
by the same operation in reverse. A reference task was 
selected in the form of normal walking (no load, v = 1.2 
m/s) under the assumption that this entails no particular risks 
for the hip joints and can be consistently performed by any 
healthy person.  

Eleven professional male workers [mean age: (42±12) years, 
mean height: (1.81±0.07) m, mean weight: (91.7±19) kg] 
from the relevant sectors and familiar with heavy lifting 
tasks were recruited. The subjects were required to perform 
each task three times at each loading condition (25, 40 and 
50 kg).  

Based on the motion analysis data, the hip joint contact 
forces (HJCFs) were calculated by the AnyBody Modeling 
System (Vers. 6.0.1) [1]. A finite element analysis (FEA) of 
the peak load situation of the hip joint model was conducted 
in order to derive the contact pressure distribution of the hip 
joint cartilage (ANSYS Workbench 16.0). The anatomical 
data were derived from CT scans [2]. The cartilage was 
simulated with the hyperelastic Neo-Hook model. The 
maximum HJCFs for the different activities were compared 
by using ANOVA with repeated measures (α = 0.05). 

RESULTS AND DISCUSSION 
Maximum HJCFs were significantly higher for carrying 
[(497±85)%BW (40 kg), (562±103)%BW (50 kg)] and 
lateral moving of loads [(526±123)%BW (25 kg), 
(591±139)%BW (40 kg), (637±148)%BW (50 kg)] than for 
level walking [(368±78)%BW]. By contrast, no significant 
increase in HJCF was observed for lifting [(486±119)%BW 

(50 kg)]. In general, the maximum HJCF was strongly 
associated with the weight of the load [1]. 

The FEA revealed specific patterns of pressure distribution 
for the different tasks (Figure 1). In the manual handling 
tasks, the location of peak pressure moved dorsally and 
distally at the acetabulum. The peak pressure reached 15 to 
24 MPa for the different manual handling tasks and 15 MPa 
for walking. The contact area was remarkable smaller during 
the lifting tasks compared to carrying and moving loads. 

Figure 1: Lateral view of pressure distribution at right 
acetabulum at instant of maximum HJCF of one 
representative subject during (a) walking, (b) lifting (50 kg), 
(c) carrying (50 kg), and moving loads on level (50 kg). 

CONCLUSIONS 
Higher hip joint loadings were observed in unilateral load 
situations such as carrying and moving of loads than during 
level walking. The patterns of pressure distribution at the 
acetabulum differed completely from those during walking. 
In total, the increase in hip joint loading remained below 
200% of that for reference walking. In conclusion, it is 
strongly recommended that load handling devices be used 
when heavy loads are to be handled. 
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INTRODUCTION  
Currently, functional outcome following total knee 
arthroplasty (TKA) is not fully restored, with the majority of 
TKA patients exhibiting lower functional outcome scores 
than their healthy counterparts [1]. A contributing factor to 
limited functional outcome may be the nature of the 
rehabilitation provided as there is still some controversy 
regarding the most appropriate methods for rehabilitation 
delivery [2]. Providing patients with visual feedback during 
rehabilitation has had a positive effect in other patient 
populations such as stroke survivors [3] and therefore may 
also improve the efficacy of orthopaedic rehabilitation.  The 
aim of this study was to develop a visual feedback tool 
based on real time data from 3D motion capture for routine 
clinical use. Further aims included determining if provision 
of augmented feedback was acceptable to patients and 
whether it had a positive effect on functional outcome. 

METHODS 
A bespoke, cluster based motion analysis protocol which has 
been previously validated for calculation of lower limb 
kinematics [4] was used to develop an avatar of lower limb 
movement and measure real-time kinematics. Three bespoke 
feedback scenarios were developed for “step-up”, “sit to 
stand” and “weight transfer” exercises which displayed the 
patients’ movement and a limited amount of useful 
biomechanical information to help patients complete 
exercises correctly. Fifteen patients were sequentially 
recruited into a control group and 15 into an intervention 
group.  All patients completed a baseline gait assessment. 
Control patients completed rehabilitation exercises as 
normal and intervention patients completed three of nine 
exercises with visual feedback. After six weekly 
rehabilitation sessions, all patients completed an outcome 
gait assessment. Further, intervention patients completed a 
questionnaire regarding their experience using the feedback 
tool.  Peak knee extension velocity in swing (PEVS), peak 
knee flexion in swing (PFS) and total knee flexion excursion 
(TFE) were compared between groups using an independent 
t-test (α = 0.05).  

RESULTS AND DISCUSSION 
The majority of patients found use of the tool highly 
acceptable, were motivated by it and found it an enjoyable 
addition to their routine care. One aspect which was slightly 

less favourable was the biomechanical information which 
was displayed. This issue could be combatted by use of a 
‘virtual teacher’, which has shown a positive effect in 
previous visual feedback studies [5] and would negate the 
need for biomechanical information to be displayed while 
still ensuring exercises were being completed correctly. 
Table 1 details the results for each group at outcome and the 
change in each outcome measure between baseline and 
outcome. There was a positive change in all outcome 
measures for both groups, with controls achieving similar 
values to patient data from the literature and interventions 
achieving similar values to healthy controls from the 
literature [1]. When examining the change between baseline 
and outcome, there were no significant differences between 
groups. However the intervention group showed larger 
improvements in PFS and TFE in comparison to controls. 
Subsequent sample size calculations revealed that a group 
size of 22 would have resulted in a significant difference for 
TFE and therefore it is likely that the study was 
underpowered. These results suggest that provision of visual 
feedback may have a positive effect on knee range of 
motion in the sagittal plane. 

CONCLUSIONS 
Visual feedback using motion analysis was successfully 
delivered in a routine clinical environment and was widely 
acceptable to patients.  Further, provision of visual feedback 
appeared to lead to improved knee range of motion in the 
sagittal plane in comparison to control patients. However, 
larger scale studies are required to confirm these positive 
effects. 
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Table 1. Mean ± SD at outcome and the mean change between baseline and outcome for each group and each outcome 
measure (α = 0.05) 

Outcome Change
Outcome 
Measure 

Controls Interventions Controls Interventions P Value 

PEVS (°/s) 388.7 ± 63.7 459.6 ± 74.6 217.7 ± 52.1 208.3 ± 82.8 0.86 
PFS (°) 53.1 ± 1.7 63.0 ± 2.1 9.8 ± 2.1 12.9 ± 3.7 0.41 
FE (°) 47.5 ± 11.1 55.7 ± 9.4 12.6 ± 10.6 16.7 ± 10.4 0.07 
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INTRODUCTION  
Stroke is one of the leading causes of disabilities worldwide. 
Chronic stroke survivor must performed intensive 
rehabilitation program and exercises to maintain optimal 
function. Currently evaluation and rehabilitation are two 
distinct fields. Thanks to the development of serious games 
(SG) in physical rehabilitation [1] and the availability of 
devices used to control those games (e.g. Microsoft Kinect 
and Nintendo Wii Balance Board) new possibilities are 
offered to perform real time functional evaluation during 
rehabilitation exercises embedded in SG. Therefore the aim 
of this study was to determine if functional evaluation of the 
upper limb with patients suffering from stroke is doable 
directly during physical rehabilitation. 

METHODS 
22 healthy age subjects (from 60 to 88 years old, 74 (6) 
years old) and 10 patients with chronic stroke (from 65 to 86 
years old, 73 (8) years old) participated in this study. This 
study was approved by the Ethical Committee of the Erasme 
Hospital (EudraCT/CCB : B406201526116). A specific 
rehabilitation SG has been developed coupled to a Kinect 
sensor to track the motion performed by the patient [1]. The 
SG aim is to clean a screen covered by virtual mud using the 
upper limb (flexion and abduction motions as if the subjects 
were cleaning a window). The time required to clean 90% of 
the screen was recorded as an indicator of the global 
performance (i.e., gross motor control analysis). The 
precision of the motion was also assessed by computing the 
number of times the subject is putting the cloth in the same 
position on the screen. The number of frames was 
equivalent to the amount of positions already cleaned 
(“cleaned” frames). Result was finally expressed in 
percentage. The lower the precision score the better the 
results in term of performance. 

RESULTS AND DISCUSSION 
Concerning the group comparison statistically significant 
difference were found for the time (222 (166) Vs 113 (61) 
seconds for stroke patients and control respectively, p = 
0.01) and for precision (26 (10) Vs 19 (8) percent for stroke 
patients and control respectively, p = 0.04). Results of the 
healthy subjects were used to determine the normality 
corridors. Results for time and precision of the different 
patients are plotted against normal data in Figure 1. 

Figure 1: Graphical representation of the results for time 
and precision. Full and dashed lines are normality corridor 

obtained with healthy control (mean  1,96SD), dots 
represented stroke patients. For precision black is used for 

the right side, blue for the left. 

The results of this study do not only enable determining a 
difference between healthy subjects and patients but also an 
influence of age on motor control. The slopes of the curves 
presented in Figure 1 are consistent with the physiological 
data about normal aging. Those two elements indicate that 
this system can be used to monitor aged patient with or 
without stroke. 
Further studies are needed to evaluate the efficacy of such 
kind of intervention in the conventional rehabilitation 
program of those patients.  

CONCLUSIONS 
Long time follow-up, evaluation and rehabilitation of 
chronic stroke patients remain a challenge for both patients 
and physicians. The proposed solution, a coupled 
rehabilitation and functional evaluation tools, offers new 
possibilities for rehabilitation: feedback for patients and 
therapists, and for research. 
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INTRODUCTION  
During standing, the human sensory motor system (HSMS) 
receives afferent information from visual, somatosensory 
and vestibular receptors to regulate and react to ever 
changing internal or environmental conditions, resulting in 
(postural) sway. Here, extremely large levels of sway 
indicate an inability to produce counteracting joint torques 
and consequently lead to an increased risk of falling [1]. 
Stochastic Resonance (SR), where the addition of non-zero 
noise to a weak input signal enhances detectability, has been 
used recently to modify the performance of physical or 
biological systems [2]. Auditory SR could affect sway, most 
likely through the vestibular system located in the inner 
ear. What remains unclear, however, is to what extent 
auditory SR affects balance? 

METHODS 
SR was induced via the application of auditory noise via 
earphones to the ear using a custom-program in LabVIEW 
(NI USA). 26 healthy young participants were recruited 
from the local community. In order to elicit SR, subject-
specific auditory threshold was determined 
psychophysically. Each participant stood quietly on the 
force plate with eyes closed either compliant surface. The 
auditory stimulus applied via headphones, comprised of a 
sine wave (approx. 63dBr) was used for the determination 
of the threshold with a frequency of 1 Hz, with the sound 
signal having a frequency of 441 Hz. This original 
amplitude was then reduced or increased until the threshold 
was determined upon confirmation from the participant. 
Gaussian white noise with a sampling frequency of 3000 Hz 
was then superimposed to the sub-threshold signal.  

Each participant stood on the force platform in a biped 
quiet stance with eyes closed and arms by their side for 
60 s. The Center of Pressure (CoP) was then calculated from 
the triaxial forces and moments obtained from the force 
plate. The CoP was then demeaned, cropped 50s and then 
low-pass filtered (4th order, Butterworth, 30 Hz cut-off 
frequency). We hypothesized that eliciting SR will lead to 
a reduction in postural sway in healthy young participants 
using a more challenging condition (eyes closed, foam 
board). All statistical analyses were performed within SPSS 
(SPSS, IBM, USA). In total 42 parameters resulting from 
the 35 trials of the 26 participants were calculated to 
quantify postural sway. Exploratory Factor analysis (FA) 
was conducted in an iterative manner using ‘FACTOR’ and 
‘VARIMAX’ approaches and factors in standardized z-
scores derived from the FA were used for further analysis 
as well as interpretation. A mixed-factor ANOVA was 
conducted to assess the effects of auditory SR on postural 
sway. The independent variables were Condition (4 levels: 
PreStim 1 without stimulation and foam, PreStim 2 without 
stimulation and with foam, Auditory SR, and PostStim 

without stimulation with foam; repeated 5 times) and 
Participants. 

RESULTS AND DISCUSSION 
4 factors were obtained from the original set of 42 sway 
parameters, with factor 1 representing the magnitude in 
medio-lateral direction (MagML), factor 2 the magnitude in 
antero-posterior direction (MagAP), factor 3 the velocity 
(Vel), and factor 4 the frequency components (Freq) of 
sway. The factor MagAP showed a significant increase 
(PreStim 1: p<0.001, Cohen’s d= 1.2; PreStim 2: p<0.001, 
Cohen’s d = 0.7), while the factor Vel showed a significant 
decrease (PreStim 1: p<0.001, Cohen’s d= -0.6; PreStim 2: 
p<0.001, Cohen’s d= -0.8) with Auditory SR in comparison 
to conditions PreStim 1 and PreStim 2 (Figure 1). 

Figure 1: Boxplots illustrating the inverse effects of SR on 
magnitude (factor MagAP in grey) versus velocity (factor 
Vel in green) of sway with increase in MagAP, but a 
decrease in Vel compared to PreStim1 and PreStim 2. 

These results suggest that auditory SR had parameter-
specific effects on sway behavior reducing sway velocity, 
while increasing sway magnitude in our subjects. 

CONCLUSIONS 
The application of auditory SR led to modifications that 
were characterized with inverse effects on distance covered 
in comparison to the speed of swaying movements. These 
results indicate that auditory stimulation to elicit SR leads 
to selective modifications and therefore balance training 
programs should consider the intrinsic characteristics of the 
individual for attaining subject-specific improvements. 
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INTRODUCTION 
Inappropriate medial tibiofemoral loading during walking is 
believed to be a main mechanical contributor to medial 
compartment knee osteoarthritis (OA) [1]. Medial 
tibiofemoral contact force (MTFF) is due to a combination 
of externally applied knee loads and muscles forces. 
Increased external knee adduction moment (KAM), which is 
related to increased MTFF, has been associated with fast 
progression of medial knee OA, development of chronic 
knee pain, progression of articular tissue pathologies, and 
poor outcomes after high tibial osteotomy. 

Gait retraining to reduce MTFF has been used as a 
conservative method to reduce pain and improve function in 
people with knee OA. However, as MTFF cannot be 
measured in-vivo in native knees, KAM has been adopted as 
a surrogate. During walking, KAM can be modified through 
kinematic changes to gait and has been correlated with 
MTFF shape. However, studies using instrumented 
tibiofemoral prostheses have shown that decreases in KAM 
do not necessarily result in decreases in MTFF, and only 
small changes occurred in MTFF in response to gait patterns 
designed to reduce KAM. The use of MTFF as a 
biofeedback variable could overcome the limitations of 
using KAM, which does not account for the action of 
muscles. 

In this study, a calibrated EMG-informed NMS model, i.e. 
CEINMS [2], was used to estimate MTFF in real-time. 
Subjects were asked to modify their gait pattern in order to 
modify CEINMS estimates of MTFF, which was provided 
as visual biofeedback. This study aimed to first validate the 
real-time estimation of MTFF against offline calculations, 
and second to assess the use of musculoskeletal tissue 
loading as a visual biofeedback variable for gait retraining 
by evaluating the response of different subjects in distinct 
experimental conditions.  

METHODS 
Five healthy subjects participated in the study where a 12-
camera motion capture system and an instrumented split belt 
treadmill were used to collect marker trajectories and 
ground reaction forces during gait at self-selected speed. 
These data were then processed using an extended version 
of OpenSim [3] enabled for real-time [4], which calculated 
full-body joint angles and moments using inverse kinematics 
and inverse dynamics, respectively. Joint angles and 
moments as well as surface EMG were used to run CEINMS 
in open-loop [5], which estimated MTFF at 200 Hz. The 
MTFF was visualised on a screen in front of the participant 
and used as biofeedback. 

After familiarisation with the treadmill and visual 
biofeedback, participants were asked to modify their gait 

pattern to first reduce and then increase peak MTFF. 
Suggestions of possible gait strategies previously found to 
modify external knee loading [6, 7] were verbally provided. 
These included: walking with toes pointed in or out, 
increasing or decreasing side-to-side trunk sway, using 
longer or shorter strides, loading the inside or outside of the 
foot, changing the step width, and changing the knee 
alignment, i.e. more medial or lateral knee positioning. Data 
analysis included a comparison of MTFF estimated offline 
and in real-time to verify the real-time system. 

RESULTS AND DISCUSSION 
Peak MTFFs were similar between real-time and offline, 
with an average RMSE of 0.125±0.069 bodyweights. All 
subjects were able to increase their MTFF peak, while three 
were able to decrease it. 

Gait strategies differed across participants, and resulted in 
combined variations of kinematics, kinetics, and muscle 
activation patterns. A participant increased their MTFF by 
increasing muscle co-contractions, resulting in increased 
total muscle activation but reduced KAM. The use of an 
EMG-informed model was essential to identify changes in 
muscle forces due to variation in activation patterns, which 
static optimisation based methods cannot correctly predict. 

CONCLUSION 
We presented real-time estimation of MTFF and its use as 
biofeedback variable for gait modification. While the 
proposed application focuses on the knee joint, the 
developed system is generic and could be applied to other 
musculoskeletal structures. Real-time estimation of 
musculoskeletal tissue loads has the potential to radically 
transform rehabilitation interventions and training programs 
as it would enable instant evaluation of the effect of 
rehabilitation exercises, empowering clinicians to work 
interactively with the patient to attain a personalised 
appropriate exercise. 
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INTRODUCTION  
Individuals who suffered an anterior cruciate ligament injury 
(ACL) also often suffer from long-term consequences [1], 
and return to play can be as low as 55% [2]. Movement 
adaptations to avoid pain post injury / surgery can become 
habitual, well beyond rehabilitation, and might result in non-
optimal movement pattern (e.g. asymmetries) that increase 
the risk of arthritis, restrict quality of life and increase the 
risk of re-injury/injury of the uninjured limb. Current studies 
often examine single limb tasks because ACL injuries occur 
most often during single leg tasks. However, during a 
biomechanical assessment a subject might consciously mask 
movement deficiencies due to awareness of the task 
execution. In contrast to single limb task, double limb 
exercises (e.g. countermovement jump - CMJ) can shift the 
focus of the task to solely task outcome and can hold very 
rich information. The aim of this study was to examine if 
ground reaction forces (GRF) captured during a CMJ could 
predict who suffered an ACL injury and who did not. 

METHODS 
A dataset from the Sports Surgery Clinic (SSC) was made 
publicly available on BioMech-L, as part of the SSC Data 
Challenge. The dataset consisted of a test set of 100 
individuals with and without unilateral ACL injury (50:50) 
and a validation set of 10 unlabeled individuals. The data 
was from active athletes in multi-directional field sports 
(age 24.7 years, weight 82.16 kg, height 1.83 m) and 
contained time and bodyweight normalized GRF curves 
(N/kg) for the concentric and eccentric phases of a 
countermovement jump task, recorded under each foot 
individually. Data also included the duration of the flight, 
concentric jumping and eccentric landing phases. The 
individuals’ anthropometrics, side of ACL injury and 
dominant side were not included. 
The challenge proposed to the BioMech-L community was 
to predict the class (Normal or ACL) of the 10 individuals in 
the validation set. The following methods present the most 
successful approach. The features readily available per 
individual were used as is (i.e. flight time, duration of 
concentric phase, landing time and concentric phase). The 
curves from GRF were processed to determine an 
asymmetry index for each individual, and for the concentric 
and eccentric phases independently. The index was 
calculated as the absolute difference between the areas 
(using trapezoidal approximation) under the left and right 
GRF curves. The machine-learning app in Matlab R2016b 
was used to train various algorithms using the above-
mentioned features, and prediction accuracy was established 
on the test set using 2-fold cross-validation. Class allocation 
for the validation set was proposed based on results from the 
algorithms with the best prediction accuracy on the test set. 

RESULTS AND DISCUSSION 
The machine learning algorithms with the best predictive 
accuracy on the test set was: quadratic LDA (81% overall, 
79% Normal class, 83% ACL class), linear support vector 
machine (SVM; 81%, 76%, 88%) and logistic regression 
(78%, 77%, 79%). Table 1 presents the class prediction for 
the validation set (10 individuals) from the best performing 
algorithms. The only class allocation discrepancy between 
methods was for subject 7621 who was classified as ACL by 
quadratic LDA (perfect prediction) but Normal by linear 
SVM and logistic regression. 

Subject ID 
Quadratic 

LDA 
SVM 

Logistic 
regression 

True 
class 

Sub_2203 Normal Normal Normal Normal 
Sub_2262 ACL ACL ACL ACL 
Sub_3476 ACL ACL ACL ACL 
Sub_4612 ACL ACL ACL ACL 
Sub_4889 Normal Normal Normal Normal 
Sub_5368 ACL ACL ACL ACL 
Sub_7621 ACL Normal Normal ACL 
Sub_8414 Normal Normal Normal Normal 
Sub_8572 Normal Normal Normal Normal 
Sub_9636 Normal Normal Normal Normal 
Validation 
accuracy 

100% 90% 90% 

Table 1:  Prediction for the 10 unlabeled individuals  

CONCLUSIONS 
This study highlights that data from CMJ, including GRF 
curves collected under each limb individually, may be able 
to identify 100% of individuals’ post-ACL injury - even if 
no data is available on regarding anthropometrics and 
injured or dominant side. Results from the predictive models 
developed in this study may be used as objective criteria or 
scores for rehabilitation status and support return to sport 
decisions. An example of binary criteria may be: “as long as 
the individual remains classified as ‘ACL’, ongoing 
rehabilitation is advisable and return to sport delayed”. 
Since the algorithms also return their confidence level for 
the class allocation, continuous scores may also be derived 
to monitor rehabilitation progresses. Further research is 
necessary to establish the usefulness of such scores/criteria 
in clinical practice. 
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INTRODUCTION  
The human hand is very unique that enables human to 
execute a variety of movements, which is very important in 
successfully performing tasks in our daily life. Compared 
with other primate, the most critical characteristic of human 
hand is the ability to perform opposition, touching all other 
digits with the thumb. The delicate motor performance of 
hand is controlled by a complicated feedforward and 
feedback motor control system, including motor planning 
from the central nervous system and sensory feedback from 
the peripheral nervous system. If lesions in the central 
nervous system occur due to diseases or injuries, declined 
sensorimotor function would appear to influence control 
mechanism and affect coordination of the hands. Eventually, 
without the ability to exert appropriate force, hands would 
have difficulty in manipulating objects and lead to 
functional limitation or functional loss. Previous studies 
have reported that an efficient rehabilitation of hands can be 
achieved by task-orientated practice via a biofeedback 
system. At present, most of biofeedback training system 
majorly focus only on finger movement control, few 
emphasizes on force control. Thus, a serious of studies have 
been conducted to develop biofeedback training and 
evaluation systems for finger force control as well as to 
investigate training effects in patients with impaired hand 
control. Biofeedback systems including pinch device, 
pressing evaluation and training system, and grasping 
training system will be introduced. Scientific findings 
indicate that both peripheral and central nerve injury 
patients benefited from the training programs. 
Improvements are found in sensory status, grip force, finger 
force control, and functional performance. 
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INTRODUCTION  
Augmented sensory inputs have been demonstrated to have 
the effect of enhancing motor function of the hand. Through 
vibrotactile afferent, such as motor unit recruitment, 
synchronisation, and co-contraction may be responsible for 
force and power increases[1,2,3]. However, there was still 
lack of strong evidence to identify the effects of vibrotactile 
cueing on functional gains for the stroke patients. The 
purpose of this study was to investigate training effects of 
motor task-specific therapy synchronizing with vibrotactile 
cueing on the sensorimotor performance for stroke patients. 

METHODS 
Participants: Nineteen chronic stroke patients with mild to 
moderate motor impairment were recruited and completed 
all the pre-and-post test and follow-up evaluations 
Study design: This study was a single-blinded, randomized 
controlled trial with pretest, posttest, and follow-up 
assessments (Figure 1). 

Figure 1: Flow chart shows enrollment of patients and 
completion of study 
Instruments: Vibrotactile therapy system (Figure 2). 

Figure 2: Vibrotactile therapy system used to apply 
vibrotactile cueing for pinch profiles. (A) Capstan system: 
deliver a force to produce a sliding movement; (B) A pinch 
apparatus, an actuator was mounted inside; (C) Load cell, 
detect the pinch force and (D) controller. 
Interventions:  
For the patients in the experimental group, each participant 
will receive 10 minutes’ traditional sensorimotor facilitation 
follow by 20 minutes’ task-specific training synchronized 
with vibrotactile cueing (with frequency of 30 Hz and the 
amplitude of 2.0 mm) in each treatment session and controls 
received unilateral task-oriented facilitation. Treatment 
intensity, which is matched for both groups, was 30 
minutes/day, 2 days/ week, for 6 weeks. 

Outcomes measures: 
Sensory function assessing by Semmes-Weinstein 
monofilament (SWM) test, the motor performance assessing 
by Fugl-Meyer motor assessment (FMA) for upper 
extremity,  modified Ashworth scale (MAS) and motor 
activity log (MAL), as well as hand coordination measured 
by box and blocks test were recorded at baseline, post-
treatment and three months’ follow-up. 
Statistical analysis: Friedman, Wilcoxon signed ranks post 
hoc test and Mann-Whitney U test were used in this study. 

RESULTS AND DISCUSSION 
The baseline data and clinical characteristics of the patients 
were listed in Table 1. 
Table 1: Demographic data of experimental and control groups  

Experimental group 
(n=10)  

Control group  
(n=9)    

p-value  

Demographic data 
Age (years)  53.6± 12.4  61.7 ± 8.4  0.143  
Period from onset to 1st evaluation (months) 28.9± 23.5  24.9± 15.3  0.912  
Clinical characteristics 
Fugl–Myere score (total)  46.2± 9.6  36.7± 17.9  0.278  
Modified Ashworth Scale  1.85 ± 0.26  1.50± 0.50  0.065  
MAL amount of use  29.3±15.3  42.1±43.6  0.905  
MAL quality of movement  25.3±14.2  37.2±45.2  0.0842  
For the control group, the significant improvement has been 
found in the wrist component of FMA score (p=0.002*). 
Differently, there were no significant differences in the 
improvement of FMA score for the experimental group. 
However, the change in muscle tone of fingers, how well the 
subject uses their more-affected arm, touch-pressure 
threshold sense and results of box and blocks test revealed 
significant improvement after 12 sessions’ treatment for the 
participants in the experimental group. Moreover, the 
training effects could be maintained for three months 
(p<0.05*). Nevertheless, the changes in most of the 
measuring outcomes there were no significant differences 
except in the touch-pressure sensibility (p=0.043*) after 12 
sessions’ treatment between experimental and control group. 

CONCLUSIONS 
The motor task-specific training synchronized with 
vibrotactile cueing can have beneficial effects on 
sensorimotor function of upper extremity in patients with a 
spastic paresis. The innovative intervention might become a 
useful tool in neurological rehabilitation. 
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INTRODUCTION  
The human hand can perform complex actions, necessary in 
daily life for both fine and gross motor tasks. A gradual 
decline in finger capability is observed in the elderly from the 
age of 65 years onwards, which creates difficulties in 
performing everyday tasks [1]. One important feature 
necessary for the manipulation of objects is finger 
independency [2,3]. The aim of this study was to assess the 
relationship of age and finger independency and the neural 
control of extrinsic finger flexors and extensors.   

METHODS 
Eight right-handed young (22-30 years) and elderly (65-80 
years) subjects performed single finger flexion movements 
with the left hand held palmside up in a 45° supination angle. 
They were instructed to move each finger separately and to 
not actively resist potential movements of the non-instructed 
fingers. Muscle activation was assessed using a grid of 90 
surface electromyography electrodes (sEMG) placed over the 
flexor digitorum superficialis (FDS) and the extensor 
digitorum communis (EDC) muscles. Kinematics of four 
fingers (index, middle, ring and little finger) were recorded 
using an instrumented glove (PowerGlove, University 
Twente [4]). 

Finger specific EMG channels were identified by performing 
a cross-covariance between the EMG envelopes and finger 
angle during flexion (for FDS) or extension (for EDC). EMG 
signals were normalized to the maximum EMG amplitude 
found during all movements. The range of independent 
movement of the non-instructed fingers was determined as a 
measure of finger independency. This range was assessed by 
the percentage of total range of motion of the instructed finger 
at which the non-instructed finger(s) starts to move. The start 
of non-instructed finger movement was defined as a change 
in joint angle of more than 5 degrees, based on reported finger 
detection thresholds [5].  Here, we only show data for the 
index finger flexion task. One-way ANOVAs were used to 
test for the differences between the two groups. P values < 
0.05 were considered significant.  

RESULTS AND DISCUSSION 
In the older compared to the younger subjects, we found 
higher muscle activity for the FDS of both non-instructed 
middle and little fingers and a higher activity for the EDC of 
the non-instructed ring finger (Fig 1A+B). The range of 
independent movement of the non-instructed middle finger 
was also lower for the older subjects (Fig 1C). Thus in the 
older subjects, the non-instructed middle finger moves earlier 
during index finger flexion.  

Figure 1. A+B: Mean normalized muscle activation of the flexor 
(A) and extensor (B) muscles for each finger of young (white) and 
older (black) subjects during index finger flexion. C: Boxplots 
showing the range of independent movement of the non-instructed 
finger(s) of both young and elderly subjects 
(i=index,m=middle,r=ring,l=little,Y=young, E=elderly). A y-axis 
value close to zero means early finger enslaving with respect to the 
total movement of the instructed finger, whereas a high value means 
late or no enslaving. The horizontal lines with asterisk indicate 
significant differences (p < 0.05). 

CONCLUSIONS 
More non-instructed finger movement and flexor muscle 
activation was found for older subjects when performing 
single finger index flexion compared to younger subjects. 
This difference between groups indicates decreased index 
finger independency and altered neuromuscular control 
during index finger flexion with aging. 
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INTRODUCTION  
Proprioception and sensorimotor modalities are used in 
rehabilitation to treat neurological problems such as 
cerebrovascular accidents (CVA) and children with cerebral 
palsy. Rehabilitation of joints such as the knee and ankle 
also often utilize proprioception sense [1]. In the wrist, 
proprioceptive loops have not yet been completely defined. 
Clinically, following distal radius fractures (DRF) there is a 
temporary sensorimotor loss that should be addressed 
during postoperative therapy. We designed an evaluation 
and treatment protocol aimed at sensorimotor evaluation 
and treatment and trialed it on a pilot series of patients 
following surgery for DRF. It was our impression that these 
patients had very good functional results. The purpose of 
this prospective study was to compare the outcomes of 
patients following surgery for DRF treated using our 
specific sensorimotor therapy protocol beyond standard of 
care, with patients treated after surgery according to 
postoperative standard of care. We hypothesized that 
patients treated using our treatment protocol will have better 
functional results at three months post-surgery.  

METHODS 
Due to the difficulty in isolating the effect of the different 
types of input, both the evaluation and the treatment 
protocols incorporate a comprehensive sensorimotor panel. 
All patients were treated once a week in therapy and 
practiced a home therapy protocol. Fifty-five patients 
following surgery for DRF were randomized into a focused 
sensorimotor postoperative protocol and the standard of care 
protocol. Exclusion criteria included inability to attend 
therapy or comply with the home therapy protocol and 
patients with preceding injuries and deficits in the wrist and 
hand. Patients were evaluated initially in the first days after 
the operation, at 6 weeks and at three months post- surgery.  

RESULTS AND DISCUSSION 
All patients following surgery for DRF demonstrated similar 
initial significant deficits in proprioception, stereognosis and 
the Moberg pick-up test. There was documented 
sensorimotor and functional improvement in both groups 
with treatment in range of motion (ROM), strength, and 
sensorimotor testing. The Disabilities of the Arm, Shoulder 
and Hand (DASH) score was better in the trial group at three 

months than in the control group p=0.05. Wrist ROM at 
three months was significantly better in the trial group 
(Table 1). We had no cases of chronic regional pain 
syndrome (CRPS). 

SR-6 
weeks  

SR-3 
months 

PR-6 
weeks 

PR-3 
months 

P value -
3 months 

Ulnar 
deviation 
inv/uninv 

0.68 0.64 0.48 0.84 0.02 

Radial 
deviation 
inv/uninv 

0.44 0.63 0.37 0.77 0.03 

Flexion  
inv/uninv 

0.58 0.84 0.56 1.00 0.001 

Extension 
inv/uninv 

0.62 0.78 0.52 0.84 0.03 

Supination 
inv/uninv 

0.75 0.85 0.64 0.94 0.03 

Pronation 
inv/uninv 

0.98 0.97 0.82 0.99 0.7 

Table 1: Comparison range of wrist motion between the two 
therapy groups. 
SR=standard rehabilitation PR=protocol rehabilitation 

CONCLUSIONS 
1) Patients after surgery for DRF demonstrate significant
sensorimotor deficits that should be evaluated and addressed 
in therapy. 
 2) These deficits and function improve farther at three
months when utilizing a comprehensive sensorimotor 
treatment protocol. The final results of this study will be 
presented. 
4) These treatment and evaluation modalities should be
applied to other conditions of the hand and wrist and 
perhaps be helpful in the prevention of CRPS. 
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INTRODUCTION  
Tremor is a neurological disorder that categorized by 
unconscious oscillations of parts of the body. The most 
famous characteristics for this disability are involuntary, 
roughly periodic, and approximately sinusoidal. People with 
Parkinson’s disease are the group of patients who have this 
pathological tremor especially with their upper limbs and 
therefore have so many difficulties in their daily life. Several 
research works have been performed to study and control the 
effects of human hand tremor. Medical and Surgical 
treatments used to reduce hand tremor. However, the drug 
treatments and surgery often reduce the progress of tremor, 
but they have their inherent disadvantages. [1]. In previous 
works, some researchers used Active Force Control (AFC) 
method for tremor attenuation in human body parts[2]. 

This paper proposes a new AFC system based on a 
piezoelectric actuator. A three-degree-of-freedom 
musculoskeletal model for studying tremor in the wrist joint 
is developed. First, simulation of the tremor generation in 
the model is performed and then the performance of AFC 
system for suppressing wrist joint tremor is investigated. A 
single piezoelectric actuator is embedded in AFC system for 
controlling the behavior of the classic proportional-
derivative (PD) controller. MATLAB Simulink is used to 
analyze the model.  

METHODS 
In this research, an AFC system for canceling the tremor of 
the wrist joint is developed. This AFC system uses 
piezoelectric actuator and a PD controller to attenuate the 
wrist tremor. Piezoelectric actuators have an effective role in 
today’s technology. The Piezoelectric actuators have small 
dimension and weight and can be simply driven by voltage. 
Furthermore, these actuators are easily controlled and can 
provide a fast response. 

 The musculoskeletal model for this study contains five 
muscles; extensor carpi radialis longus, extensor carpi 
radialis brevis , extensor carpi ulnaris, flexor carpi ulnaris 
and flexor carpi radialis. Also, the muscle model is 
developed from the classic Hill-type muscle model. In this 
model, the response of the muscle to a stimulation signal is 
made of two parts: activation dynamics and contraction 
dynamics. 

At first, the tremor is simulated in wrist join by functional 
electrical stimulation (FES). Then an AFC system is used to 
suppress this tremor. Then the AFC system is simulated in 
MATLAB Simulink to investigate the wrist behavior in the 
control system. 

RESULTS AND DISCUSSION 
As mentioned previously, the proposed system was simulated 
in MATLAB to investigate the effect of an AFC control 
system to reduce the wrist joint tremor with the help of a 
piezoelectric actuator and a PD controller.  

Figure 1 illustrates the displacement signal for the tremor of 
the wrist joint without any control system and the behavior 
of wrist joint in AFC system for flexion-extension. 

Figure1: The wrist joint tremor without AFC (upper plot) 
and with AFC (lower plot) in flexion- extension. 

Also, the wrist tremor angle for radial-ulnar deviation is 
between 0 to 10 [deg] that it changes to 0 to 4×10-5 [deg] in 
AFC system. For pronation-supination, the maximum wrist 
joint angle decreases from 8 to 5×10-5[deg] with the control 
system. 

CONCLUSIONS 
This study presents an investigation for tremor suppression 
from the human wrist joint using active force control method. 
From simulation results, the AFC method with a PD 
controller and a piezoelectric actuator has a significant effect 
on reducing tremor.  
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INTRODUCTION  
Increasing participation in barefoot and minimally shod 
running, or barefoot-like running (BR), is driven by research 
claims that propose functional and structural benefits due to 
the influence on the type of foot strike and control of impact 
load [1,2]. However, obtaining these benefits first requires a 
level of intrinsic readiness: not all athletes that transition to 
BR will be successful adapters, thus increasing their risk of 
injury [3]. Hence, there is a need to use an effective and 
efficient method to classify an athlete’s readiness and 
intrinsic risk when transitioning to BR [4]. 

Previously, adaptation has been classified by methods that 
require kinematic and kinetic data [2]. A simpler approach is 
proposed here. In this study, we compare a conventional 
method, where loading rate and foot strike pattern categorize 
the ability of professional athletes to adapt their barefoot 
running technique, in order to control impact load. This 
method is compared against a Principal Component 
Analysis (PCA) method that classifies groups using only 
ground reaction force signals. The aim is to evaluate if 
GRFs and PCA will classify the same groups as the 
Kinematic-Kinetic method. 

METHODS 
A sample of 30 AFL football players performed ten trials of 
a 25m over-ground run at self-selected speed under two 
conditions, with shoes and barefoot. 3D kinetic and 
kinematic data were collected from two AMTI force 
platforms and a 12 camera VICON system captured using 
Nexus software (Oxford Metrics Ltd, Oxford, UK). Left and 
right legs were treated as independent subjects. Kinematic 
and kinetic data were exported to Visual3D (C-Motion, 
USA) for processing. Derived signals were three ground 
reaction force components (Fx, Fy, Fz), vertical loading 
rate, and foot segment angle at initial foot-to-ground 
contact. Subjects were categorized into one of three groups - 
according to load adaptation at foot strike using foot angle 
and relative change in loading rate in response to the 
barefoot condition - group 1 (no attempt to adapt); group 2 
(in-effective); group 3 (effective). Mean running speed was 
4.6m/s and was not statistically different between groups. 
Each GRF signal from the BF condition was time-
normalized in Visual3D and used as input for a PCA using 
Inspect3D (C-Motion, USA).   

RESULTS AND DISCUSSION 
Analysis of the mediolateral (Fx) and anteroposterior (Fy) 
GRF did not detect any significant differences between the 
groups. However, for the vertical component (Fz), the first 
PC explained 46.8% of the total variance, with higher 
loading factors at the beginning of stance. The second PC 
accounted for 25.9% for a cumulative total variance 
explained of 72.7%. Considering each PC separately, 
statistical difference among groups was only significant in 
the first PC (p < 0.05). The main separation between 
adaptable and non-adaptable groups was in the first PC 

direction. Unlike the Kinematic-Kinetic method, PCA 
displayed different levels of adaptability in an easy-to-
explore and visualize way (Figure 1). 

Figure 1: PCA of the GRFz (barefoot). Group 1- no attempt 
to adapt (●); group 2- in-effective (◊), and group 3- effective 
(○). Solid grey area represents adaptable subjects score. 
Within grey area, the hashed area represents scores for 
subjects not showing any impact peak. 

PC1 loading vector explained the change in the shape of the 
GRFz curve in the first 15% of the stance phase. This 
correlates with loading rate. PC2 loading vector explained 
the shape of the peak GRFz however, scores on this 
component were found to be not statistically different 
between groups. Poor adaptors (groups 1, 2) demonstrated 
higher loading rate irrespective of foot strike adopted.  

Interestingly, PC1 scores lower than ~ -2.8 (hashed area 
within the grey area) represent GRF curves with no evident 
impact peak. This may be a cut-off point where the most 
efficient adaptability is evident. This insight passed 
undetected in the Kinematic-Kinetic classification method. 

CONCLUSIONS 
PCA confirmed that GRFz signals from BR can classify 
most of the variance between groups that differ in adaptable 
impact loading. The advantage of using PCA lies in its 
ability to quantify adaptability of runners in a simpler and 
more objective way by examining the whole GRFz 
waveform. In light of these findings, once a larger database 
is created, and the boundaries of groups are better defined, 
PCA may be used confidently to determine the level of 
readiness, and the risk of injury, in individuals who make 
the transition to BR. 
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INTRODUCTION 
Over the past decade, the idea that barefoot running may be 
a good alternative to running in a traditionally cushioned 
shoe has become increasingly popular in both the scientific 
and lay running communities[6]. This is partially because 
running barefoot is suggested to promote runners to adopt a 
mid/forefoot strike pattern and this is suggested to reduce 
risk of injury[2]. This is supported by evidence that runners 
will experience a lower initial rate of loading, when running 
either barefoot or with a mid/forefoot strike pattern[4]. 
Coinciding with increased interest in barefoot running, 
minimalist running shoes emerged from industry’s need to 
satisfy the desire for a product that replicates the barefoot 
condition. Thus, emerged minimalist shoes that are 
marketed to provide all of the supposed benefits of running 
barefoot, while alleviating all the discomfort associated with 
barefoot running[5]. While there is some evidence that 
minimalist shoes may act as effective simulators of the 
barefoot condition[7]. Other researchers have questioned the 
efficacy of minimalist shoe[3]. To the best of our 
knowledge, no study has yet investigated the differences in 
gait between traditionally shod runners and those who are 
habitually adapted to running in minimalist shoes.  

METHODS 
Thirty-four participants were recruited of which 18 
participants were habitual minimalist runners (>6 months 
experience) and 16 were controls that were habitual 
cushioned shoe runners (no experience using minimalist 
footwear). All participants had no experience running 
barefoot, trained a minimum of 4 hours per week and could 
run 10km in less than 60 minutes 

Biomechanical testing was performed in a barefoot and shod 
condition. Three-dimensional marker trajectories were 
recorded using an eight camera Vicon MX motion analysis 
system. Ground reaction force data were collected with a 
floor embedded force platform. Sixteen reflective markers 
were attached using a modified Helen-Kayes marker set 
using the lower limb PlugInGait model. The speed of over-
ground running was set at 12 km�hr-1 for both randomized 
footwear conditions. Five successful trials in each condition 
were collected. Three-dimensional lower extremity joint 
angles and net resultant joint moments were calculated for 
the sagittal and frontal plane, both at ground contact and 
during peak stance. Initial rate of loading was quantified 
between 200 N and 90% of the first impact peak of the 
vertical ground reaction force. Sagittal plane joint stiffness 
was calculated for both ankle and knee joint[1]. 

RESULTS AND DISCUSSION 
No difference in initial rate of loading was observed 
between runners when running shod or barefoot, but a 
moderate effect size was found between groups in the shod 

condition. Initial loading rate also increased for both groups 
when running barefoot. Differences in foot-strike angle were 
observed between groups when running shod, but not 
barefoot. There were no differences in ankle joint stiffness 
in either running condition. A decrease in barefoot ankle 
stiffness was observed in both groups. Minimalist runners 
presented with higher knee stiffness in both conditions 

Figure 1: Associations for minimalist and control runners 
during shod and barefoot running between (A, B) ankle 
stiffness and loading rate, (C, D) foot-strike angle and 
loading rate, (E, F) sagittal ankle angle at ground contact 
and LR and (G, H) ankle stiffness and footstrike angle. 

CONCLUSIONS 
Habitually minimalist runners do not present with 
meaningfully lower initial loading rate than traditionally 
shod runners. Differences in shoe construction incur 
different mechanical demands, over time runners attempt to 
adapt to these demands to optimize gait and reduce risk of 
injury. Two distinctly different groups of runners ran 
differently when shod, but responded similarly when 
running barefoot.  
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INTRODUCTION  
As a periodic motion, running generates transient forces that 
measure up to 2.5 times the athlete’s body mass. The 
transition of these loads to the runner’s lower extremities, is 
mitigated only by appropriate footwear. Recent studies have 
introduced Finite Element (FE) modelling as an alternative 
to experimentation, in an attempt to expedite the evaluation 
of this in situ load transfer. The majority however of these 
investigations, have either focused on specific anatomical 
sights (e.g. the heal pad [1]) or utilized static loading 
conditions. This represents a deficit in the current literature 
of footwear biomechanics, as midsole systems are subject to 
severely altering boundary and loading scenarios. 

This investigation introduces a dynamic FE model of a 
running shoe, considering time varying plantar pressure 
distributions and boundary conditions. The model is used to 
suggest improvements of material allocation within the 
midsole system. 

METHODS 
A commercial running shoe was scanned by means of a 
micro Computed Tomography device (Werth TomoScope® 
HV Compact- 225 3D CNC) and its gel based midsole, 
reverse-engineered at a 200μm accuracy. The resulting 3D 
model consisted of a polymer foam and two gel inserts (see 
figure 1), a 12.7ml one placed under the heel and a second 
one (1.4ml) in the forefoot region of the shoe.  

The plantar pressure distribution, occurring during running, 
was determined by a Footscanner insole 2.39 system 
(Niceville, FL 32578, USA), whereas the time dependent 
shoe-ground contact was extracted from high-speed camera 
measurements (MotionBLITZ EoSens® mini). Both, load 
and boundary conditions were applied under dynamic 
conditions to the superior and inferior surface of the 
cushioning system, as illustrated in figure 1. Three different 
heelstrike energies were applied (5, 7 and 8 Joule) to assess 
the impact of strain-rate loading conditions on underfoot 
cushioning.  

The mesh grid of the FE model was verified, through 
convergence studies, as to its conceptual soundness. The 
model was then validated against velocity driven impact 
tests, in accordance to ASTM F1976-06, conducted on an 
automated device (INSTRON CEAST 9350). Non-linear 
material properties were assigned to all entities and the 
model subjected to a dynamic analysis in Abaqus/Explicit 
(Dassault Systèmes Simulia Corp., Providence, RI, USA). 
Following the initial simulation an, optimization function 
was introduced to the model as to evaluate the effectiveness 
of the gel (heel pad) positioning and shape. 

Figure 1: Indicative load step and sub-shoe boundary 
condition considered during the analysis (0.015s upon heel 
impact). 

RESULTS AND DISCUSSION 
The non-linear midsole materials exhibited a strain-rate 
dependent response, indicating that only limited information 
can be obtained as to the systems shock absorbing capacity, 
through quasi-static testing. Modulating the impact energy, 
confirmed recent experimental findings [2], stipulating that 
technical footwear systems are tailored to a specific 
activation energy range. In these terms the energy was 
decapitated more uniformly throughout the midsole during 
the 7 Joule impact. 

The in-situ developing stress fields suggest that the shock 
dissipating properties of the heal pad, although notable, 
could be further optimized as to provide increased 
cushioning. Both, altered positioning and varying gel 
volume led to different midsole responses that could be 
tuned more efficiently to the specific strike pattern. 

CONCLUSIONS 
The shock absorbing capacity of technical midsole systems, 
is critical both to athletes and patients in need of prescribed 
therapeutic footwear. Advanced modeling techniques 
provide an effective alternative to conventional 
experimentation, both in the conceptual design and 
optimization of modern footwear.  
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INTRODUCTION 
Practicing sport is a good habit to control body weight and to 
maintain a healthy cardiovascular system. However, the 
importance of wearing the correct sport shoes is 
underestimated and the choice of footwear is often merely 
dictated by fashion. Foot comfort and the incidence of foot 
injuries are related both to the type and stress involved in the 
sport activity. The correct combination of shoes and orthotics 
may help prevent or decrease these risks. Pedobarographic 
effects of different foot types in sport shoes [1], and the 
influence of different insoles/shoes in running [2] have thus 
far been reported, whereas the biomechanic effects of 
footwear and plantar insoles during sport-specific tasks have 
yet to be reported. 
In this study, native insoles, i.e. provided with the shoes, were 
compared to an off-the-shelf sport insole and to a featureless 
flat insole, in sport-specific tasks.  

METHODS 
11 young and healthy subjects (age 33 ± 11 years; BMI 22.4 
± 2.9 kg/m2) performing at least 4 hours of weekly physical 
activity, were thus far recruited for this study. Each subject 
was asked to perform a sequence of tasks in an ad-hoc “sport-
trial”, while wearing their personal trainers. The sequence of 
tasks performed in the trail were the following: normal 
walking; fast walking; running; sprints with change of 
direction; stair ascending; jump off a 0.5 m high platform; 
jump on the spot, and side-to-side shuttle run. 
Three insoles were tested: the native insoles within the sport 
shoes (NATIVE); a flat insole in latex (FLAT), and off-the-
shelf sport insole (OTS-sport). The latter is made of Ethylene 
Vinyl Acetate (EVA) and the footwear side is covered by 
anti-slip surface. It features a latex heel insert and metatarsal 
pad, and medial arch support. 
Each subject repeated the trial twice wearing each of the three 
insoles. The order of tested insoles was randomized for each 
subject and the test was blind. A VAS questionnaire was 
filled after each test to score the comfort of each insole [3]. 
A capacitive 99-sensor insole system (Pedar, Novel GmbH) 
sampling at 50 Hz was used to measure plantar pressure at 
rearfoot, midfoot, forefoot, toes, hallux and total foot. Six 
steps (3 left, 3 right) during all motor tasks were processed 
for each subject. Analysis of the pedobarographic parameters, 
e.g. peak pressure (PP, kPa) and pressure-time integral (PTI, 
kPa*s), and statistical analysis were performed using an ad-
hoc software written in Matlab (MathWorks, Inc.). 
Non-parametric paired Friedman test and Tukey-Kramer 
post-hoc were used to assess the statistical differences in 
pedobarographic parameters and comfort between the three 
insoles (α=0.05). 

RESULTS AND DISCUSSION 

Statistically significant differences in comfort were found 
between OTS-sport and the other two insoles (NATIVE = 7.0 
± 2.3; FLAT = 7.5 ± 2.3; OTS = 4.2 ± 2.6; p < 0.05). 
Significant differences in pedobarographic parameters were 
detected between tasks at the same plantar region, and 
between the three insoles for the same task. For example, 
side-to-side run showed plantar loading mainly at the forefoot 
(Figure 1). In fast walking, the OTS-sport showed larger PP 
and PTI at the rearfoot than NATIVE (PP: NATIVE = 280 ± 
90; FLAT = 302 ± 81, OTS = 328 ± 78; p < 0.05) but no 
significant differences at forefoot. In running, the OTS-sport 
showed the largest PTI and PP at forefoot (PTI: NATIVE = 
50 ± 19; FLAT = 47 ± 13; OTS = 53 ± 11; p < 0.05). 
Figure 1: Color-map of the intersubject mean peak pressure 

(kPa) in each sensor during running and side-to-side shuttle 
run, for the three insoles. 

CONCLUSIONS 
No standard protocol to test sport shoes and orthotics has thus 
far been designed and validated. In this study, an ad-hoc 
sport-trial was designed and proposed to allow the acquisition 
of in-shoe plantar pressure during different sport-specific 
tasks. The effect of three insoles on plantar pressure and 
comfort was herein investigated. 
In general, NATIVE and FLAT insoles did not show major 
differences in terms of comfort and pressure parameters. The 
presence of a metatarsal pad in the OTS-sport insole appeared 
to affect negatively the insole performance. 
This study provides an insight on the effects of foot orthotics 
on plantar pressure magnitude and distribution in sport shoes, 
and novel information on the forces acting on the foot in 
different sports, which may also help with the selection of the 
most appropriate combination of footwear/orthotics. 
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INTRODUCTION 
Patients with Degenerative adult scoliosis (ADS) 
demonstrate an altered gait pattern due to its association 
with progressive and asymmetric degeneration of the disc 
and facet joints, which typically lead to stenosis, back and 
leg pain, weakness, and numbness.[1-3] For many patients 
with ADS a walking aid is beneficial due to increase of 
energy cost and a decrease in the muscular efficiency.[4] 
Walkers are frequently prescribed in an effort to improve 
balance, mobility, and reduce lower back pain, but the 
literature demonstrates conflicting evidence regarding their 
effectiveness.[4-5] Anecdotal evidence suggests use of 
walking sticks rather than a walker promotes a more upright 
posture (Figure 1) to halt deformity progression, improve 
line of sight, and help maintain surgical correction of the 
kyphotic deformities postoperatively. The purpose of this 
study was to evaluate the impact of different assistive 
devices on neuromuscular control of the pelvis and lower 
extremities during gait in preoperative ADS patients. 

Figure 1: Gait with walking sticks (left) and walker (right) 

METHODS 

Twelve patients with symptomatic ADS who have been 
deemed appropriate surgical candidates performed walking 
gait under 3 testing conditions; 1. with walking sticks (WS), 
2. with walker (WK), and 3. without any assistive device
(ND). Ag/AgCl surface EMG electrodes were placed on 5 
muscles: external oblique (EO), gluteus maximus (GM), 
erector spinae (ES) at level of L1, rectus femoris (RF), and 
semitendinosus (ST). EMG data were recorded using a 
Delsys® system (2000 Hz) along with locations of 51 
markers using 10 camera Vicon® (100 Hz) as the patient 
walked barefoot at his/her self-selected speed along a 10m 
walkway for 5 acceptable trials. RMS EMG was scaled to 
the peak value of the BASE RMS EMG.  Repeated 
measurements ANOVA (p < .05) was used to determine 
differences between walking devices on peak RMS 
activation, duration of activation, onset timing and time to 
peak for each muscle. 

RESULTS AND DISCUSSION 

Duration of activation for RF was significantly different 
between the 3 conditions (p = .047; F (1.1,6407.3) = 5.028). 
Post-hoc pair wise comparisons revealed longest RF 
activation for WS followed by ND (mean difference= 
1.7ms) and then WK (mean difference= 33 ms) but no 
statistical differences were found (p = .128-.161). RF 
activation during WS suggests that the muscle is assisting in 
controlled knee extension and hip flexion especially around 
stance-to-swing transition phase, which is similar to that 
observed in ND and that reported in literature for gait in 
able-bodied individuals. [6] Subjectively, during WS 
patients were more cautious in their gait, yet they stood 
taller and increased their range of motion in the lower 
extremities. No other comparisons for peak activation,
duration of activation, onset timing and time to peak showed 
significant differences between conditions (p = .150-.966). 
Although magnitudes of differences were small for the 
variables, the lack of statistical significance of the majority 
of muscles among conditions may be due to high inter-
participant variability (Table 1) and altered activation 
patterns due to low back pain induced muscle guarding 
(mean VAS = 6.6).  

Table 1: EMG duration (mean ± SD) for 100% of gait 
cycle. 

Muscles 
EMG duration (ms) 

p value Walking 
Stick No Device Walker 

EO 58.3 ± 13.8 66.7 ± 15.7 82.6 ± 48.4 0.195 
GM 60.3 ± 15.6 66.1 ± 22.0 91.0 ± 61.9 0.195 
ES 62.4 ± 9.5 66.7 ± 13.7 94.9 ± 64.5 0.178 
RF 61.4 ± 10.5 63.1 ± 12.2 94.6 ± 44.1 0.047 
MH 67.3 ± 19.1 71.8 ± 15.5 104.3 ± 65.1 0.130 

CONCLUSIONS 
The results suggest that walking sticks can possibly improve 
the neuromuscular control of the pelvis and lower extremity 
resulting in gait mechanics comparable to that of able-
bodied gait without any assistive device. Further research is 
warranted to understand effect of assistive devices in 
facilitating normal positioning and neuromuscular control 
during walking in adult degenerative scoliosis patients. 
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INTRODUCTION  
The gastrocnemius (GCM) is an important muscle for 
walking. The GCM is composed of the medial and lateral 
heads and is connected to the calcaneus of the heel by the 
Achilles tendon, which it shares with the soleus muscle. 
Previous studies have analyzed the activity of both the 
medial and lateral heads of the GCM as a unit. However, 
functional differences between the medial and lateral heads 
were suggested according to their different locations in the 
lower leg [1] and structural characteristics such as muscle 
thickness, fascicle length, and pennation angle [2]. 
In this study, the function of the GCM medial head was 
analyzed in subjects who underwent medial GCM nerve 
block for calf reduction, by comparing pre- and post-
procedure computerized gait analysis. 

METHODS 
1. Subjects
The study group consisted of 10 healthy adults scheduled to 
undergo tibial nerve branch block to the medial GCM head 
for aesthetic calf reduction using 400-kHz radio-frequency 
nerve ablation.  

2. Gait analysis
Gait analysis was performed using a computerized opto-
electric gait analysis system (VICON MX-T10 Motion 
Analysis System, Oxford Metrics Inc., Oxford, UK; 
sampling frequency 100 Hz) to measure kinematic data. 
Subjects were instrumented with 16 reflective markers per 
the VICON Plug-in-Gait model. Data were recorded while 
subjects walked at a comfortable speed on an 8-m pathway 
[3]. 

3. Electromyography (EMG) measurements
Surface EMG (MA300-XVI, Motion lab systems, LA, USA; 
sampling frequency 1000 Hz) was recorded simultaneously 
with the gait analysis. Surface electrodes were placed on the 
rectus femoris, hamstring, and medial and lateral GCM 
according to SENIAM guidelines [4]. Data were filtered by 
a 10 to 500 Hz band-pass filter and time-normalized by 
dividing one gait cycle into 16 equally-spaced intervals. 
Root mean square (RMS) values were calculated for each 
muscle during each time interval. Pre- and post-procedure 
RMS values of each muscle were expressed as a ratio of the 
maximum pre-procedure RMS value [5]. All data were 
averaged for three left and three right gait cycles. 

4. Data analysis
Pre-procedure and 1-week and 3-month post-procedure data 
were compared using repeated ANOVA. Two-sided p-
values <0.05 were considered statistically significant. 

RESULTS AND DISCUSSION 
1. Gait analysis

All kinematic data of the ankle, knee and hip joint in the 
sagittal, coronal, and transverse planes revealed statistically 
insignificant changes. 

2. Electromyography measurements
All EMG data except that of the rectus femoris muscle 
revealed statistically significant changes (Figure 1). 

Figure 1: An example of changes in linear envelope muscle 
activities after medial GCM nerve block. 

RMS values during mid-stance phase of the GCM medial 
head were lower post-procedure compared to pre-procedure 
values (p<0.05). Contrarily, GCM lateral head RMS values 
at this phase were higher post-procedure compared to pre-
procedure values(p<0.05). The hamstring muscle also 
showed a statistically significant increase in RMS values 
during initial contact, mid-stance, and late swing phases 
post-procedure (p<0.05). 

CONCLUSIONS 
Our study revealed that decreased activity of the GCM 
medial head did not change the kinematics of gait 
significantly. However, the activities of the GCM lateral 
head and hamstring were significantly increased when the 
activity of the GCM medial head was decreased. 
This implies that GCM lateral head and hamstring 
compensate for the function of the medial GCM head to 
maintain normal gait pattern. 
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INTRODUCTION  
Peripheral arterial disease and intermittent claudication 
(PAD-IC) is a chronic atherosclerotic disease of the 
peripheral arteries which obstructs the blood supply to 
working muscles. Physical function is impaired [1]; reduced 
calf strength has been associated with mortality [2], and 
ankle joint powers are altered during level walking [3]. Stair 
descent is a daily task that is integral to active and 
independent living, but is more physically demanding than 
level walking, It is not yet known how those with PAD-IC 
overcome these increased task demands despite these 
physical limitations. It was hypothesised that PAD-IC 
patients would adopt strategies to redistribute kinetics away 
from the ankle joint. 

METHODS 
Twelve participants with PAD-IC (six bilateral and six 
unilateral; 64.7±7.1 years) and 10 healthy controls (61.6±3.6 
years) were recruited and instructed to descend a five-step 
staircase whilst 3D kinematic data of the lower-limbs were 
recorded synchronously with kinetic data from force plates 
embedded into the staircase on steps two and three (step five 
being the top landing of the staircase). Peak moments and 
powers were quantified during weight acceptance (WA) and 
controlled lowering (CL) phases of continuous, steady-state 
gait during. Support moments were calculated as the 
summed moments of the hip, knee and ankle with the 
relative contribution from those joints to the peak expressed 
as a percentage. As a trend towards slower walking speeds 
existed in those with PAD-IC (0.65±0.08 m·s-1 vs 0.79±0.14 
m·s-1 among controls P=.060), a univariate analysis of 
variances was performed on key variables with walking 
speed a covariate.  

RESULTS AND DISCUSSION 
The hip moment profiles within the PAD-IC cohort revealed 
very wide variability (Figure 1a) with 73% demonstrating 
hip extensor moments during weight acceptance whilst the 
remainder and controls utilized typical hip flexor moments 
(Figure 1b). The hip extensor strategy PAD-IC sub-group 
(HExt) demonstrated reduced posterior ground reaction 
forces (P=.008 and P=.096 respectively) and reduced knee 
extensor moment (P=.058 and P=.042 respectively) during 
WA compared to both hip flexor strategy (HFlex) and 
controls. The HExt group also demonstrated trends towards 
increased ankle contribution to peak support moment during 
WA compared to controls (45% vs 28%) and significantly 
higher ankle contribution compared to both HFlex and Con 
groups during CL (44% vs 33% and 31% respectively). 

The shift towards greater utilization of the hip extensors in 
those with PAD-IC was surprising and, contrary to the 
hypothesis, this strategy redistributed the demands away 
from the knee extensors, and not the plantarflexors. The 

elderly typically redistribute joint moments away from the 
ankle plantarflexors in order to operate within safe physical 
limits [4]. Given that further velocity-dependent weakness 
in the ankle plantarflexors exist in this population [5], the 
greater reliance on this muscle group seems counter-
intuitive. It is unclear whether strength has been maintained 
in the hip extensors and the strategy therefore acts as a 
compensation reflecting greater controlled lowering, or if 
strength has declined similarly to that reported elsewhere 
[6]; this strategy may place those with PAD-IC at risk for 
falls.   
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Figure 1. Group mean hip moments for a) PAD-IC (dash) 
and control (solid) groups and b) HExt (dash), HFlex (dot) 
and control (solid) groups. +ve indicates internal extensor 

CONCLUSIONS 
The revelation of an alternate hip extensor strategy during 
stair descent has important implications for function and 
safety in those with PAD-IC. Targeted interventions on 
plantarflexor strengthening are warranted and further 
exploration of the relationships between strength capabilities 
of muscle groups and movement strategies are required to 
determine the safety of the strategies identified. 
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INTRODUCTION  
Stroke is a leading cause of disability. Obstacle crossing 
which requires precise swing foot control and body balance 
is impaired following stroke. To understand the performance 
of the stroke survivors during obstacle crossing, Lu et al. 
investigated the kinematic strategy stroke survivors took, 
which was different compared with the healthy controls [1]. 
Hahn et al. compared the muscle activation level of the lower 
limb muscles between the elderly and the young during 
obstacle crossing and found age-related muscular changes 
which may lead to high risk of falls [2]. 
In this study, we examine the correlation between the 
kinematic and electromyography (EMG) data of the stroke 
survivors during obstacle crossing compared with the healthy 
controls.  And we suppose that the result of correlation could 
explain the motor control mechanisms during obstacle 
crossing following stroke. 

METHODS 
Seven stroke survivors and seven gender-, age- and height- 
matched healthy subjects were recruited in this study. Thirty-
five spherical infrared-reflective markers were attached to 
corresponding place of the subject’s whole body. Circular 
silver-silver chloride (Ag-AgCl) electrodes were attached to 
the surface of the rectus femoris (RF), biceps femoris (BF), 
tibialis anterior (TA), medial gastrocnemius (MG) of the 
lower limbs of the subjects in both sides. The maker positions 
were recorded using Vicon Motion Systems, the EMG signals 
were recorded using Noraxon pre-amplified wireless 
transmission modules. 
Then subjects were instructed to walk at their self-selected 
speed with bare foot along an eight-meter walkway with an 
obstacle on the midway. The stroke survivors used their 
affected leg as the leading limb to step across the obstacle, 
while the healthy controls used their dominant leg. The 
obstacle height was set to three conditions (10%,20%,30% of 
leg length). The three height conditions were in random order. 
We analyzed the kinematic data such as joint angles, toe-
obstacle clearance, and distance between center of mass 
(COM) and center of pressure (COP), also the EMG data such 
as the muscle activation level, co-contraction index and mean 
power frequency. Then we performed the Pearson 
correlations to examine relationship between them. 

RESULTS AND DISCUSSION 
There was a significant positive correlation between the 
muscle activation of BF and knee flexion/extension (r=0.821, 
p<0.05) and knee rotation (r=0.781, p<0.05) in stroke 
survivors during 30% obstacle height crossing. However, no 
significant correlation between them was found in healthy 
controls.A significant positive correlation was found between 

the co-contraction of RF and BF and the knee 
abduction/adduction (r=0.788,p<0.05) in stroke survivors 
during 10% obstacle height crossing. While in healthy 
controls, there was a significant positive correlation between 
the co-contraction of TA and MG and the ankle 
dorsiflexion/plantar flexion (r=0.795,p<0.05) during 30% 
obstacle height crossing. For the stroke survivors, there was 
a significant positive correlation between toe-obstacle 
clearance and the muscle activation of BF during 20% 
(r=0.928,p<0.01) and 30% (r=0.946,p<0.01) obstacle height 
crossing, which was not found in the healthy controls(Fig.1). 
Also, there was a significant positive correlation between the 
activation level of BF and distance between COM and COP 
in the anterior/posterior direction in stroke survivors during 
10% (r=0.872,p<0.05) and 30% (r=0.815,p<0.05) obstacle 
height crossing, while no significant correlation between 
them was found in healthy controls. 
For stroke survivors, the muscle strength was damaged 
following stroke, and the proximal control is more efficient 
than distal control. Thus they activated BF greater to control 
the knee joint to ensure enough clearance distance compared 
with the healthy controls. However, the activation of the BF 
increased the distance between the COM and COP, which 
might lead to instability and falls. 

Figure 1: Correlation between muscle activation of BF and 
toe-obstacle clearance in stroke survivors during 20% and 
30% obstacle height. 

CONCLUSIONS 
In this study we examined the correlation between the 
kinematic and EMG data in stroke survivors during obstacle 
crossing compared with healthy controls. We found that the 
stroke survivors controlled the proximal joint to elevate the 
toe negotiating the obstacle due to a lack of muscle strength 
following stroke. But this increased the COM-COP distance, 
which might lead to instability and falls. 
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Figure 1: a) Gait vertical forces and frictional torques of walking activity. b) multi-axial load control fretting-corrosion testing 
set-up. c) Open Circuit Potential (OCP) results after different loading steps; for example, “ …1.5” means the OCP on y axis 
was measured after 360 cycles (blue dot lines) of loads of Figure 1.a while its torques multiplied by 1.5 (value in the square). 

INTRODUCTION  
The contemporary modular design of head-neck interface of 
hip joint implants may suffer from early retrieval surgeries, 
partially caused by local tissues reaction to ions emitted 
from fretting-corrosion of the head-neck under mechanical 
loads of daily activities and in in vivo corrosive environment 
surrounding the implant.   

In this study, for the first time, a realistic multi-axial load 
control fretting-corrosion test was conducted on a CoCr-
CoCr head-neck interface and the effect of frictional torques 
on the corrosion intensity was investigated. 

METHODS 
Previously reported vertical forces[1] and frictional 
torques[2] in the walking gait cycle were applied (Figure 
1.a) by two direct drive linear actuators (Figure 1.b). Forces 
of each actuator were calculated by solving the following 
equations simultaneously: 
F1(t) + F2(t)=Ftotal(t) equation 1.a 
[F1(t) - F2(t)]×D= Torque(t) equation 1.b 

where F1(t) and F2(t) are the forces of the first and second 
actuators, respectively, at time t. D is the perpendicular 
distance between the applied forces and Ftotal(t) and Toque(t) 
are the force and torque of the walking gait activity, 
respectively, at time t. 

A three electrode arrangement was used for measuring Open 
Circuit Potential (OCP). A 12-14mm CoCr-CoCr head-neck 
junction (working electrode) was submerged in a Ringer’s 
solution while it was cyclically loaded. Another cylindrical 
piece of CoCr was located in the solution as the counter 
electrode and OCP of the CoCr-CoCr head-neck was 
monitored against an Ag/AgCl reference electrode located 
near the head and neck inside the solution.  

The initial OCP (step 1, Figure 1.c) was the mean OCP over 
60 seconds while the sample was unloaded. Then the gait 
vertical forces were applied continuously and the frictional 
torque was scaled by different factors of 0, 0.5, 1, 1.5 and 2. 
The mean OCP was measured for last 10 cycles in each step. 
In the first sequence, torque was scaled to 0, 0.5, 0, 1, 0, 1.5, 
0 and 2, each applied for 360 cycles. This was followed by 

the second sequence scaling to 0, 2, 0, 2, 0 and 2 each 
applied for 2,400 cycles (red solid lines, Figure 1.c). The 
third sequence was a repeat of the first sequence. In step 24, 
the OCP was measured 60 seconds after unloading. 

RESULTS AND DISCUSSION 
In the first sequence where torques varied each 360 cycles, 
scale of 0.5 and 1 of frictional torque did not change the 
OCP slope compared to the absence of torques (two adjacent 
scale of 0s), while scaled torques of 1.5 and 2 changed the 
slope. In the second sequence, where the torque varied each 
2,400 cycles, in all three steps of scaling torque by 2, the 
OCP decreased compared to the absence of torques, which 
suggests torque scale 2 intensified corrosion. In the third 
sequence, which was a repeat of the first sequence, the 
junction corrosion was intensified even in the presence of 
0.5 and 1 scale torques which suggests the corrosion 
sensitivity of junction to frictional torque increased after 
cyclic loadings. 

CONCLUSIONS 
In this study, for the first time, the fretting-corrosion 
response of a head-neck interface was studied in response to 
the real multi-axial in vivo loads rather than a qualitative 
displacement control testing. For the examined specimen, 
higher magnitudes of torque (scale of 1.5 and 2), which are 
likely to occur in poor lubrication conditions of the hip 
bearing couple, intensified fretting-corrosion of the junction. 
Also, the fretting-corrosion sensitivity of the junction 
increased after applying cyclic loads. 
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INTRODUCTION  
Musculoskeletal (MS) models are used by the scientific 
community to gain insight on how external forces and 
movements influence the human body internally. This 
allows researchers to quantify muscle, ligament, and joint 
contact forces without the use of invasive methods. Despite 
the complex knee structure, the knee is often idealized as a 
hinge joint. However, many studies have revealed tibial-
rotation trends with respect to knee flexion [1]. A handful of 
researchers have already incorporated secondary kinematics 
into MS modeling [2-4] but only rarely on a subject-specific 
basis. The level of knee joint complexity that is required for 
a MS model to mimic reality and accurately simulate human 
movements is up for debate especially when the model is 
applied for critical applications. This stresses the importance 
of thorough validation by quantifying uncertainty and errors 
in the computational model when compared to ground truth 
data. The EOS bi-plane x-ray system (EOS Imaging SA, 
Paris, France) is a valid alternative to the reference standard, 
computed tomography (CT), for lower-limb torsion 
measurements while also substantially decreasing patient 
radiation exposure [5]. The aim of this project was to 
validate the predicted secondary knee joint kinematics of a 
novel, subject-specific moving-axis knee models during a 
knee bend under loaded conditions using EOS technology.  

METHODS 
Various magnetic resonance imaging (MRI) acquisitions 
were acquired from five adult males to enable subject-
specific (SS) MS model development of each. Manual 
segmentation was performed on full lower limb MRI 
(femur, tibia, patella, and talus bones) with Mimics 
(Materialise, Belgium) and these surfaces were used to 
obtain SS joint centers though analytical shape fitting 
methods [4]. Segmented articular cartilage surfaces from 
two detailed knee MRI scans at roughly 0 and 90 degrees 
flexion were used to define novel tibiofemoral (TF) and 
patellofemoral (PF) moving-axis (MA) joints using 
AnyBody Modeling System v6.0 (Anybody Technology 
A/S, Aalborg, Denmark). The model applies a linear 
interpolation scheme (Figure 1, top) between the extension 
(EFC) and flexion facet centers (FFC) of the medial and 
lateral contact surface of the tibiofemoral and patellofemoral 
joints estimated from the two MRI scans at 0 and 90 degrees 
of flexion to estimate the secondary joint kinematics [6]. 

To validate the SS knee models, EOS Imaging technology 
was employed to capture secondary knee joint kinematics of 
each subject during a quasi-static lunge. The 2D bone 
contours were segmented from the frontal and lateral x-rays 
of the femur, tibia, and patella structures. Custom MATLAB 
code was used to register the 3D STL to the bi-planar 
contours to determine the bone position in the EOS scanner 
(Figure 1, bottom).  

Figure 1: MA model and EOS reconstruction workflow to 
obtain clinical translations [7].  : TF flexion angle. 

RESULTS AND DISCUSSION 
EOS reconstructions were considered “gold standard” when 
determining how well the MA knee model mimic reality. 
Root mean square errors of TF anterior drawer (5.58 ± 
1,91mm) and joint distraction (2.28 ± 1.16mm) indicate 
acceptable agreement. Other clinical translations such as 
tibial internal rotation, adduction/abduction, and lateral tibia 
dislocation also provide reasonable comparisons with EOS 
outputs.  

CONCLUSIONS 
We developed a new approach to modeling the TF and PF 
joints in MS modeling. Initial results indicate that a linear 
model based off two passive MRI scans can accurately 
represent secondary kinematics of a loaded knee joint. In 
addition, this study provides groundwork necessary to 
further validate knee models of varying complexity. 
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INTRODUCTION  
A variety of least-squares methods have been proposed in 
the literature for minimizing measurement error when 
estimating joint center-of-rotation (COR) and angular 
displacement from a set of noisy marker displacements 
[1,2]. This paper introduces a Bayesian approach which 
instead maximizes the probability that a stochastic, forward- 
kinematics system would produce the observed data. By 
incorporating a non-linear model of measurement error 
directly in the inverse kinematics computation, it is 
conceivable that the Bayesian approach can successfully 
distinguish large from small measurement error to yield 
improved COR and/or angular displacement estimates.  

METHODS 
A planar model consisting of a rigid marker plate and a 
rotating body segment was created for a computational 
simulation study (Fig.1a). The plate was positioned 40 cm 
from the joint center and contained a variable number of 
markers placed approximately 4 cm apart.  A total of 1000 
simulations for each combination of three marker sets (3, 4 
and 5 markers), three angular displacements (1, 5, and 10 
deg), and three Gaussian noise standard deviations (0.1, 0.5 
and 1.0 mm) were conducted, yielding a total of 27,000 
datasets.  A Bayesian network consisting of COR, segment 
length, angular posture and measurement error (Fig.1b) was 
constructed using PyMC [3]. Markov Chain Monte Carlo 
simulation was used to optimize model parameters, and 
thereby maximize the parameter’s posterior distributions’ 
maxima, which is approximately equivalent to maximizing 
the probability that the stochastic system would produce the 
observed data. The Bayesian results were compared to the 
best result from two least-squares methods [1,2]. 

RESULTS AND DISCUSSION 
For very small error (0.1 mm) Bayesian inverse kinematics 
(BIK) and the least-squares techniques yielded similar 
angular displacement error, but BIK performed much better 
when measurement error was larger (Table 1). BIK 
nevertheless produced COR errors larger than 2 mm much 
more frequently than the least-squares methods (Table 2). 
Additionally, BIK was computationally demanding, 

requiring ~25 s per iteration, compared to ~1 ms for the 
least-squares methods. Results were qualitatively identical 
for four- and five-markers (not reported here). 

(a) (b) 

Figure 1: (a) Rotating rigid body with rigid marker plates; 
three- (red), four- (grey) and five-markers (blue) shown.  (b) 
Bayesian model; white, yellow and green circles represent 
stochastic, deterministic and observed variables, 
respectively. Measured marker positions q are determined 
when the numerical values of the stochastic variables and 
measurement error (ε) are known.

CONCLUSIONS 
Our simulations suggest that BIK has the potential to reduce 
angular displacement estimate errors in noisy marker 
datasets, but also that BIK may yield worse COR estimates. 
Alternative Bayesian models (e.g. with rigidly fixed 
segment lengths) may improve COR estimates.  We are 
currently investigating alternative models and all models’ 
implications for three-dimensional rotations and inverse 
dynamics computations.  
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Table 1:  Percent of simulations with angular displacement errors less than 0.5 deg  (three markers). Least squares results 
represent the best performing of the two methods [1,2]. 
Noise 0.1 mm 0.5 mm 1.0 mm 
Displacement 1° 5° 10° 1° 5° 10° 1° 5° 10° 
Least-squares 99.8 99.9 99.9 51.3 49.1 49.7 37.5 24.7 24.6 
Bayesian 100 100 98.9 100 100 98.0 100 100 98.4 

Table 2:  Percent of simulations with center of rotation (COR) estimate errors less than 2 mm (three markers). 
Least-squares 93.9 92.6 93.2 28.3 28.1 28.9 12.9 13.4 13.7 
Bayesian 24.6 25.3 24.0 9.0 9.1 7.6 5.7 4.6 4.3
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INTRODUCTION  
Even as major advancements in musculoskeletal modelling 
are being made, this method is still susceptible to error 
produced by soft tissue artifact (STA) during human 
movement. The purpose of this study was to apply angle-
dependent, adaptive bone pin (BP) defined kinematic 
constraints to an OpenSim model to determine the 
difference in knee joint kinematics and kinetics between 
constrained and unconstrained conditions. 

METHODS 
Thirty-five healthy, active, young adults participated in 
this study (17 males, 26.4 ± 6.3 years, 1.76 ± 0.06 m, 72.6 
± 9.8 kg). Participants wore tight-fitting clothing and were 
outfitted with a cluster marker set. Kinematic data were 
collected using a 10-camera motion capture system 
(Vicon, UK) and captured at 100 Hz while kinetic data 
were sampled at 1000 Hz using one force plate (AMTI, 
USA). Once a static pose was collected, participants 
completed 3-4 successful side cut movements. Participants 
were instructed to complete the task at their self-selected 
speed, hit the force plate at a 45° angle and leave the force 
plate again at a mirrored 45°. 

All data were processed through a Matlab (Mathworks, 
USA) – OpenSim (Simtk, USA) application program 
interface. Rajagopal’s model [1] was modified to include 
six degrees of freedom (dof) at the knee. The model was 
scaled using the static trial and motion trials were 
processed with the Inverse Kinematic (IK) and Inverse 
Dynamics (ID) tools to achieve the no bone pin 
(unconstrained; NoBP) solution. 

Kinematic bone pin data from Benoit et al. [2] were 
collected for 3-5 trials of walking, hopping, and cutting 
motions from six healthy, active, young adult males. From 
all trials of each participant, a mean and 95% confidence 
interval (CI) for each knee dof were taken and these 95% 
CIs were then averaged to determine the new bone pin 
defined range that each dof is constrained to. Thus, every 
sagittal plane angle is associated with a specific range for 
the remaining five knee dofs in which the IK solutions are 
confined to. The original scaled models for each 
participant were then subjected to IK once more where the 
calculations were completed at each time step (0.01s) and 
the sagittal plane knee angles were used to define the 
instantaneous constraint ranges that were applied to the 
five remaining dof for that instant in time. These IK results 
were then used in the ID tool to obtain the bone pin 
constrained (BP) results. 

To test the IK and ID results of the two conditions (BP vs. 
NoBP), statistical parametric mapping was used to apply 
paired sample T-tests with α=0.05. Cohen’s d effect sizes 
were calculated for each significant range based on the 
time point with the peak difference (PD) between BP and 
NoBP. Cohen’s d of 0.2 were considered small, 0.5 
considered medium, and >0.8 considered large. 

RESULTS AND DISCUSSION 
In the BP condition, the knee was more adducted from -10 
– 96% stance (PD: 13.3°, d = 3.80, p < 0.001) and
externally rotated from -10 – 100% of stance (PD: 9.0°, d 
= 1.45, p < 0.001). As for tibia translations with respect to 
the femur, BP IK results had the tibia more anterior from 
11 – 72% stance (PD: 1.9 mm, d = 0.74, p = 0.049) and 85 
– 100% stance (PD: 2.0 mm, d = 0.59, p = 0.01); more
medial -10 – 100% stance (PD: 4.1 mm, d = 4.22, p < 
0.001); and distracted from -10 – 97% stance (PD: 15.7 
mm, d = 7.22, p < 0.001; Figure 1). 

With respect to the ID solutions, the knee also had 
significant differences for all six dof between the two 
conditions but only had a moderate effect size 11 – 85% 
stance when the BP condition solved for a greater medial 
force (PD: 1.02 N/kg, d = 0.54, p < 0.001). 
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Figure 1: Knee joint angles and translations during the 
side cut. Movement is -10% to 100% stance with contact 
represented by a black vertical line Black horizontal bars 
indicate significance (p < 0.05) but low effect size 
(Cohen’s d < 0.5) while red horizontal bars indicate 
significance (p < 0.05) and Cohen’s d > 0.5. BP: Bone pin 
constraints; NoBP: No bone pin constraints. 

CONCLUSIONS 
The BP derived, adaptive kinematic constraints provided 
reasonable reduction of STA and provided clear 
representations of the side cut maneuver. This is evidenced 
by the correction of misclassified joint angles such as the 
knee frontal plane angle during the side cut. These results 
are easily implemented into a Matlab-OpenSim application 
program interface and have a considerable clinical 
implication in identifying physiologically realistic motions 
of the knee joint during dynamic tasks.
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INTRODUCTION  
Segmental powers are indicative of energy flow between 
segments. This power can be calculated using segment 
endpoint dynamics or by the rate of energy change. Robertson 
and Winter used a planar, linked segment model to evaluate 
energy flow, although they noted a difference in segmental 
power and rate of energy change, as have others [1,2]. Later, 
a more robust 6 degree-of-freedom (DOF) joint power 
analysis accounted for missed axes of joint rotation 
(movement at segment ends) [3].  However, such an analysis 
has yet to be characterized at the segmental level and the 
power difference has not been characterized. 
 
Historically, calculating moments and forces at segment ends 
assumes a fixed axis of rotation. Thus, the purpose of this 
study was to develop a novel approach to calculate 6 DOF 
segmental powers which allows for movement at segment 
ends. A deeper understanding of the errors and accuracy of 
power calculations is imperative to our interpretation of 
energetic measures in the study of human movement. 
 
METHODS 
In inverse dynamics calculations, the proximal segmental 
force (Fp) for any segment m is 

Ԧ,ܨ ൌ ሾ∑ ሺ݉ Ԧܽ െ ݉ Ԧ݃
ୀଵ ሻሿ െ  Ԧ, where ሬ݉ሬԦ, Ԧܽ, Ԧ݃, andܨ

 Ԧ represent the segment mass, segment center of massܨ
acceleration, gravity, and ground reaction force, respectively.  
 
The proximal segmental moment (Mp) is 
ሬሬԦ,ܯ ൌ ሾ∑ ሺܫߙԦ  ሬ߱ሬԦൈܫ ሬ߱ሬԦ  Ԧைெ,ൈሺ݉ݎ Ԧܽ െ

ୀଵ

݉ Ԧ݃ሻሿ െ Ԧ߬ െ Ԧ, ሬ߱ሬԦ, and Ԧ߬ߙ ,Ԧܫ Ԧ, whereܨԦ,ൈݎ  
represent the moment of inertia, angular acceleration, angular 
velocity, and ground reaction torque, respectively. The 
 Ԧ are vectors from the proximal segment end toݎ Ԧைெ, andݎ
the center of mass of the nth segment and to the center of 
pressure, respectively (Figure 1).  

 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1: Example of selected vectors used in inverse 
dynamics calculations for a multi-segment model. Here, 
segments 1 and 2 represent the foot and shank.  
 
Segmental power (Pm) is calculated as 
ሬܲԦ ൌ ሬሬԦ,ܯ ∙ ሬ߱ሬԦ  ሬሬԦௗ,ܯ ∙ ሬ߱ሬԦ  Ԧ,ܨ ∙ Ԧ,ݒ  Ԧௗ,ܨ ∙  .Ԧௗ,ݒ

 
Proximal and distal segment velocities are given by 
Ԧ,ݒ ൌ Ԧݒ   ሬ߱ሬԦൈݎԦ, and ݒԦௗ, ൌ Ԧݒ   ሬ߱ሬԦൈݎԦௗ, 
where ݎԦ is the vector from the center of mass to the proximal 
(p) or distal (d) end of the segment. The segment velocity is 
represented by ݒԦ. The translational kinetic, gravitational 
potential, and rotational kinetic segmental energies are used 

to calculate the rate of energy change, 
ௗ

ௗ௧
 :ሬԦ, as followsܧ

ௗ

ௗ௧
ሬԦܧ ൌ ݉ Ԧܽ ∙ Ԧݒ  ݉ Ԧ݃ ∙ Ԧݒ  ሺܫߙԦ   ሬ߱ሬԦൈܫ ሬ߱ሬԦሻ ∙

 ሬ߱ሬԦ. 
Segmental power minus rate of energy change result in a 
difference, which we define as the power imbalance, ∆ ሬܲԦ: 
ሬܲԦ െ

ௗ

ௗ௧
ሬԦܧ ൌ ∆ ሬܲԦ. 

 
We used kinetic and kinematic data from an individual 
(67.5kg, 1.61m) walking on an instrumented treadmill at a 
typical speed (1.29 m/s) to quantify this power imbalance.  
 
RESULTS AND DISCUSSION 
The power difference for the left shank was as high as 24.2 
W and 20.9 W for the left thigh during stance. The difference 
in the left foot ranged from 0.17-0.6 W when also accounting 
for the distal foot segmental power [4]. However, when 
allowing for movement between segment ends (i.e., a 6 DOF 
model), our thorough mathematical analysis reveals a term in 
inverse dynamics that when included is the power imbalance: 
 ∆ ሬܲԦ ൌ Ԧௗ,ܨ ∙ ሺ ሬ߱ሬԦൈݎԦ/ሺିଵሻሻ, where ݎԦ/ሺିଵሻ is the vector 
from the distal end of the mth segment to the proximal end of 
the adjoining segment (Figure 1). This term may be 
interpreted as the velocity related to the movement of the 
segment ends in the direction of the joint force vector. After 
including this term in the calculations, the power difference 
for the left shank ranged from -0.8 to 0.6 W and -2.8 to 2.1 W 
for the left thigh. The remaining difference may be due to 
noise related to experimental error in the signal.   
 
CONCLUSIONS 
This study resolved the historical power imbalance between 
segmental power and rate of energy change by including a 
term to account for movement at segment ends. This novel 6 
DOF segmental power approach facilitates improved 
accuracy in consideration of energetic flow at segment ends.  
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INTRODUCTION  
The femoro-tibial unresisted motion follows a well-defined 
path [1], also called knee natural motion, that is determined 
by the constraints exerted by ligaments and contacts. To 
have unresisted motion, the constraints must produce no 
work against the allowed motion. Experimental evidences 
indeed showed that it is possible to identify some fibers in 
the knee ligaments that remain isometric along the natural 
motion [2], thus producing no elastic work. Generalizing 
this reasoning, the work produced by each of the passive 
constraints for the instantaneous act of motion, i.e. about the 
instantaneous helical axis (IHA), must be zero or, in terms 
of screw theory, the knee twist must be reciprocal to all the 
passive constraint wrenches [3], independently from their 
number or type. 

We hypothesized that ligaments and contact wrenches 
correspond to pure forces. This reasonable assumption is 
supported by the work presented in [4,5], where it led to the 
synthesis of parallel mechanisms capable to replicate the 
knee natural motion. In this condition, if the femoro-tibial 
twist corresponds to a pure rotation about an instantaneous 
floating axis, all the constraint forces must intersect the knee 
IHA in order to produce no work, as also shown in [6]. 

The aim of this work is to experimentally prove this 
property by analyzing the relation between the line of action 
of passive constraints and IHA in the natural motion of two 
in-vitro and one in-vivo knee joint. 

METHODS 
We investigated two in vitro and one in vivo knees. The in 
vitro natural motion was measured by means of a 
sterephotrogrammetric system, with markers rigidly 
connected to the bones, within a custom made rig [7]. The in 
vivo subject natural motion was measured by means of 
planar fluoroscopy. In all the cases the motion was recorded 
in a rage of flexion greater than 125°. 

Ligaments origin and insertion areas were reconstructed 
from MRI, as well as the shape of articular surfaces, that 
was segmented and reconstructed as stereolitography (STL). 
The ligaments were modeled as a single fiber cables, whose 
attachments were determined as those points within the 
measured insertions that guarantee the smallest variation in 
the ligament lengths during the whole natural motion 
(ligament isometry). 

The application point of contact forces was determined as 
the projection on the condilar surfaces of the centroid of the 
portion of the articular surfaces whose distance from tibia 
plateau was below a given threshold of 5 mm. The direction 
of contact forces was found as the mean of the normals of 
the STL triangles of condilar surfaces lying below the 
prescribed threshold, weighted by the distance of the 

triangle centroid from the tibia surface. 

RESULTS AND DISCUSSION 
In each legs was possible to find the isometric fiber for each 
ligaments (i.e. elongation <5%), including the LCL.  

The mean pitch for the knee IHA over the whole natural 
motion was lower than 0.05 mm/° for all the three legs, thus 
making the assumption of an instantaneous pure rotational 
motion for the knee reasonable. 

The mean distance for each of the six passive constraints 
from the knee IHA during the natural motion is reported in 
Table 1. The small values of the mean distances can 
reasonably be considered as an experimental proof of the 
intersection among knee twist and the constraint wrenches. 

Table 1: Mean distance between knee IHA and constrain 
wrenches (mm). The in vivo leg is denoted with a *. 

ACL PCL MCL LCL MedCon LatCon 

Leg 1 1.23 2.20 3.86 1.18 2.05 1.42 

Leg 2 1.24 1.79 3.44 2.01 1.17 0.75 

Leg 3* 2.02 3.01 3.34 4.25 1.52 2.90 

CONCLUSIONS 
The experimental analysis confirmed that passive 
constraints intersect the IHA during the knee natural motion, 
thus producing no work against the knee flexion. As a 
consequence, as long as the knee motion is close to the 
natural one, it is possible to study its energetic equilibrium 
without considering the contribution of ligaments and 
contact forces.  

This result also guarantee that all the knee passive constrains 
are compatible with the knee having at least one DOF, 
including the LCL whose contribution is usually discarded 
[2]. 

This relation among axis of motion and passive constraints, 
which is general and potentially extendible to other joints, 
can be exploited for the evaluation of the healthiness of a 
joint and/or for the design of better treatments and 
prostheses. 
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INTRODUCTION  
Gravitation defines the force of material attraction and 
determines human life and movement on our planetary 
terrestrial habitat. Therefore, gravitational loading plays an 
essential role in terrestrial motion influencing posture, 
locomotion or force generation [1,2]. For instance, gravity 
guides our upright orientation in space, determines neural 
activation of the skeletal muscle to provide an adequate 
antigravity muscle tone and subsequently, influences 
biomechanics of motion in the Earth’s gravity field.  
But what happens when gravity is changed? This paper aims 
to illustrate a methodological overview to illustrate the 
dependency/adaptability of human movement for conditions 
above and below Earth gravity. 

METHODS 
For a basic understanding, similar conditions of partial and 
hyper-gravity were experimentally achieved by simulation 
of varied loading such as water immersion partial and 
overweight weight-bearing in sledge systems, 
counterweights, body weight support or elastic straps 
attached to floor or ceiling. These approaches have in 
common that forces (F=m*a) were altered by changing the 
mass (m), but not the acceleration (a), which is the analogue 
of gravity [4]. 

Figure 1: Parabolic flight maneuver and the corresponding 
gravity levels: the level flight (Earth gravity) becomes a 
steep climb flight inducing hypergravity (1.8g), followed by 
either zero (0g), Martian (0.38g), or Lunar (0.16) gravity 
and another hypergravity phase before returning to a level of 
normal gravity flight again.  

Confounding side effects such as changes in inertia, 
acceleration and reduced freedom of movement due to 
hardware constrains have been reported and thus, a 
conclusive statement about the consequences of gravity on 

motor control was limited [3].  The execution of 
experiments in environments with real variation of gravity 
include interplanetary space missions and parabolic flights 
(Figure 1), but still have a scarcity value [3, 4]. However, 
they provide a deep insight and a basic understanding about 
how humans adapt to gravitation different from the 
terrestrial one.  

RESULTS AND DISCUSSION 
It has been demonstrated that gravity levels below Earth 
gravity induce shifts in movement techniques and change 
motion patterns with sensory and motor significance. Those 
adaptations have been identified as (i) a shift in locomotion 
from walking to bouncing [1] (ii) a general reduction of 
somatosensory and vestibular input in favor of a 
predominant visual cues and (iii) an overall degeneration in 
response to long term exposure to zero gravity. The few 
experiments executed in gravity levels above the Earth’s 1g 
showed opposed findings.  

CONCLUSIONS 
Gravity is of major importance for human life [1,2]. 
Changes in gravitation trigger biomechanical adaptations 
that rely on sensorimotor and structural changes. These 
changes include altered sensory processing and differing 
inter- and intramusclular activation affecting all relevant 
structures and systems of the human body associated with 
movement control. Those effects have been reported in 
settings of acute and chronic exposure to gravitational load 
variation. 
Experiments using methodological simulation of partial 
unloading or overloading did not achieve adequate 
conditions to mimic gravitational variation. 
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INTRODUCTION  
Load variation has a significant impact on balance control 
and is associated with changes in neuromuscular activation, 
compensatory reflex activation and joint torques 1,2. 
Previous studies dealing with over (OL) and under loading 
(UL) used water buoyancy or additional weight along with 
negative side effects such as increased friction and inertia, 
resulting in substantially modified test paradigms. To 
minimize effects occurring beyond loading, most reliable 
test conditions can be achieved by a gradual change of the 
gravitational force. The aim of this study was to identify the 
gravity-induced load dependency of balance control and the 
underlying neuromuscular mechanisms. 

METHODS 
Balance performance was recorded in unipedal stance under 
normal loading (NL, 1g), UL (0.16g; 0.38g) and OL (1.8g). 
Center of pressure (COP) displacement and frequency 
distribution (low 0.15-0.5Hz (LF), medium 0.5-2Hz (MF), 
high 2-6Hz (HF)) 3 as well as ankle, knee and hip joint 
kinematics were assessed. Electromyographic activity of 
muscles encompassing the ankle, knee and hip joint was 
recorded and co-contraction index (CCI) of antagonistic 
muscle pairs was calculated. Spinal excitability was 
determined in the soleus muscle by means of H/M-
recruitment curves (H/M-ratios). 

RESULTS AND DISCUSSION 
Compared to NL, OL caused an increase in ankle joint 
excursion, COP HF domain and H/M-ratio. Concomitantly, 
hip joint excursion and COP LF decreased. Compared to 
NL, UL caused modulations in the opposite direction: UL 
decreased ankle joint excursions, COP HF and H/M-ratio. 
Concomitantly, hip joint excursion and COP LF increased. 
COP and antagonistic co-contraction of muscles 
encompassing the ankle, knee and hip joint was augmented 
both in UL and in OL compared to NL (Figure 1).  

CONCLUSIONS 
Subjects achieved postural stability in OL and UL with great 
difficulty compared to NL. This reduction in postural 
control in UL and OL was accompanied by modified 
balance strategies and compensatory reflex activation. With 
increasing gravitational loading, a shift from hip to ankle 
strategy was observed 4. Concomitantly, the COP 
frequency distribution shifted from LF to HF and H-reflex 
sensitivity was gradually enhanced. It is suggested that in 
OL, augmented ankle joint torques are compensated by 
quick reflex-induced postural reactions in the distal muscles 
2. In contrast, UL is associated with diminished joint 
torques and thus, postural equilibrium may be controlled by 
the proximal segments to appropriately adjust the center of 
gravity above the base of support 3. 

Figure 1: TOP - Kinematic changes: COP, ankle and hip 
joint excursions in under and over loading. P<0.05 denoting 
sign. ANOVA results, *symbol denotes sign. differences 
compared to EG. BOTTOM - Neuromuscular changes: 
H/M-ratios and co-contraction index (CCI) of the 
antagonistic muscles of the ankle joint (M. soleus, tibialis 
anterior) in under and over loading. P<0.05 denoting sign. 
ANOVA results, *symbol denotes sign. differences 
compared to NL. 
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INTRODUCTION  
Balance training (BAL) is successfully implemented in 
therapy as a countermeasure against postural dysfunctions. 
From literature, it is well known that in improvements in 
balance control are associated with a decreased co-
contraction of antagonistic muscles concomitant with a 
reduction in spinal excitability 1,2. However, for patients 
suffering from motor impairments or reduced mobility, BAL 
with partial unloading (PART) of the bodyweight may be 
the only approach for therapy. This study aimed to compare 
the effects of a 4-week BAL intervention with PART on 
postural control with BAL under full body load.  

METHODS 
32 subjects were randomly assigned to the control group 
(CON, full body load) or the PART group (partial load equal 
to 40% of the bodyweight). Partial unloading was applied by 
means of elastic straps connected to a body-harness attached 
to a ceiling-mounted height-adjustable system.  

Figure 1: (A) The COPtotal displacements (squares) and H-
Reflex amplitudes (triangles) are displayed for the PART 
and the CON group before (black) and after (grey) the 
interventions. For both groups the training-induced decrease 
in COPtotal displacement was accompanied by a reduced H-
reflex sensitivity. (B) Changes in co-contraction index of 
SOL/TA in response to the interventions. *indicates a 
significant difference (P < 0.05). 

Before and after the training, the centre of pressure (COP) 
displacement and electromyographic activity of the soleus 
(SOL), the gastrocnemius medialis (GM), the tibialis 
anterior (TA) and the peroneus longus (PER) were recorded 
during bipedal stance (BS), monopedal stance (MS) and 
monopedal stance on an instable surface (MSinst). Co-
contraction index (CCI) of SOL and TA was calculated 
according to 3. Additionally, soleus H-reflexes were 
elicited to evaluate changes in the excitability of the spinal 
reflex circuitry. 

RESULTS AND DISCUSSION 
Compared to normal BAL, a BAL with partial unloading 
resulted in similar adaptations in postural control, revealing 
three main results: (i) for both groups, the COP 
displacement was reduced (pre vs. post PART -6±13% 
p<0.05; CON -10±15% p<0.05) after the intervention 
(Figure 1). This reduction in COP displacement was 
accompanied by (ii) a decreased CCI of SOL and TA 
(PART -20±40% p<0.05; CON -34±35% p=0.07) and (iii) a 
decrease in H-Reflex sensitivity (PART -10±28% p<0.05; 
CON -11±48% p<0.05, Figure 1). GM and PER remained 
unchanged.  

CONCLUSIONS 
As a main outcome, we found that BAL with partial 
unloading led to a reduced COP displacement indicating an 
improvement in stance stability. Further, a decreased co-
contraction of the antagonistic muscles TA and SOL and a 
reduced spinal excitability of the SOL motoneuron pool 
point towards an optimized neuromuscular control during 
balance tasks after both training interventions 2,4. Hence 
after BAL with partial unloading, adaptations within the 
central nervous system were comparable, and we observed 
fundamental changes regarding postural control strategies 
generally known from regular BAL 1.  
These results could in particular help to establish new 
training modalities within the area of rehabilitation for 
specific target groups to achieve a faster recovery. BAL 
with partial unloading is suggested to be an appropriate 
alternative especially for patients with motor dysfunctions or 
after surgery unable to train with full body load.  
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INTRODUCTION  
With a diminished load of 62% and 84% on the Mars and 
Moon 1, bipedal locomotion in its common terrestrial 
forms is challenged in hypogravity 2. Space research 
showed that bouncing is the preferred locomotor technique 
on our astronomical neighbours. During bouncing, the 
stretch-shortening-cycle (SSC) describes the muscular 
activation pattern. The SSC is defined by a stretching of a 
pre-activated muscle-tendon complex immediately followed 
by a muscle shortening in the concentric push-off phase 3, 
4. This study aimed to identify gravity-dependent changes 
in kinematic and neuromuscular characteristics of the SSC 
during bouncing in hypogravity. For that purpose, 
neuromuscular control of lower limb muscles as well as 
correlations between the muscles’ pre-activation, reflex 
components and the force output have been assessed in 
Lunar (LG), Martian (MG) and Earth gravity (EG). 

METHODS 
Experiments were executed during a CNES/ESA/DLR 
parabolic flight campaign. In eight subjects, peak force 
(Fmax), ground contact time (GCT), rate of force 
development (RFD), jump height (H), momentum and jump 
frequency were measured. Electromyographic activities 
(EMG) in M. soleus (SOL), gastrocnemius medialis (GM), 
tibialis anterior (TA), rectus femoris (RF) and biceps 
femoris (BF) were assessed before (PRE) and during 
bounces for the reflex phases short-, medium- and long-
latency response (SLR, MLR, LLR). 

RESULTS AND DISCUSSION 
With gradually decreased g-forces Fmax, RFD, and 
momentum and jump frequency were reduced, while GCT 
and H increased (P<0.05, Figure 1 top). Concomitantly, 
EMG activity decreased in GM for PRE, SLR, MLR and 
LLR, in SOL for SLR, MLR and LLR (P<0.05) and in RF in 
LLR (P<0.05, Figure 1). For SLR and MLR, Fmax as well as 
RFD were positively correlated to SOL EMG (P<0.05). For 
PRE and LLR, RFD and Fmax were positively correlated to 
GM EMG (P<0.05, Figure 1 bottom). 

CONCLUSIONS 
Findings emphasize that biomechanically relevant kinematic 
adaptations in response to gravity-variation were 
accompanied by muscle- and phase-specific modulations in 
neural control 3, 4. Gravitational variation is anticipated 
and compensated by a gravity-adjusted muscle activity. 
Importantly, pre-activation and reflex phases were 
differently affected: in the reflex phases SLR and MLR, 
SOL is assumed to contribute to the decline in force output 
with decreasing load and complementary in PRE and LLR, 
GM seems to be of major importance for force generation 
2, 3, 4. 

Figure 1: TOP - grand mean and standard deviations of the 
jump height, electromyographic (EMG) activity during pre-
activation in the SOL and GM, GCT, and RFD for gradually 
increased gravity levels from LG to MG to EG. BOTTOM - 
bivariate correlations and correlation coefficients among the 
variables RFD with the normalized muscle EMGs in the 
relevant EMG phases PRE and SLR. 
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INTRODUCTION  
A primary objective of life sciences in space is to ensure the 
health of the crew and to guarantee a safe return to earth. 
This will certainly become a challenge with prolonged 
duration of the mission. Given the lack of a regular load 
provided by gravity, a long-term stay in microgravity leads 
to degeneration of the locomotor system. The extensor 
musculature of the lower extremities is particularly affected 
by this. Therefore, effective countermeasures to maintain 
neuromuscular function are essential.  
In general, the preservation of muscle mass and muscle 
strength necessitates intense strength training, with high 
loads on the musculature. So far, however, there is no 
information regarding whether a full activation of a muscle, 
and thus the generation of high muscle forces, is possible in 
microgravity. Therefore, the aim of the current project is to 
perform a deeper examination of muscle function during 
high-load resistive exercise in microgravity in order to better 
understand (1) what may impact upon the efficacy of high-
load resistive exercise countermeasures in spaceflight and 
(2) the underlying neuro-muscular mechanisms. 

METHODS 
Eighteen healthy subjects were tested during three parabolic 
flight campaigns (1st Cooperative DLR-CNES-ESA PFC, 
62th ESA PFC, 28th DLR PFC) after giving informed 
consent to the experimental procedure, complying with the 
rules of the local scientific board. 

Maximum voluntary force generation (MVC) and rate of 
force generation (RFD) of the ankle extensor and leg 
extensor muscles were examined during microgravity and 
normal gravity using a custom-made dynamometer (Fig.1) 
equipped with two 3D force plates (AMTI, Watertown, 
USA). As secondary outcome measures activation of nine 
muscles and fascicle shortening of the gastrocnemius 
medialis muscle were assed using electromyography and 
ultrasonography. The ability to fully activate the calf 
muscles during a volitional effort and some neuromuscular 
properties (M-Wave, V-Wave) are studied by applying a 
brief supramaximal electrical stimulation to the nerve 
commanding the ankle extensor muscles. Changes in ankle 
and knee joint angle were assessed with two electronic 
goniometers. Maximum hand-grip force was measured as a 
control condition. 

Microgravity and normal gravity were compared using 
dependent samples t-tests. Significance was accepted for 
p<0.05. 

RESULTS AND DISCUSSION 

Maximum force generation and muscle activation during 
MVC showed no significant difference between 
microgravity and normal gravity for plantarflexion exercise 
as well as for leg extension exercise (leg press). Alike no 
significant difference were found in grip strength. These 
results indicate that high intense resistive exercise is 
possible in microgravity.  

Figure 1: Custom-made dynamometer to perform 
plantarflexion (top) and leg extension (leg press) (bottom) 
exercises. 
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INTRODUCTION  
A majority of conventional wheelchair users lack control 
over their lower limb musculature and require considerable 
effort, assistance and/or aids to get to a standing position. 
The ability to attain and maintain a standing position is 
greatly beneficial to the health, self-esteem and sense of 
well-being of a wheelchair user. In addition to enabling the 
individual to perform numerous tasks that he/she might not 
be able to perform while in a sitting position, a standing 
posture provides multiple health benefits like improvement 
in blood circulation to the lower limbs, control of bowel 
movements, healing of pressure sores, prevention of muscle 
spasticity and contractures, and improvement in respiratory 
function, skin integrity and bone mineral density [1]. 

Powered or customized designs of standing wheelchairs are 
expensive and are out-of-reach of wheelchair users in 
developing countries. We have developed a completely 
mechanical standing wheelchair, which functions like a 
regular wheelchair for mobility, and which further allows 
the user to raise oneself into the standing position with the 
muscle power of the upper limbs. The effort required to 
operate the standing mechanism is equal to or lower than the 
effort required to propel the wheelchair. Affordability is 
achieved by creating a novel mass-manufacturable 
mechanical design that incorporates the customizability 
required to accommodate a wide range of wheelchair users.  

METHODS 
The requirement in the design of a user-operated standing 
wheelchair is that the user should be able to independently, 
and in a controlled manner, actuate the wheelchair from 
sitting to standing position and vice-versa. The standing 
functionality is achieved using a linkage based mechanism 
where the user actuates a handle using the hands. In addition 
to optimal linkage dimensions, a key design element is a 
gas-spring which reduces the effort to be applied by the user 
for actuation. 

The first design (D1) was created to validate the functioning 
of the standing mechanism. The link lengths and gas spring 
specifications were calculated for a person of average height 
and weight. A proof-of-concept prototype was built and 
when tested by able-bodied users, the standing functionality 
worked satisfactorily. The next goal was to get the design 
tested by actual wheelchair users. This required the design 
to include safety features, and incorporation of adjustability 
in wheelchair dimensions and the gas spring to customize 
the device for users of different heights and weights. Most 
users could operate the standing functionality in this design 
(D2) with ease once it was adjusted to their height and 
weight. A key learning during the trials of D2 was the need 
to provide mobility outdoors to enable users to undertake 
economic activities and be more independent. Based on this 
learning, the base of the new design (D3) was made longer 
with three wheels, thereby making the wheelchair stable 

even in outdoor use on uneven terrain. Further, the 
mechanical complexity was reduced and industrial design 
inputs have addressed the ergonomics, user interface 
aspects, and aesthetics of the design. When D3 was tested 
with wheelchair users in rural areas, they could use the 
standing functionality with ease and propel the wheelchair 
comfortably on rough terrain. 

RESULTS AND DISCUSSION 

Figure 1: Evolution of the design of the standing 
wheelchair: D1, D2, and D3. 

The standing wheelchair design has evolved considerably 
through three design iterations (Figure 1). The last two 
designs have been tested by over 50 people with spinal cord 
injury. Most users found the wheelchair safe and easy to 
operate. During the trials, we learnt that providing outdoor 
mobility is an important enabler to wheelchair users. 

CONCLUSIONS 
A novel design of a standing wheelchair that minimizes user 
effort and accommodates a wide range of user body heights 
and weights has been designed. The design has been refined 
over the past two years with extensive inputs from users and 
clinicians. The design is simple, easy to operate, 
customizable, and is being received well by almost all users. 
Currently, the commercialization partner is working on 
DFM and other pre-production aspects. 
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INTRODUCTION  
The Pressure Cast (PCAST) technique has been developed 
to reduce skill reliance in transtibial socket manufacture [1]. 
The PCAST socket is a total surface bearing socket 
manufactured using a hydrocast technique, which has been 
successfully used by people with transtibial amputations 
over extended usage periods [1]. However the sites of high 
pressure and loading within the socket remain unknown. 
Interface pressure measurements for hydrocast sockets have 
been previously reported in the literature, with examples 
shown and referenced in [2]. These data however have 
largely been generated through gross averaging over large 
regions, or are the isolated values of discrete load cells. 
Hence, the exact sites and magnitudes of maximum 
pressures within the socket are unknown. This study used a 
novel analysis technique to identify the sites and magnitudes 
of high pressure areas at the residual limb-socket interface in 
PCAST sockets during walking. 

METHODS 
Thirteen volunteer participants with unilateral transtibial 
amputations were cast and fitted with unrectified PCAST 
sockets with cotton socks the only soft interface at the 
socket wall. All participants then completed a usage period 
of 5 months and were regular users of, and satisfied with, 
the PCAST socket. The pressure data was collected using a 
calibrated pressure measurement system (Tekscan Inc., 
USA) with a sensor array of 96 sensels sampling at 200 Hz. 
Sensors recorded pressure on the anterior, posterior, medial 
and lateral aspects of the limb whilst the participants 
completed 7 walks at self-elected speed, of which data from 
15 consistent gait cycles was extracted. For each sample 
frame, the magnitude and site of the maximum pressure for 
each limb aspect was recorded. The anatomical point of 
interest for each limb aspect (namely, the medial tibial flare, 
anterior distal kick point, fibula head and popliteal fossa) 
was set as the origin and maximum pressure sites were 
displayed relative to this point. High pressures were 
considered as those in the upper quartile of measured values 
for each limb aspect. In order to visualise the concentration 
of the high pressure sites, the distribution was analysed over 
three confidence intervals: 95%, 75% and 50%, as 
determined by the covariance of the points.  

RESULTS AND DISCUSSION 
Figure 1 shows the locations and magnitudes of each 
maximum pressure point recorded for each frame of 15 gait 
cycles for all participants. On the medial and lateral aspects, 
the distribution of maximum pressure points are centred 
around the apices of the medial tibial flare and the fibula 
head with higher pressures on the lateral aspect. The anterior 
aspect was characterised by a longitudinally spanning 
distribution, along the midline of the sensor correlating to 
the bony tibial crest of the residual limb. The peak pressure 
recorded over all trials occurred along this midline. 
Posteriorly, the maximum pressures are more sparsely 
distributed and are the lowest of the aspects, with the centre 
of the distribution translated distally from the popliteal 
fossa. The anterior and lateral aspects recorded the highest 
peak pressures. The distal tibia and fibula head are 
traditionally recognised as less load tolerant regions of a 
residual limb, however this study found the greatest 
interface pressures during walking are experienced in these 
regions. Given the high satisfaction of the participants after 
an extended usage period, as determined using the 
Satisfaction with Prosthesis survey, it is suggested that this 
pressure distribution is acceptable for these participants, of 
whom only one had vascular comorbidities. The use of the 
PCAST socket, however, may not generally be appropriate 
for users with vascular or peripheral neuropathy 
complications. Future analysis will track the sites of the high 
pressure regions for each stage of the gait cycle and explore 
any correlations with user satisfaction. 

CONCLUSIONS 
The residual limb/socket interface pressures at anterior, 
medial, lateral and posterior aspects of the residual limb 
show that a uniform pressure over the limb-socket interface 
does not exist when using a PCAST socket. Consistent 
regions of high pressure were seen at the bony prominences 
of the fibula head and tibial crest suggesting the socket may 
not be appropriate for all users. 
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Figure 1: Maximum pressure sites for each aspect of the residual limb over the gait cycle for all participants (n=13)
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INTRODUCTION  
People with a leg amputation are typically prescribed a 
passive-elastic prosthesis; however, these devices are only 
capable of 1/2 the mechanical work of a biological ankle 
during level-ground walking [1]. Use of powered ankle-foot 
prostheses has resulted in normalized preferred walking 
speed, metabolic cost and biomechanics – specifically step-
to-step transition work, and unaffected limb knee adduction 
moment – during walking on level-ground over a range of 
speeds [2]. However, the biomechanical effects of using a 
powered prosthesis for sloped walking remain unclear. 

Thus, we sought to determine the effects of using a powered 
ankle-foot prosthesis on individual leg work during uphill 
and downhill walking. We hypothesized that affected leg 
positive work would increase and unaffected leg negative 
work would decrease with use of a powered compared to 
passive-elastic prosthesis and that individual leg work would 
be the same as that of non-amputees. 

METHODS 
Ten healthy adults with a unilateral transtibial amputation 
(6M, 4F, age 42±11yrs) participated and provided informed 
consent according to the US Department of Veterans Affairs 
institutional review board. After a certified prosthetist from 
BionX Medical Technologies aligned and tuned the powered 
prosthesis (BiOM T2) to each subject, we placed reflective 
markers on subjects’ lower limb anatomical landmarks. We 
iteratively tuned the BiOM using a tablet provided by the 
manufacturer at each slope until prosthetic ankle range of 
motion, peak moment, peak power, and net work were 
nearly equivalent to the unaffected leg values and matched 
non-amputee averages within one standard deviation [3]. 
Subjects then walked 1.25 m/s on a dual-belt force-
measuring treadmill (Bertec, Columbus, OH, USA) for at 
least 45 seconds on slopes of 0°, ±3°, ±6°, and ±9° while we 
measured full body kinematics at 100 Hz, and ground 
reaction forces at 1000 Hz.  

We calculated individual leg work over an entire stride 
using the individual limbs method [4]. We calculated 
average data from 10 strides with a custom script (Matlab, 
Mathworks, Natick, MA, USA). Ground reaction forces 
were filtered using a fourth order recursive Butterworth 
filter with a 30 Hz cutoff and kinematic data were filtered 
using a sixth order recursive Butterworth filter with a 7 Hz 
cutoff.  

We used repeated measures ANOVAs with prosthetic foot 
as the independent variable and individual leg work as the 
dependent variable with a significance level of 0.05. We 
compared individual leg work from subjects with an 
amputation (SWA) to non-amputee data with t-tests and a 
Bonferroni-corrected level of significance. 

RESULTS AND DISCUSSION 
There was no significant effect of prosthetic foot type on 
individual leg positive work (Fig 1A) or individual leg 
negative work except at -3° (p=0.04, Fig 1B). There were 
significant differences between SWA individual leg positive 
work and non-amputees (Fig 1A). At -9° and 0°, SWA using 
the powered prosthesis had significantly lower (p<0.01) 
affected leg positive work than non-amputees (Fig 1A). At -
3° and +9°, SWA using a passive prosthesis had to generate 
significantly more (p<0.01) unaffected leg positive work 
than non-amputees (Fig 1A). At -9° and -3°, SWA using a 
passive prosthesis had to absorb significantly more (p<0.01) 
unaffected leg negative work than non-amputees (Fig 1B).  

Figure 1: Average (SD) individual leg A) positive and B) 
negative work (J/kg) performed and absorbed by the 
unaffected (solid) and affected leg (hashed) of subjects 
using passive (gray) and powered (white) prostheses. Non-
amputee data from [3]. *indicates a significant difference 
between prostheses. +indicates a significant difference from 
non-amputees. 

CONCLUSIONS 
Use of a powered ankle-foot prosthesis significantly reduced 
the magnitude of unaffected leg negative work at -3°, and 
normalized unaffected limb positive work at -3° and +9°, 
indicating that generating prosthetic ankle power may 
improve sloped walking biomechanics on specific slopes. 
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INTRODUCTION  
The purpose of this ongoing study is to isolate the effects of 
the metatarsophalangeal (MTP) and ankle joint stiffness, and 
their interplay, on walking biomechanics. The effects of 
ankle stiffness (in prostheses) and quasi-stiffness (in the 
biological limb) have been documented in prior literature; 
however, the effects of MTP joint stiffness - hereafter 
referred to as toe joint stiffness - are less well characterized. 
The toe joint undergoes a dorsiflexion range-of-motion in 
late stance (sometimes referred to as the forefoot rocker 
phase) comparable to ankle range-of-motion during walking 
[1]. Walking models also predict that toe joint articulation 
may improve mechanical cost of transport [2]. However, 
limited experimental data exist on the effects of toe joint 
stiffness, or its interaction with ankle stiffness, since toe 
joint stiffness cannot be easily varied within the biological 
foot or in commercial prostheses. Here we custom-designed 
and tested an adjustable prosthetic foot to isolate toe joint, 
and ankle-toe stiffness effects. This research is expected to 
provide insight on the functional benefits of toe joint 
articulation, and may inform optimal toe joint properties to 
incorporate into prosthetic foot design. 

METHODS 
We designed and fabricated a (right and left) pair of 
adjustable foot prostheses with a sagittal rotational degree-
of-freedom to approximate the ankle, and a single rotational 
degree-of-freedom to approximate the composite toe (MTP) 
joint axes in the biological foot. This design allows us to 
independently adjust ankle and toe joint stiffness, and other 
parameters such as toe length and shape. 

Four healthy, non-amputee subjects (2 males, 2 females, 
22±3 yrs, 74.8±5.3 kg, 1.76±0.07 m) have thus far 
participated and provided informed consent for this gait 
analysis study. Subjects wore the foot prostheses bilaterally 
below simulator boots (which immobilize the biological 
ankles). Subjects walked at 1.0 m/s on a split-belt, 
instrumented treadmill while we recorded ground reaction 
forces (GRFs) and lower-limb kinematics. Each subject 
walked with 20 different ankle and toe joint stiffness 
combinations, which spanned above and below normal 
ranges [3]. Ankle joint stiffness was varied from 40 to 200 
Nmm/degkg. Toe joint stiffness was varied from 0 to 10 
Nmm/degkg, and we also tested an infinitely stiff (locked 
joint) condition. GRFs were used to compute center-of-mass 
(COM) power through the individual limbs method [4]. 
COM Push-off work was computed as one key outcome 
metric, based on prior literature (e.g., [4, 5]). 

RESULTS AND DISCUSSION 
Preliminary findings suggest that both toe and ankle joint 
stiffness affect COM Push-off dynamics, and that the effect 
of toe joint stiffness is more pronounced with stiffer ankles. 
We observed that COM Push-off work increased with toe 
joint stiffness. Given a constant toe joint stiffness, a medium 
ankle stiffness (100-160 Nmm/degkg) resulted in the 

highest COM Push-off work. Additionally, the effects of toe 
joint stiffness were larger as ankle stiffness increased, as 
evidenced by the larger range of COM Push-off work: 4 J at 
the lowest ankle stiffness vs. 7 J at the highest ankle 
stiffness (Figure 1).  

Figure 1: a) Adjustable foot prosthesis, and b) center-of-
mass (COM) Push-off work during walking at 1.0 m/s for 
different ankle and toe joint stiffnesses (N=4). All stiffness 
values are reported in units of Nmm/degkg. 

In this ongoing study, we also plan to examine ground 
reaction forces, joint kinematics and kinetics, and metabolic 
cost. Statistical analysis will be performed after additional 
subjects are collected. Other foot parameters such as toe 
shape, toe length, and foot length will also be varied. Results 
from this work will be used to inform a follow-up study on 
individuals with transtibial amputation.  

CONCLUSIONS 
Toe joint stiffness affects Push-off dynamics in gait, and the 
magnitude of this effect increases with ankle stiffness. 
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INTRODUCTION  
Qolo [1] is a personal mobility vehicle which assists sit-to-
stand and stand-to-sit postural transitions as well as 
navigation in standing posture for those with motor 
disability in the lower limbs. Qolo has two characteristics. 
First, its mechanism to assist the postural transition is 
composed of passive gas-springs and a rigid link structure 
without electric actuators or controllers, contributing to keep 
it small, lightweight and low-cost. Second, it assists the 
postural transition in total coherence with natural postural 
transition movement in humans.  

Natural postural transition motion from sitting to standing 
starts by bending the trunk forward and therefore moving 
the center of mass forward to move it into the support area 
above the feet as well as to reduce the necessary moment 
around the knee joint during the stand-up motion. Qolo’s 
passive springs are configured so that the extending moment 
around the knee joint applied by the springs are smaller than 
the flexing moment applied by the upper body when the 
trunk is upright, but at the same time greater than that when 
the trunk is bended forward. By this mechanical 
configuration of moment equilibrium, Qolo can naturally 
assist the sit-to-stand postural transition exploiting the 
natural control of the moment around knee joint loaded by 
the upper body. A mechanical relationship vice-versa is 
considered for stand-to-sit postural transition. 

In this study, to evaluate the motion assist by Qolo for sit-to-
stand and stand-to-sit postural transitions, we conducted 
experiments with healthy subjects to compare the necessary 
muscle activity in postural transitions with and without Qolo. 

METHODS 
Eight healthy subjects (mean (SD): age 29.1 (5.5) y, height 
174.5 (6.5) cm, weight 65.1 (7.3) kg) participated in the 
experiments. The participants performed sit-to-stand and 
stand-to-sit postural transitions three times with using Qolo 
(Figure 1) and then without using Qolo. During the 
experiments, the participants were equipped with wireless 
EMG sensors (Delsys Trigno Lab) on the bilateral extensor 
muscles; quadriceps for knee extension, gluteus maximus 
for hip extension, erector spinae for trunk extension. 
Markers of a motion capture system (VICON MX) were 
attached on the ankle, knee, hip and shoulder joint centers to 
record sagittal motion in synchronization with the EMG, in 
order to detect the start and end of the transition motions 
later in the EMG data processing. EMG data were band-pass 
filtered, rectified and evaluated according to maximum 
value of local integration by a moving window of 100ms 
width.  

Figure 1: Sit-to-Stand (above) and Stand-to-Sit (below) 
postural transition assisted by Qolo. In our experiments, we 
asked healthy participants to perform the transitions with 
and without using Qolo to evaluate the effect of the device 
by the activity of extensor muscles. 

RESULTS AND DISCUSSION 
In postural transitions using Qolo in comparison with those 
without using Qolo, maximum activation of quadriceps, 
gluteus maximus and erector spinae were respectively 
smaller by 74% (p<0.01), 48% (p<0.01) and -4%(p>0.1) in 
sit-to-stand transition and 53% (p<0.05), 30% (p<0.01) and 
23% (p>0.05) in stand-to-sit transition. Significant reduction 
in the knee and hip extensor muscles during postural 
transitions using Qolo was observed. With the assist of Qolo, 
the healthy participants could perform the postural 
transitions with significantly reduced usage of the lower 
limb extensor muscles, indicating the possibility that 
patients with significant reduction in the lower limb muscle 
control might be able to perform the postural transitions 
using the device. On the other hand, the trunk extensor 
muscle did not show significant difference, which is 
reasonable since the device leaves motion of the upper body 
free. 

CONCLUSIONS 
We evaluated the effect of Qolo in assisting sit-to-stand and 
stand-to-sit postural transitions in healthy subjects. Using 
the device, the postural transitions were possible with 
significantly reduced usage of the lower limb extensor 
muscles. It indicates the possibility that patients with 
significant reduction of lower limb muscle control might be 
able to perform the postural transitions using Qolo. 
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How effectively can we produce an interactive 
photorealistic human face? What will it take to make 
this viable as a new form of Human Computer 
Interfaces (CHI)?  

Can we deploy the latest cinema and game 
technology to make realistic digital companions and 
embodied conversational agents?  For some time, 
the entertainment industry has been sampling, 
simulating and replicating human faces with 
increasing accuracy allowing for greater emotional 
fidelity and general realism. This research spans 
complex skin simulation, facial expression 
decomposition, complex muscle, eye and hair 
replication coupled with extremely high speed 
computing. 

This work has a special relevance for aged care and 
in related medical applications such as stroke 
victims, and those with memory issues or mental 
impairment.  It also has deep implications for 
education, information dissemination, people with 

disabilities and their relationship with the evolving 
area of embodied cognition. We need to find new 
ways to provide interaction for people in ways other 
than just typing, and with a metaphor other than that 
of the 'desktop'. Face to Face communication is 
central to human experience and for many sections 
of the population, a digital face may prove a much 
better metaphor for computer human interaction 
than just folders and files.  

Unfortunately, due to a theory known as the 
Uncanny Valley, unless we can produce extremely 
accurate actors, agents and avatars, we know that the 
user audience will reject them. We seek to offer a 
startling glimpse into the future, by highlighting the 
very latest technology from a complex new 
international research effort, which aims to not only 
produce believable faces, but allow them to interact 
with you, in real-time. 

So how do you make the world a better face? 
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There are approximately 5 billion cells in one 
milliliter of blood with red blood cells accounting 
for >99% of all cellular components. Besides blood 
constituents, pathogenic microorganisms or 
diseased cells such circulating cancer cells can also 
be present in peripheral blood.  In fact, this is of 
clinical significance as their presence in blood can 
present possible routes for disease detection and 
diagnosis. Here, we address these issues and 
demonstrate that cell mechanics related biomarkers 
such as cell size and deformability can be effectively 
used for diseased cell detection for diagnosis from 
blood using microfluidics by leveraging on its many 

inherent advantages such as high sensitivity and 
spatial resolution, short processing time and low 
device cost. We will present examples of diagnosis 
of cancer via the detection and retrieval of 
circulating tumor cells from peripheral blood of 
patients via a routine blood draw (aka liquid biopsy). 
These simple, efficient and cost effective 
approaches will be imperative in realizing 
diagnostics as well as the enrichment of clinical 
samples for subsequent downstream molecular 
analyses.  Currently, our technology has been 
commercialized and being used in Australia, USA, 
Europe and Asia.  
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INTRODUCTION  
Patellofemoral pain (PFP) is a common knee injury and 
accounts for up to 43% of injuries military recruit suffer 
from [1]. Altered knee alignment seems to contribute to the 
occurrence of PFP [2]. Knee valgus is associated with 
increased quadriceps angle, increasing the lateral force 
acting on the patella [2]. Two-dimensional frontal plane 
knee projection angle (FPKPA) has been successfully used 
to assess dynamic knee alignment during weight-bearing 
activities in patients with PFP.  
Excessive knee valgus could be the influenced by deficits in 
lower limb neuromuscular control, balance, and 
proprioception. The Y Balance Test (YBT) is a functional 
test that assesses performance during single-leg balance with 
reaching task in anterior (ANT), posteromedial (PM), and 
posterolateral (PL) directions to determine lower extremity 
movement asymmetry and balance deficits [3].  
With the current emphasis on injury prevention, prospective 
studies of the underlying mechanics that result in PFP are 
imperative. Thus, the purpose of this study was to assess the 
FPKPA and YBT of male recruits who go on to develop 
PFP after a 6-week basic military training compared to a 
healthy control group who did not develop any injuries.  

METHODS 
One-hundred and thirty-five male military recruits, 18-20 yr 
volunteered to participate in the current study. Athletes were 
excluded if a current injury limited the participant’s ability 
to participate in testing.  
The FPKPA of the athletes was assessed during single-leg 
squatting. A digital camcorder (HC-V160 Panasonic 
Corporation, Japan) was positioned parallel to the ground 
and placed perpendicular to the frontal plane of the 
participant. Reflective markers were attached to the anterior 
superior iliac spines, the medial and lateral epicondyles of 
the knee, and the midpoint between the medial and lateral 
malleoli. The subjects were asked to perform a 3 single-leg 
squats to 60° of flexion of the knee. To determine the 
FPKPA, the single-leg squats were analyzed using the 
software MAXTRAQ 2D (Innovation Systems, USA). The 
FPKPA was defined by connecting the markers related to 
the anterior superior iliac spines, the midpoint between the 
femoral epicondyles, and the midpoint between the malleoli. 
The lower quarter version of the YBT (YBT-LQ) was 
performed barefoot. The YBT Kit (Perform Better, USA) 
was used. The subjects were allowed to have six practice 
trials on each leg prior to formal testing. While maintaining 
single leg stance in the center of the platform, the subject 
was instructed to reach with the free limb in the ANT 
direction for three trials, followed by three trials in PM 
direction and then three trials in PL direction, all named in 
relation to the stance foot. The maximal reach distance was 

recorded at the most distal point. Asymmetry was calculated 
by the absolute difference in centimeters between right and 
left leg reach distance in ANT, PM, and PL [3]. Following 
the biomechanics data collection, a detailed injury history 
was recorded. For the next 6-week, participants reported any 
injuries. Only injuries reported as PFP that were clinically 
diagnosed by a physician or physical therapist were included 
in the analysis. Independent t-test was used. The alpha test 
was set at 0.05. 

RESULTS AND DISCUSSION 
Of the 135 recruits followed, 14 (10.4%) were diagnosed 
with PFP and included in the data analysis. The PFP group 
and control group were equally matched for age, body mass 
and height (P > 0.05) The FPKPA and YBT results are 
presented in Table 1. 
Table 1- FPKPA and YBT ANT, PM, and PL reach 
asymmetry for PFP and Control groups. 

* P < 0.05
Our results corroborates with previous study that showed 
that female runners who developed PFP showed greater hip 
adduction [2]. However, we used a 2D analysis to evaluate 
knee valgus, which is more accessible when screening larger 
populations. Also, YBT asymmetry has been shown to 
predict lower limb injuries [3] and we identify that PL 
asymmetry is greater in those males who develop PFP. 

CONCLUSIONS 
The results from this study provide prospective evidence of 
increased knee valgus and asymmetry in the posterolateral 
direction in the YBT in recruits who go on to develop PFP. 
These results suggest that injury prevention programs should 
address lower limb alignment, neuromuscular control and 
balance to prevent PFP. 
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PFP group Control group

FPKPA (deg) -3.64 (5.87)* 0.28 (8.81) 

ANT asymmetry (cm) 3.02 (2.33) 2.45 (1.94) 

PM asymmetry (cm) 5.01 (3.66) 4.44 (3.66) 

PL asymmetry (cm) 4.21 (2.87)* 1.59 (2.33) 



CHANGES IN PATELLOFEMORAL JOINT MECHANICS IN THE PRESENCE OF QUADRICEPS 
MUSCLE IMBALANCE

1Seong-won Han, 1Andrew Sawatsky, 1Azim Jinha, and 1Walter Herzog 
1University of Calgary, Canada 

Corresponding author email: wherzog@ucalgary.ca 

INTRODUCTION 
Patellofemoral pain (PFP), defined as anterior knee pain, is 
one of the most common chronic diseases of the knee joint [1, 
2]. Despite its prevalence, debate as to the etiology of PFP 
continues [1]. One generally accepted hypothesis is that the 
imbalance of muscle strength within the quadriceps group 
may result in mechanical changes in the knee joint that cause 
PFP. However, there is no direct scientific evidence linking 
the imbalance of muscle strength to PFP. In addition, a recent 
study in a rabbit model showed that a partial imbalance caused 
by weakness of the vastus medialis (VM) did not affect 
patellofemoral joint pressure [3].   

However, in order to study the relationship between 
quadriceps muscle imbalance and patellofemoral joint 
pressures systematically, the forces of the individual 
quadriceps muscles must be controlled independently. 
Therefore, the purpose of this study was to investigate 
changes in patellofemoral joint (PFJ) contact distribution 
when stimulating the different muscles of the quadriceps 
group to various degrees to simulate systematic muscle 
weakness experimentally. Based on previous research [3], we 
hypothesized that patellofemoral joint pressures will not be 
affected by strength imbalances of the quadriceps muscle 
group.    

METHODS 
All experiments were performed on skeletally mature New 
Zealand white rabbits (n=5). The force in each muscle could 
be controlled individually by electrical stimulation of the 
individual nerves of the quadriceps muscles using home-built 
cuff-type electrodes that were implanted surgically [4]: vastus 
lateralis (VL), VM, and rectus femoris (RF, vastus 
intermedius stimulation was combined with RF). 
Patellofemoral pressure distributions and muscle forces were 
measured while stimulating the entire quadriceps muscle 
group simultaneously, stimulating each muscle individually, 
or stimulating two or three muscles using all possible 
combinations, producing the same quadriceps forces with 
different contributions of the individual muscles. All 
experimental procedures were approved by the Animal Ethics 
Review Committee of the University of Calgary.  

Rabbit knees were held in place by bone pins inserted into the 
pelvis and femur. A tibial restraining bar was used to hold the 
knee joint at the target angle and measure the resultant knee 
extensor force. PFJ pressure distribution was measured by 
inserting Fuji pressure sensitive films into the patellofemoral 
joint [3].  Using films of different sensitivity, the joint contact 
areas, peak pressures, contact area shapes, and average 
pressures could be calculated using a custom-written analysis 
program (Matlab).  

Patellofemoral joint contact distributions were then compared 
for corresponding knee angles and knee extensor forces (±5%), 
but different combinations of individual muscle forces. 

RESULTS AND DISCUSSION 
Joint contact areas, peak pressures, and average pressures 
increased with increasing knee extensor muscle forces.  

Pressure distributions in force-matched trials varied 
considerably (Table 1). Typically, average pressures were 
smaller when all muscles were stimulated simultaneously 
compared to when only selected muscles were used to 
produce knee extension. 

 ALL VL+VM VL+RF VM+RF 

AP[MPa] 7.3 10.6 11.5 9.3 
CA[mm2] 5.0 6.6 7.1 6.6 

Contact 
shape 

Table 1. Representative results from one animal. For the 
contact pressure distributions, left and right side of the images 
correspond to the lateral and medial side of the knee, while up 
and down in the images correspond to proximal and distal, 
respectively. (AP: average pressure, CA: contact area) 

Contact areas and pressure distributions seemed most affected 
by the loss of VM (VL+RF condition) when compared to 
stimulating all muscles of the quadriceps group 
simultaneously, showing the opposite to the results found 
previously that VM weakness does not affect patellofemoral 
joint contact distribution to a significant degree [3]. 

CONCLUSIONS 
Patellofemoral joint contact distribution depends greatly on 
the combination of muscle forces contributing to the resultant 
knee extensor force. VM weakness appears to affect PFJ 
contact pressure distribution the most. 
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INTRODUCTION  
The articular geometry of the patellofemoral joint varies 
widely among people and changes in geometry are thought 
to affect joint function. Most studies on the shape-function 
relationship have used 2D measures [1], which are 
subjective and do not adequately characterize complex 3D 
geometries. Furthermore, previous work has largely been 
observational with confounding variables, such as muscle 
property differences, obscuring the effect of geometry on 
joint function. Statistical shape modelling offers an 
objective framework to characterize geometry using modes 
of variation in shape. Our objective was to directly examine 
the effect of variations in articular geometry on the contact 
mechanics of the patellofemoral joint during gait. 

METHODS 
MR images were segmented for the right knee of 14 healthy 
participants (6F, 24.1±4.4 years, 74.8±10.6 kg) to create 
surface models for the femur, tibia, and patella bone and 
cartilage. Meshes were aligned in their automatically 
generated anatomical coordinate systems [2] and node 
correspondence was established [3]. Principal component 
(PC) analysis was applied to create a statistical shape model 
that captured variation in whole joint geometry, but not 
alignment. New knee models were then created based on ±1, 
2, and 3 standard deviations of the PC scores for the first six 
modes of variation. Each new geometry was used to create a 
multibody knee model that included six degrees of freedom 
patellofemoral and tibiofemoral joints and 14 ligaments 
represented by bundles of nonlinear elastic springs [4]. 

These knee models were then integrated into a lower 
extremity musculoskeletal model which used an elastic 
foundation model to calculate cartilage contact pressure. 
Dynamic simulations were performed for each new knee 
model using the same inverse kinematics from a healthy 23 
year old female walking overground. For the knee, the 
measured flexion angle was tracked while the COMAK 
simulation routine [4] was used to concurrently predict the 
patellofemoral and remaining tibiofemoral degrees of 
freedom, muscle and ligament forces, and cartilage contact 
pressures. The effect of the geometrical variations on the 
resulting kinematics, ligament forces, and cartilage contact 
pressure patterns was then examined during initial stance. 

RESULTS AND DISCUSSION 
The first six modes of variation, which explained 70% of the 
variation in geometry, were examined. Each had specific 
effects on joint function. Mode 2, which captured changes in 
the lateral trochlear inclination (increase of 9o from -3 to +3 
SD) and trochlear groove depth of the femur, substantially 
affected contact pressure patterns (Fig 1). The maximum 
pressure was greater for low scores for this mode, which 
corresponds to a shallower trochlear groove (30% decrease 
in max pressure from -3 to +3 SD). The contact pressure 
distribution also changed with this geometrical feature; the 
pressure was concentrated on the lateral border of the 
patellofemoral joint for a shallower groove and more 
distributed between medial and lateral sides for a deeper 
groove. Additionally, at the instant of peak patellofemoral 
force, more force was required in the medial patellofemoral 
ligament to prevent lateral translation of the patella for the 
shallower than for the deeper trochlear groove.  

Increased lateral cartilage stress has been proposed as a 
mechanism for patellofemoral pain (PFP) and those with 
PFP often have shallow trochlear grooves. While the shape 
model was constructed from asymptomatic participants, the 
observed effects may provide insight into this mechanism.  

CONCLUSIONS 
Subtle differences in articular geometry resulted in altered 
patellofemoral joint function during gait. This highlights the 
importance of subject-specific geometries when modelling 
knee joint contact and statistical shape modelling may 
provide a method for rapidly generating subject-specific 
geometries using a morphable knee model. Additionally, 
this type of modelling may be useful in studying the role of 
morphology in pathologies such as patellofemoral pain. 
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Figure 1: Cartilage contact pressure at the instant of peak patellofemoral contact force (just after heel strike) for geometries 
generated based on low and high scores for the second mode of variation. Low scores had a shallower trochlear groove. 
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INTRODUCTION  
Current pain-adaptation theories propose changes in motor 
strategies as a purposeful adaptation to reduce the stress on 
painful tissues [1].  As regions within the quadriceps muscle 
have potential to produce forces in different directions [2], 
changes in muscle activation may occur non-uniformly and 
depend on the location of the noxious stimulation. 
The objective of this study was to investigate regional 
redistribution of EMG activation within the vasti muscles in 
response to noxious stimulation applied to different 
locations in muscular and non-muscular tissues around the 
knee.  The persistence of altered motor strategies after pain 
resolution was also investigated. 

METHODS 
Fourteen participants performed an isometric knee extension 
task consisting of 5 contraction at 10% of the maximal 
voluntary contraction performed at baseline, during pain 
induced by a single bolus injection of hypertonic saline 
solution in four locations (FP: medial infrapatellar pad; 
VMD: distal vastus medialis [VM]; VMP: proximal VM; 
VL: vastus lateralis) and after pain recovery. Contractions 
were performed when the participants reported a pain level 
of at least 3/10 and again when pain recovered to 0/10. 
Surface EMG signals from VM and VL were collected using 
high-density surface EMG (electrode grids of 13x5 
electrodes spaced 8mm), placed across each muscle [3]. 
The distribution of muscle activation was calculated as the 
average rectified value (ARV; 13x5 values for each muscle) 
of each channel of the grid during the hold phase of the 
ramp. For each condition, muscle activation was calculated 
as the average of the 5 highest channels of each grid. To 
characterize spatial variations of the EMG distribution in the 
pain and after-pain conditions, normalized change scores 
(NCS) relative to baseline were calculated as 100*(TRIAL-
BAS)/BAS, where TRIAL is the ARV distribution during 
the pain or after-pain condition and BAS is the ARV 
distribution at baseline (Fig.1). The barycenter of the 5 
channels with the lowest NCS was calculated and 
considered representative of localized inhibition.  Friedman 
and paired Wilcoxon tests were run to test the effect of 
injection site on muscle activation, separately for VM/VL, 
during/after pain. Two-way ANOVAs were run to test the 
effect of location and pain condition on the position of the 
channels with lowest NCS for VM and VL separately; post-
hoc testing was run by testing which conditions were 
significantly different from 7 (i.e.: the midpoint of the grid). 

RESULTS AND DISCUSSION 
VM muscle activation decreased by ~10% when VMD was 
injected (Friedman: P<0.05; Wilcoxon: P<0.01).  No 
significant changes were observed when the other sites were 
injected or after pain.  ANOVA identified a main effect of 

injection site on the location of the channels that showed 
large decrease of EMG activity in VM (P<0.05, Fig.1). 
Preferential inhibition of the distal region of VM was 
observed when VMD or VL were injected (both P<0.001), 
and after pain resolution (VMD: P<0.001, VLD and VMP: 
P<0.05).  A main effect of pain/after-pain existed for VL 
(P<0.05).  Preferential inhibition of distal VL was observed 
after resolution of pain when VL (P<0.001), VMP (P<0.01) 
and VMD (P<0.01) were injected.  Spatial changes in the 
location of the activation within the vasti appear to persist 
after pain resolution. 

Figure 1: Left: normalized change scores map during VMD 
pain, channels with largest decrease in EMG activity 
(circles) and barycenter (cross). Right: Average location of 
the channels with largest EMG decrease in VM. 

CONCLUSIONS 
Modulation of vasti activation in response to acute muscle 
pain is non-uniform.  Preferential inhibition of the distal VM 
can be observed during pain and after pain resolution. 
Preferential inhibition of the distal VL was observed after 
pain resolution only. This concurs with the hypothesis of 
specific reduction of tissue loading in the presence of a 
noxious stimulus, and implies that recovery of pain does not 
motivate recovery of motor strategy. 
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INTRODUCTION  
Knee ligament injury is an increasingly problem in clinical 
orthopedics, due to the popularization of sports practices. 
There is still controversy among specialists about the choice 
of the graft source to be used in the reconstruction of the 
anterior cruciate ligament (ACL), either the patellar or the 
semitendinosus tendons [1]. The possibility to assess 
mechanical characteristics of the tendons preoperatively, in 
vivo and noninvasively, could be a significant advance for 
clinical decision. 
The ultrasound elastographic technique based on the 
supersonic shear wave imaging (SSI) [2] has been applied in 
recent years to study the shear modulus (µ) of pathological 
and healthy patellar tendons [3]. However, for the 
semitendinosus tendon (ST), to date, no studies using SSI 
were found. 
The aim of this study was to compare the shear modulus (µ) 
of the semitendinosus and patellar tendons using SSI 
elastography in two knee angles, 0 and 80 degrees of 
flexion. 

METHODS 
A group of 18 healthy male volunteers, (28.4 ± 2.2 years, 
180.2 ± 8.1 cm, 88.4 ± 11.4 Kg) read and signed the free and 
informed consent (Research Ethics Committee of the 
University Hospital, no. 1.674.064). The AIXPLORER V.9 
(Supersonic Shearwave Imaging, Aix-en-Provence, France) 
was used with a linear transducer operating at a frequency of 
4-15MHz, preset MSK tendon option, 0-800 kPa scale. The 
left knee was positioned at two angles in the sagittal plane, 
0º (K0 full extension) and 80 degrees of flexion (K80). For 
the PT and ST (Figure 1) imaging acquisition, the subject 
laid supine and prone, respectively, and the transducer was 
positioned longitudinally to the direction of the tendon 
fibers. Elastographic images were collected after 10 s after 
stabilizing the color map. A second image was acquired for 
reliability calculation.  Image processing was performed 
with a custom Matlab (MathWorks, Natick, MA, USA) 
routine, which reads the matrix data and calculated the mean 
and standard deviation (SD) values of the selected ROI. 
These values were divided by three to obtain the µ values as 
the data exported by the equipment referred to the Young 
modulus (E) approximation (E ≈ 3 µ).  Two indexes were 
calculated between tendons. A relaxed index, calculated as 
IR=µST-K80/µTP-K0 and a tensioned one as IT=µST-K0/µPT-K80, 
referring the positions where both tendons were relaxed and 
tensioned, respectively. 
The intraclass correlation coefficient (ICC) was calculated 
between the consecutive two images, for each knee position 
and tendon, for measurements reliability assessment. The 
comparison between the IT and IR indexes was performed 
using the t-test for dependent measures. It was adopted a 
significance level of 5% (p ≤ 0.05) 

Figure 1: SSI image acquisition for ST tendon with the knee 
extended (K0) and flexed (K80). 

RESULTS AND DISCUSSION 
CCI ranged from 0.823 to 0.998.  The average shear moduli 
for ST were µST-K0 = 197.62 ± 31.93 kPa and µST-K80 = 77.76 
± 30.08 kPa and for TP were µTP-K0 = 23.45 ± 5.89 kPa and 
µTP-K80 = 113.92 ± 57.23 kPa. The ST shear modulus were 
higher than the TP, for both knee angles, with a considerable 
variation among the subjects. 
The relative shear modulus indexes were IR= 3.63 ± 1.50 
and IT=2.00 ± 0.96 (p <0.05). The proposed indexes showed 
that in the relaxed condition the ST shear modulus is 
approximately three and a half times greater than PT. This 
difference reduces approximately twofold when both were 
in some tensile state. 
The so-called guide waves that are generated and can be 
summed to the shear waves in the the cable-like structures 
like tendons is a technical issue that has been addressed; a 
limitation that prevents the comparison of data among 
subjects. The indexes proposed in this study highlights the 
importance to work with relative or normalized data. 

CONCLUSIONS 
In this work, we presented a non-invasive and harmless 
evaluation of the semitendinosus and patellar tendons shear 
moduli (µ) with SSI elastography, proposing indexes that 
may be potentially useful for clinical analysis of the most 
used grafts in ACL reconstruction. 
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INTRODUCTION  
Cam-type femoroacetabular impingement (FAI), which is 
characterized by an aspherical femoral head, is purported to 
be the most common form of hip pathoanatomy, and has been 
implicated as a major cause of hip osteoarthritis (OA) [1]. 
The aspherical femoral head is thought to induce aberrant 
joint kinematics, which in-turn lead to cartilage lesions and 
delamination of cartilage from subchondral bone at the 
junction between cartilage and the acetabular labrum. 
However, the evidence linking cam morphology with 
deleterious hip articulation is surprisingly contradictory.   

The reason for the lack of consensus could arise from the 
methods used to measure hip joint kinematics.  Previous 
studies of FAI patients used markers adhered to the skin 
surface to track bone motion and calculate kinematics.  Our 
lab previously measured soft tissue artifact in the hip using 
high-speed dual fluoroscopy (DF) [3], an x-ray technique 
with accuracy and bias < 1 mm and < 1° [4].  We found that 
skin markers significantly underestimate range of motion and 
joint angles, with the largest errors in the transverse plane 
(mean ROM error 20° during hip rotations) [3].   

Our long-term goals are to elucidate the pathomechanics of 
cam FAI and to quantify the ability of treatment to improve 
hip dysfunction.  Toward this goal, the purpose of this study 
was to use high-speed DF to compare joint angles in cam FAI 
patients to young, asymptomatic adults during walking.   

METHODS 
Participants provided informed consent prior to participation 
in this Institutional Review Board approved study.  FAI 
patients (N=6, 4 male, aged 28 (SD 7) years, BMI 24 (SD 2) 
kg/m2) were diagnosed with FAI through a positive 
impingement clinical exam and alpha angle (>55°) by a board 
certified orthopaedic surgeon (SKA).  FAI patients were 
compared to asymptomatic young adults with normal hip 
anatomy from our previous study (N=11, 6 male, aged 23 (SD 
2) years, BMI 21 (SD 2) kg/m2) [3].

All subjects were imaged with high-speed dual fluoroscopy 
(100 Hz) during a static standing trial and during level 
walking on a dual-belt treadmill at their self-selected speed 
[3].  Bony landmark positions over time were found using 
model-based tracking [5].  Body segment orientation and hip 
joint angles were calculated according to ISB 
recommendations [6].  Angles were time normalized to the 
gait cycle from foot contact to the next ipsilateral foot contact 
of the imaged hip.  To account for variable subject anatomy, 
angles while walking were offset by their value during the 
static activity.   

Range of motion and peak joint angles (maximum and 
minimum) of each group were compared using a two-sample 
t-test with significance set at P<0.05.   

RESULTS AND DISCUSSION 
Qualitatively, hip joint angles appeared similar between cam 
FAI patients and asymptomatic subjects during the time-
normalized gait cycle (Figure 1). Range of motion did not 
differ between the groups in any of the three anatomical 
planes.  Peak extension angle was smaller in cam FAI patients 
compared to asymptomatic subjects (mean minimum flexion 
-12.2° vs. -17.0°, respectively, P=0.04).  Peak abduction 
trended toward significance for cam FAI patients relative to 
asymptomatic subjects (maximum abduction 5.4° vs. 2.6°, 
respectively, P=0.06).   

Figure 1: Joint angles over the time-normalized gait cycle. 
Data plotted as mean (thick lines) ± 95% CI (thin lines). 

To our knowledge this is the first study to measure dynamic 
hip joint angles in FAI hips using high-speed DF.  Altered 
peak joint angles for cam FAI patients relative to 
asymptomatic subjects are consistent with reflective skin 
marker studies; however, unlike previous studies we did not 
observe limitations in range of motion.  

CONCLUSIONS 
While qualitatively similar, cam FAI patients exhibited 
altered peak joint angles during walking relative to 
asymptomatic subjects.  This suggests patients compensate, 
but it appears that reduced range of motion is not a defining 
characteristic of cam FAI. It will be necessary to confirm our 
findings in a larger sample size.   
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INTRODUCTION 
Femoroacetabular impingement (FAI), a structural 
abnormality of the hip joint, is a significant cause of hip 
pain and reduced function in younger active adults [1]. 
Evidence to support FAI as a principal determinant for the 
future development of hip osteoarthritis is mounting [2]. 
Yet, current treatments are suboptimal, likely in part due to 
the absence of experimental data regarding the physical 
impairments associated with symptomatic FAI. Hip 
muscle function in this condition has not been well 
defined. Initial evidence shows altered coordination of 
deep hip muscle activity in symptomatic FAI during 
walking [3], despite the generally pain-free nature of this 
task in FAI, as the hip joint does not move towards the 
impingement position (deep hip flexion, combined with 
hip adduction and internal rotation). Hip muscle activity 
during squatting, a task towards the impingement position, 
has not been investigated but may provide further insight 
into the neuromuscular adaptations of this patient 
population. This exploratory study aimed to investigate 
activation patterns of the hip muscles during a deep squat 
in individuals with and without symptomatic FAI. 

METHODS 
Fifteen individuals with symptomatic FAI (clinical 
examination and imaging) and 14 age- and sex-comparable 
controls without morphological FAI on magnetic 
resonance imaging underwent testing. Intramuscular fine-
wire and surface electrodes recorded electromyographic 
(EMG) activity of selected deep and superficial hip 
muscles during the squatting task. The tri-phase squat 
included: (i) descent from a standing position to the end of 
self-chosen available range; (ii) a 3-second hold; and (iii) 
ascent to the upright standing position. Participants were 
instructed to use their preferred strategy to squat as deeply 
as possible at a self-selected controlled pace. Individual 
muscle EMG patterns were normalised to the mean of the 
peaks of 5 repetitions, and were statistically compared 
between groups using a wavelet-based linear mixed effects 
model based on the technique of wavelet functional 
ANOVA (wfANOVA) [4] (p<0.05).  

RESULTS AND DISCUSSION 
The FAI and control groups were comparable for age 
(25±5 vs. 27±5 yrs, respectively), sex (males: 73% vs. 
71%), BMI (24.4±2.5 vs. 23.2±1.9 kg/m2), and leg tested 
(dominant: 67% vs. 64%). Participants with FAI reported 
an average pain score of 2 on an 11-point numerical rating 
scale after completing the squatting task (range 0-8). There 
were no between-group differences in leg-length 
normalised squat depth (p=0.12) or ascent speed (p=0.11), 
however, descent speed was significantly slower in the 
FAI group (p=0.05).  

During squat descent, FAI patients exhibited greater EMG 
activity of deep hip external rotator and extensor muscles 
(gluteus medius (GM), piriformis (PI, Figure 1), obturator 
internus (OI) and quadratus femoris (QF)) than controls. 
These muscles have mechanical actions that oppose 
impingement and are likely to have an active role in hip 
joint stabilization. Greater activation may relate to the 
slower decent speed of FAI patients, and/or be a strategy 
to stabilize the joint and reduce provocation as the hip 
approaches deep flexion and impingement. 
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Figure 1 Ensemble average (± 1.96*SEM) EMG patterns 
from PI for control (blue) and FAI (red) participants over a 
squatting cycle (top). Average between-group difference 
(FAI-control; green), significant contrasts (black)(bottom). 

During squat ascent, FAI patients exhibited lower EMG 
activity of deep hip external rotator and extensor muscles 
(GM, PI and OI) than controls. Gluteus maximus 
amplitude was also lower than controls during the initial 
14% of ascent as FAI patients moved out of deep hip 
flexion. Lower activation of these agonists may relate to 
pain inhibition. 

The different squatting strategies exhibited by FAI patients 
may be favorable for symptoms and function in the short-
term. However, there could be long-term consequences if 
this leads to increased or abnormal joint loading.  

CONCLUSIONS 
Deep hip muscle activation is altered during squatting in 
symptomatic FAI. Future studies should examine patients 
prospectively and post-operatively to establish whether 
treatments targeted at these features would be potentially 
beneficial. 
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INTRODUCTION  
Gluteal tendinopathy (GT) is a recalcitrant cause of lateral 
hip pain most frequently experienced by individuals aged 40 
– 70 years [1]. The condition is associated with high levels
of pain and disability, which are comparable to those 
associated with hip osteoarthritis (OA) [1], a condition also 
experienced in this age group. Unlike hip OA, where 
evidence-based guidelines exist for exercise and gait 
retraining in conservative management, little evidence exists 
to guide management of GT. Common to both GT and hip 
OA are evidence of hip abductor weakness [2, 3] and altered 
walking biomechanics [2, 4]. Recently, a cross-sectional 
study identified no difference in walking speed or step 
length between those with hip OA and GT [5], indicating 
that hip pain rather than differences in pathology may drive 
dysfunction. While this appears to support using similar 
conservative management strategies in both GT and OA, it 
is imperative to better understand hip biomechanics in both 
conditions. This study aimed to compare the external hip 
adduction moment (HAM) and hip kinematics during 
walking in individuals with symptomatic unilateral GT and 
unilateral, symptomatic hip OA.  

METHODS  
Sixty individuals with unilateral, symptomatic, MRI- 
confirmed GT (14 males) and 69 individuals with unilateral, 
symptomatic hip OA (K-L Grade ≥ 2) (30 males) underwent 
three-dimensional gait analysis during barefoot walking.  
Using Vicon Nexus 1.8.5, kinematic and kinetic data were 
calculated, and moments normalized to body weight x 
height (BW.Ht(%)). The primary kinetic outcome was the 
external HAM, to reflect an internal abductor moment 
developed by the hip abductor muscles (implicated in GT 
pathology and known to be weak in hip OA and GT). The 
maximum HAM for each trial was determined for 0-50% 
(first peak) and 50-100% (second peak) of stance phase and 
minimum value between peaks (mid stance HAM). Values 
from the six trials were averaged. HAM values were 
compared between groups using an ANCOVA with walking 
speed as a covariate. Hip kinematic variables at the three 
HAM time points were similarly averaged and compared. 

RESULTS AND DISCUSSION 
The present study is, to our knowledge, the first to compare 
three-dimensional gait biomechanics between those with GT 
and hip OA. The OA group was significantly older (61 ± 8 
vs 54 ± 9 years) and heavier (79.5 ± 5.6 vs 73.8 ± 13.4 kg). 
No differences were identified between groups in walking 
speed or step length (p>0.05), consistent with previous work 
[4]. Between-group differences were identified in all 
biomechanical variables (Table 1), with and without age, 
sex and weight included as covariates (based on between-
group differences). 

Table 1. Group biomechanical data, mean (SD). 

GT Hip OA P value 
External hip adduction moment (HAM), Nm/BW.Ht(%) 
1st peak 5.7 (1.3) 4.6 (1.4) <0.001* 

Mid stance HAM 3.5 (0.8) 3.0 (1.2) 0.01* 

2nd peak 5.0 (1.0) 4.0 (1.5) <0.001* 

Hip adduction angle, degrees 
At 1st peak HAM 8.0 (4.2) 3.2 (5.3) <0.001* 

At Mid stance 
HAM 

5.6 (3.4) 2.0 (4.6) <0.001* 

At 2nd peak HAM 4.7 (3.7) 1.4 (4.6) <0.001* 

Hip flexion angle, degrees 
At 1st peak HAM 20.3 (6.6) 23.9 (8.7) 0.02* 

At Mid stance 
HAM 

2.6 (6.6) 10.3 (8.8) <0.001* 

2nd peak HAM -9.0 (8.2) 3.4 (10.2) <0.001* 

Hip internal rotation angle, degrees 
At 1st peak HAM 2.7 (7.4) -3.0 (9.0) <0.001* 

At Mid stance 
HAM 

2.3 (7.0) -1.3 (9.4) 0.01* 

At 2nd peak HAM 1.3 (6.9) 1.0 (8.2) 0.83 

* p<0.05

Individuals with GT exhibited a 14-18% greater HAM 
throughout the stance phase of walking than those with hip 
OA. This is consistent with previous data that demonstrate a 
9-33% greater HAM in those with GT than healthy controls 
[4]. This implies greater force-generating demand on the hip 
abductor muscles (and thus tendon loads) in GT, with direct 
potential relevance for GT pathology. Further, differences in 
implied hip abductor muscle loading suggest different 
mechanisms (and targets for treatment) may be associated 
with hip abductor weakness in those with hip OA and GT.  

Between-group differences in hip kinematics in all planes 
were identified between groups, of 3.4 – 12.5 degrees. In 
particular, the hips of the GT group were more adducted, 
and the hip OA group more flexed, which is likely to be 
detectable with visual inspection by experienced clinicians 
in clinical practice. This suggests that different approaches 
to gait modification (frontal vs. sagittal plane) are likely to 
be indicated for individuals with GT and hip OA.  

CONCLUSIONS 
Hip kinematics and kinetics differ between individuals with 
unilateral, symptomatic GT and unilateral, symptomatic hip 
OA. This provides justification to test individualization of 
conservative treatments to disease-specific impairments.  
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INTRODUCTION  
Femoroacetabular impingement (FAI) is a growing health 
concern that affects 10-25% of the general population [5]. 
FAI is characterised by abnormal hip joint bone geometry 
that leads to mechanical impingement of the bones and soft 
tissues causing hip pain. FAI is also believed to be a leading 
cause for early osteoarthritis [6]. As such, it is vital to have a 
clear understanding about cartilage stress distribution in 
patients with FAI in order to develop an effective surgical 
technique that can correct this abnormality [8]. The aim of 
this study is to use subject-specific finite element (FE) 
models to analyze changes in cartilage stress distribution 
patterns in patients with FAI. 

METHODS 
A recent study by Anderson et al. demonstrated that subject-
specific geometry is a crucial factor in the accuracy of FE 
analysis of cartilage contact stresses in the hip [1]. We have 
used MRI scans from two subjects who have FAI as well as 
one normal subject. Inclusion criteria for FAI subjects were 
1) aged 18-35; 2) symptoms of hip pain; 3) radiographic
evidence of FAI. Subject-specific FE models of these 
subjects were developed using a set of software tools 
developed for the Musculoskeletal Atlas Project (MAP), a 
Python based open source framework [10]. We used a 
generic template mesh generated from Visible Human Data, 
which was then customized to patients’ MR scans using 
Free Form Deformation algorithm [3] available in the MAP 
Client. First, bone and cartilage surfaces were segmented 
from the MR image using the opens source software ITK-
SNAP [9]. Then the template mesh was morphed to match 
the segmented points, generating subject-specific FE models 
of the acetabulum, proximal femur and acetabular and 
femoral cartilage layers.  

FE analysis was performed using FEBio, an open source FE 
software tool [7]. Tied contact was used to describe bone-to-
cartilage interface and cartilage-to-cartilage interface was 
modeled using sliding contact. We used a homogenous, 
isotropic nearly incompressible, neo-Hookean hyperelastic 
material with shear modulus G=13.6 MPa and bulk modulus 
K=1,359MPa (ν=0.495) [4]. Bones were treated as rigid 
bodies. Loading conditions were obtained from a previous 
study by Bergman et al [2]. We used the peak hip contact 
force during level walking, which was scaled according to 
the body mass. Maximum cartilage octahedral shear stress 
was measured and compared for the normal and FAI cases.  

RESULTS AND DISCUSSION 
The subject-specific FE models were generated with less 
then 1.1mm average RMS error between the model and 
segmented data points (Figure 1). The cartilage contact 
stress of the healthy subject was spread throughout the 
whole cartilage. However, FAI subjects showed stress 
concentrations, especially on the anterosuperior quadrant of 

the acetabular cartilage (Figure 2). The peak stress in the 
FAI patients was ~33.5% greater than the pain-free control 
subject. In these few patients geometrical abnormalities in 
FAI subjects appear to cause stress concentrations in the 
cartilage.,. 

Figure 1: Subject-specific geometries of the left hip joint 
obtained from MAP-Client software (frontal view). 

Figure 2: Subject-specific cartilage stress distribution of 
normal and FAI subjects (superior view) 

CONCLUSIONS 
We have presented results from subject-specific FE analysis 
of FAI patients and shown that cartilage stress distribution 
and peak stress magnitude of FAI patients differs to a 
normal healthy subject. These preliminary findings indicate 
the important role that bone geometry plays in the 
distribution of cartilage stress in FAI. Further analysis with 
more subjects is required to support these findings. 

ACKNOWLEDGEMENTS 
This work was funded by an Australian NHMRC grant 
(3706564). 

 REFERENCES 
1. Anderson AE, et al., J Biomech. 2010;43:1351-1357.
2. Bergmann G, et al., J Biomech 2001;34:859-871.
3. Fernandez J, et al.,  BMMB 2004;2:139-155.
4. Harris MD, et al., J Orthop Res. 2012;30:1133-1139.
5. Jung KA, et al., JBJS Br. 2011;93:1303-1307.
6. Leunig M, et al., Der Orthopade. 2006;35:77-84.
7. Maas SA, et al., J. Biomech 2012;134:011005.
8. Trousdale RT, et al., JBJS Am. 1995;77:73-85.
9. Yushkevich PA, et al., Neuroimage. 2006;31:1116-1128.
10. Zhang J, et al., J. Biomech. 2016;49:3875-3881.

Normal subject 
Female,, 21 yrs old 
165 cm, 80 kg 

FAI subject 1- 
Female,  26 yrs old, 

165 cm, 56.6 kg 

FAI subject 2- 
Male,  33 yrs old, 

186 cm, 90 kg 

FAI subject 1 FAI subject 2 Normal subject 



DIFFUSION TENSOR IMAGING OF SOLEUS MUSCLE ARCHITECTURE IN CHILDREN WITH CEREBRAL PALSY

 1, 2Annika S Sahrmann, 3N Susan Stott, 1Thor F Besier, 1Justin W Fernandez, 1Geoffrey G Handsfield 
1 Auckland Bioengineering Institute, University of Auckland, New Zealand 

2 University of Stuttgart, Germany 
3Faculty of Medical and Health Sciences, University of Auckland, New Zealand 

Corresponding author email: g.handsfield@auckland.ac.nz 

INTRODUCTION 
Cerebral Palsy (CP) is a neuromusculoskeletal disorder 
associated with a non-progressive neurological insult. 
Paradoxically, the biomechanics of CP are often 
progressive, worsening with age. This observation has led 
researchers to focus on the musculoskeletal system as an 
avenue for understanding CP biomechanics. Among this 
research, we [1] have reported muscle volume deficits as a 
feature observed in CP, with soleus muscle often affected. 
While volume deficits are an indirect indicator of strength 
impairment, an understanding of muscle architecture is 
necessary to connect structural deficits to functional 
impairments such as reduced strength, impaired gait, and 
fatigue in CP. The purpose of this study was to use diffusion 
tensor imaging (DTI) to investigate the muscle fibre 
architecture of the soleus muscles in adolescents with CP, 
focusing on pennation angle, fibre length, and physiological 
cross-sectional area (PCSA). 

METHODS 
Images were acquired from five CP subjects (2 female, 3 
male, height 1.51±0.03m, mass 41.8±8.34kg, age 12.4±0.5y) 
from knee to ankle. Scanning was conducted on a 3T 
Siemens Skyra scanner using an echo planar imaging DTI 
sequence (slice thickness: 5mm, resolution: 1.64×1.64 mm, 
TE: 74ms, TR: 4400ms, 20+1 directions, B0: 400mm/s2) 
and a 3D T1 VIBE Dixon sequence acquired in the sagittal 
plane (resolution: 0.8×0.8×0.8mm3, TE: 5.22 ms, TR: 
10.4ms). T1 images were resampled to a slice thickness of 
4mm. Two datasets from a previous pilot study of typically 
developed (TD) individuals (1 female, 1 male, height 
1.58±0.11m, mass 56.5±12.02kg, age 28±3y) were used as a 
comparator dataset. The soleus muscle was segmented from 
T1 vibe images using ITK snap (V 3.4.0). DTI post-
processing and analysis was conducted with DSI studio 
software. Additional analysis was performed with custom 
code written in Matlab. 

RESULTS AND DISCUSSION 
Soleus muscles in subjects with CP had smaller pennation 
angles than TD subjects (Fig. 1) in both axial (ϴxy) and 
sagittal planes (ϴyz). Angular deviations in the coronal plane 
(ϴxz) were not apparent between CP and TD subjects. 
Normalized muscle volumes were higher for TD than for CP 
subjects (Table 1). Surprisingly, the fibre length/muscle 
length ratio (Lf/Lm) and the PCSA/mass ratio were higher 
for CP than for TD subjects (Table 1). 

Figure 1: Illustration of soleus muscle model, fibres from 
DTI, and results. Pennation angles were determined in the 
coronal (xz), axial (xy), and sagittal (yz) planes. Muscle 
fibre lengths were determined from DTI post-processing. 

CONCLUSIONS 
In this study, we used DTI to determine soleus muscle 
architecture in adolescents with cerebral palsy. Although 
subjects with CP had reduced muscle volumes, normalized 
muscle volumes, and PCSAs, their normalized PCSAs were 
higher than for TD subjects, indicating a potential adaptation 
to high forces required by CP gait or an excess of non-
contractile tissue within the muscle. This study is ongoing 
and work currently underway includes collection of these 
data in age-matched typically developing adolescents. 
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CP1 CP2 CP3 CP4 CP5 CPmean TD1 TD2 
Lf/Lm 0.106 0.162 0.115 0.137 0.115 0.127 0.112 0.095 
PCSA/mass [cm2/kg] 1.051 1.254 0.792 0.948 0.762 0.961 0.696 0.514 
Vm/height*mass [cm³/(cm*kg]) 0.022 0.021 0.023 0.019 0.020 0.021 0.040 0.036 
Table 1.: Fibre length to muscle length ratios, normalised PCSA, and normalised muscle volume for all subjects and mean CP. 
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INTRODUCTION  
Cerebral palsy (CP) is a non-progressive disorder of the 
neuromuscular system caused by damage to the brain during 
early development. Children with CP, as opposed to their 
typically developing (TD) peers, exhibit gait dysfunctions 
mainly due to abnormal motor control and altered muscle 
growth which eventually lead to bone deformities [1]. 

Musculoskeletal (MSK) modelling can be used to determine 
muscle force contributions to gait which are required to 
quantify joint loading [2] and evaluate MSK disorders. To 
resolve muscle force contribution static optimisation is 
commonly used; however, this technique may not be 
appropriate to study a pathological gait characterized by 
aberrant muscle activations and high levels of co-
contraction, such as CP. 

We recently assessed the gait of monozygotic twins, one 
typically developed and the other with CP. The aim of this 
study was to compare the ability of a commonly used static 
optimisation technique and an EMG-driven approach 
(CEINMS) to determine muscle force contributions and 
contact forces at the knee joint during gait. We hypothesized 
that (1) muscle force contributions would be similar 
between the twins when using static optimisation but larger 
in the CP twin when adopting the EMG-driven approach and 
(2) joint contact forces would differ accordingly. 

METHODS 
Two twin brothers (13 yo), one typically developed (height 
= 169.0 cm, mass = 59 kg) and one with CP (height = 171.8 
cm, mass = 59 kg) were recruited as part of a larger study 
approved by the Griffith University Human Research Ethics 
Committee. Wireless EMG electrode pairs were placed on 
the Gastrocnemii, Soleus, Tibialis Anterior, 
Semimembranosus, Biceps Femoris, Sartorius, Tensor 
Fasciae Latae, Gracilis, Vastus Medialis and Lateralis and 
Rectus Femoris muscles. Contextually, 42 reflective 
markers were attached to the trunk, pelvis and lower limbs 
in accordance with [3]. Participants were asked to walk on a 
treadmill at three different speeds, once a self-selected 
preferred walking speed was determined. 

Collected data were processed using different software: 
Vicon Nexus (v 2.3) to label and reconstruct marker 
trajectories, MOtoNMS to process EMG signals and define 
the maximal muscle activation, OpenSim (v 3.3) to scale a 
MSK model (Gait 2392) and run inverse kinematics, inverse 
dynamics, muscle analysis and static optimisation 
simulations and CEINMS [4] to perform the EMG-driven 
analysis. Prior to the CEINMS simulations musculotendon 
and activation parameters were calibrated [5]. Summed 
muscle force contributions to the knee joint moment, 
calculated via CEINMS and static optimization, were used 
as inputs to compute joint contact forces (JCFs) at the knee. 

RESULTS AND DISCUSSION 
Reported results are for one gait cycle of a walking trial at 
preferred walking speed. Despite little to no differences in 
gait from a visual inspection, inverse kinematics showed an 
increased ankle plantarflexion and knee flexion during mid-
stance in the twin with CP with associated increased ankle 
plantarflexion and knee extension moments compared to his 
twin brother. 

EMG-driven muscle simulations showed an initial large 
contribution of the knee extensors followed by an increased 
flexors force production in stance in the twin with CP. In 
comparison, static optimisation results revealed for both 
twins an overall reduced force production by both the knee 
flexors and extensors (Figure 1). As expected, the two 
approaches showed larger discrepancies in summed muscle 
force magnitude when describing the CP condition.  

Figure 1: Knee flexor (negative) and extensor (positive) 
muscle contributions to knee joint moment in a child with 
CP (red) and his TD brother (blue) estimated using static 
optimisation (thin dotted line) and CEINMS (solid line). 

Preliminary results on joint contact forces calculated using 
muscle forces from static optimisation revealed inter-subject 
differences in JCF magnitude. Additionally, the CP twin 
developed higher forces earlier compared to his TD brother. 
However, the maximal peak force was comparable. We 
expect CEINMS to further emphasize these differences. 

CONCLUSIONS 
Our results showed that static optimisation may 
underestimate the summed force contribution of the knee 
extensor and flexor muscles which in turn may cause the 
corresponding joint contact forces to be underestimated. 
Moreover, the present study demonstrated the ability of 
CEINMS to account for additional muscle co-contraction in 
both healthy and pathologic gait, as highlighted by the 
muscle activation patterns of selected muscles. 
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INTRODUCTION  
Patellar dislocation (PD) is a relatively common injury in the 
skeletally immature population, with an estimated incidence 
rate of 43-77 per 100,000 individuals in children [1] and 
adolescents [2]. Furthermore, children and adolescents 
experience recurrent patellar instability after acute first-time 
dislocation at a recurrence rate of 38.4% -91% [3], after both 
conservative and surgical treatments.  

Nowadays, static measures from magnetic resonance imaging 
(MRI) are used to gain insights into the anatomy of the 
patellofemoral joint (PFJ) and assess the risk of PD. 
However, these measures are static and therefore unable to 
provide understanding of the PD mechanism during dynamic 
tasks. Gait analysis can complement MRI findings and help 
understand the interaction of segments and joints of the lower 
extremity. Recent studies on a mixed population of 
adolescents and adults with patellar instability [4,5] revealed 
gait patterns deficits, such as lower knee extension moment. 
Nevertheless, these studies used link segment models with a 
simplistic knee hinge, which cannot provide subject-specific 
insights on PFJ (dys)function. Conversely, subject-specific 
computational models of the musculoskeletal system, with 
individualized tibiofemoral joint (TFJ) and PFJ mechanisms 
[6,7] based on each individual’s anatomy, can capture the 
complex functional relationship between multiple risk factors 
for PD and account for the substantial inter-subject variability 
that is typical of the paediatric population suffering from PD. 

The aim of this study was to investigate the gait 
characteristics of children and adolescents suffering from 
recurrent PD by using subject-specific computational models. 

METHODS 
Four patients (age: 11.7±2.1, mass: 56.3±12.2 kg, height: 
1.60±0.08 m) who presented with recurrent PD and 4 age-
matched typically developing participants (age: 11.0±2.5, 
mass: 35.0±9.1 kg, height: 1.52±0.19 m) underwent MRI and 
3D gait analysis. MRI acquisitions consisted of full lower 
limb (1.5T, modified 3D PD SPACE) and knee (3.0T, T2WI 
3D TSE) scans. A ten-camera Vicon camera system (Vicon 
Motion Systems Ltd, UK) and 4 AMTI force plates 
(Watertown, USA) recorded kinematics and kinetics during 6 
walking trials. For each participant, 3D lower limb bones, 
knee ligamentous structures (patellar tendon, ACL, PCL and 
MCL) and articular knee cartilage were reconstructed using 
Mimics 19.0 (Materialise, Leuven). 

The passive motion of the TFJ and PFJ was modelled as a 5 
rigid links parallel mechanism and a hinge joint, respectively, 
with surface contact conditions and ligament length 
constancy [6]. MRI-measured geometrical parameters were 
adjusted by using two optimization algorithms [7]. The TFJ 
and PFJ kinematics results were then incorporated into  

a subject-specific full lower limb OpenSim skeletal model 
created in NMSBuilder, with individualized body segment 
geometry and inertial parameters determined using different 
bone and soft tissues densities. TFJ and PFJ kinematics and 
kinetics during gait were computed using OpenSim. 

RESULTS AND DISCUSSION 
Control participants had low variability, whereas PD patients 
had large variation with some having greater deviation from 
controls (least stable patients) (Fig1). During loading 
response and mid-stance, where the patella is least stable, PD 
patients walked with an externally rotated patella (Fig1C) and 
a more superior position of the patella (Fig1D) with respect 
to controls. As external rotation of the patella increased in PD 
patients, there was a concomitant increase in lateral patella 
displacement (r=-0.99). Additionally, patients with a more 
lateralized patella exhibited low peak knee extension moment 
during loading response and mid-stance (Fig1B), a possible 
compensation to lower quadriceps contraction and risk of PD. 

Figure 1: TFJ, PFJ kinematics and knee moments for PD 
patients and control participants during gait. 

CONCLUSIONS 
Subject-specific models of PD patients can capture the pose 
of the patella relative to the femur during gait.  These results 
may be used to determine the likelihood of PD and to 
personalize surgical planning in the treatment of PD patients. 
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INTRODUCTION  
Muscle spasticity is a common neural control impairment in 
children with cerebral palsy (CP) which may undermine their 
walking ability. It is generally defined as a velocity-
dependent increase in tonic stretch reflexes [1], causing 
resistance to passive stretches. A neuro-musculoskeletal 
model was recently developed to simulate muscle spasticity 
in the hamstrings during passive stretches through a linear 
muscle velocity feedback [2]. This model could capture the 
salient features of the spastic response (i.e., a rise in muscle 
activity) but could not explain the sustained muscle activity 
observed following passive stretches.  

In this study, the aim is threefold. First, we extend the 
aforementioned model by describing muscle spasticity as a 
combination of muscle velocity and length feedback to 
explain the muscle activity during and following the 
stretches. Second, we calibrate the model to simulate muscle 
spasticity in the hamstrings, rectus femoris, and gastrocnemii 
during passive stretches at different velocities. Third, we use 
the calibrated model to evaluate muscle spasticity during gait. 

METHODS 
EMG, marker trajectories, and reaction forces were collected 
from two children with CP during passive stretches of spastic 
muscles (hamstrings, rectus femoris, and gastrocnemii) at 
different velocities [3] and during gait motions. The gait2392 
OpenSim musculoskeletal model [4] was used and scaled to 
the subjects’ anthropometry. Subject-specific muscle-tendon 
parameters were subsequently estimated [5]. The Hill-type 
muscle model of the spastic muscles was then extended with 
a model of muscle length (1) and velocity feedback (2): 

߬,ݑሶ , ൌ ൜
െݑ,, ݂݅	݈  ܶ,

െݑ,  ݃,݈,  (1) ݁ݏ݈݁

߬௩,ݑሶ ௩, ൌ ൜
െݑ௩,, ݒ	݂݅  ௩ܶ,

െݑ௩,  ݃௩,ݒ,  (2) ݁ݏ݈݁

where ݈ and ݒ are the length and velocity of muscle m 
respectively, ݑ, and ݑ௩, are the muscle excitation from the 
length and velocity feedback respectively, ߬, and ߬௩, are 
the time delays of the length and velocity feedback 
respectively, ݃, and ݃௩, are the gains of the length and 
velocity feedback respectively, and ܶ, and ௩ܶ, are the 
thresholds of the length and velocity feedback respectively. 

For each spastic muscle, the feedback gains were estimated 
by minimizing the difference between EMG and simulated 
muscle excitation from passive stretches at different 
velocities. In passive motions, the muscle excitation is 
assumed to be generated by feedback only and in our model 
results from combined length and velocity feedback. EMG-
driven simulations of knee moments during gait were finally 
performed using the calibrated models and the spastic 

contribution of the spastic muscles was extracted and 
compared to EMG. 

RESULTS AND DISCUSSION 
The proposed spasticity model reproduced the EMG salient 
features for all spastic muscles during and following passive 
stretches at different velocities (e.g., see Fig. 1, left). In gait 
simulations, the model generated a velocity-driven spastic 
contribution from the hamstrings during the swing phase 
which fell within the EMG envelope (e.g., see Fig. 1, right). 
The model did not generate any spastic contributions from the 
rectus femoris and gastrocnemii although spastic responses 
were observed in passive motions. 

Fig. 1: Muscle excitation of the semimembranosus 
(hamstrings) during fast passive stretch (left) and gait (right) 

First, we found that length feedback can explain the sustained 
muscle activity following passive stretches. Second, our 
results suggest that, under the assumption of similar feedback 
mechanisms during passive and gait motions, only the 
hamstrings have a spastic contribution during gait for the 
studied subjects. In future work, we will investigate the 
validity of this assumption and how feedback modulation 
during gait, due to loading and upright posture for instance, 
may influence the effect of spasticity on the gait pattern.  

CONCLUSIONS 
We modeled muscle spasticity as a combination of muscle 
length and velocity feedback and reproduced EMG from 
passive motions for different muscles. Our model suggests a 
velocity-driven spastic contribution from the hamstrings 
during the swing phase of gait but no contribution from the 
other muscles for the studied subjects.  
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INTRODUCTION  
Flat foot (FF) is a complex deformity characterized by 
eversion of the subtalar joint, plantarflexion of the talus and 
of the calcaneus, dorsiflexion of the navicular, and supination 
of the forefoot. However, the most evident morphological 
features are heel in valgus and flattening of the medial 
longitudinal arch (MLA) in weight bearing. The incidence of 
FF changes with age: about 37 - 60% in 2-6 years children, 
and only 4 - 9% in 8-13 years children. Clinical evaluation of 
FF is usually performed via Jack and tiptoe standing tests, 
while objective functional analysis of FF is seldom 
performed. Only a few studies have reported multi-segment 
kinematics of FF in children [1], and no information are 
currently available on midfoot motion during gait. 
The aim of this study was to determine the kinematic 
differences between normally developed (ND) feet and 
asymptomatic FF in children, using the Rizzoli Foot Model. 
Quantifying the typical kinematic alterations present in FF, 
including the midfoot joints, may help selecting the most 
suitable timing for treatments, including surgery. 

METHODS 
20 children with bilateral asymptomatic FF (13 M and 7 F; 
age 13.3 ± 0.8 years) and 10 ND age-matched children (5 M 
and 5 F; age 13.1 ± 0.8 years) were recruited. According to 
the clinical protocol of the hosting Institution, participants 
who had hindfoot frontal-plane inclination larger than 16° 
were included in the FF group. Only asymptomatic FF were 
evaluated in this study, and children practicing sports at a 
competitive level were also excluded to limit the occurrence 
of foot overuse problems in the FF population. 
Radiological indicators of FF condition such as the calcaneal 
pitch, lateral talo-firstmetatarsal angle, and talo-navicular 
coverage, were measured from weight bearing lateral X-rays. 
Valgus of the calcaneus was measured with a goniometer. 

The subjects’ feet and shanks were instrumented with 18 
reflective markers according to the Rizzoli Foot Model [2, 3]. 
Markers trajectories were recorded by a 6-camera motion 
system (Bonita B10, Vicon, UK). A static acquisition in 
double-leg standing, and three full gait cycles at comfortable 
walking speed were recorded for the left and right limb of 
each subject. Intersegmental rotations in the three anatomical 
planes were calculated for the following joints: shank and 
foot (Sh-Fo); shank and calcaneus (Sh-Ca); calcaneus and 
midfoot (Ca-Mi); midfoot and metatarsus (Mi-Me), and 
calcaneus and metatarsus (Ca-Me). MLA deformation and 
hallux-to-metatarsus sagittal- and frontal-plane rotations 
were also calculated [3]. Mann-Whitney test was used to 
assess statistical differences between FF and ND in clinical 
parameters, and in static and dynamic gait-analysis 
parameters. 

RESULTS AND DISCUSSION 

All clinical parameters in the FF group were consistent with 
a diagnosis of flexible plano-valgus foot. In the left and right 
foot, respectively, valgus of the calcaneus was 22.7 ± 4.7 deg 
and 24.5 ± 4.1 deg, and calcaneal pitch was 17.1± 6.3 deg and 
17.2 ± 6.0 deg. 
In double-leg standing, the FF group presented the following 
differences with respect to ND: the calcaneus resulted more 
plantarflexed and everted to the shank (p < 0.05; Figure 1); 
the midfoot resulted more dorsiflexed, everted and abducted 
to the calcaneus (p < 0.05), and the metatarsus resulted more 
dorsiflexed to the calcaneus. In general, temporal profiles of 
intersegmental rotations during the gait cycle in the FF group 
presented an offset consistent with the differences observed 
in the corresponding static posture. Maximum MLA 
deformation during stance was significantly larger in the FF 
group in both left and right foot ([ND, left] = 185 ± 28 deg; 
[FF, left] = 214 ± 17 deg; p< 0.001). 

Figure 1: Boxplot of the frontal-plane intersegmental static 
postures [deg] in the ND and FF groups for five foot joints. 
For each joint, * indicate statistically significant differences 
between the two groups (p<0.05). 

CONCLUSIONS 
Motion analysis is seldom used for the functional evaluation 
of the extent of FF deformity. According to the results of this 
study, FF in children is characterized by several alterations in 
clinical and kinematic parameters with respect to normally 
developed feet. This information may help evaluate more 
objectively and non-invasively the severity of flat foot 
deformity and also support the assessment of the efficacy of 
relevant treatments. 
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INTRODUCTION  
Motor impairment is the most common outcome after 
stroke. The largest and most rapid gains in function occur in 
the first month post-stroke when patients have the greatest 
exposure to therapy and different therapy modalities. It is 
often stated that no further improvement can occur in the 
chronic period, ie >3 months post-stroke, and that any gains 
are not true improvement but a restitution of the recovery 
made in the acute and sub-acute post-stroke period and lost 
over time. 

The apparent absence of improvement in chronic stroke may 
reflect sample selection, assessment tool selection, a lack of 
any rehabilitation, insufficient rehabilitation intensity, or 
data analysis methods. Ongoing unmet needs were reported 
for 84% community-dwelling stroke survivors in Australia, 
of which 82% were associated with movement ability [1]. 
Yet many well-conducted randomised controlled trials 
(RCTs) demonstrate significant improvements in motor 
ability in chronic stroke (see [2]). This analysis of data from 
a series of studies including an RCT comparing Wii-based 
Movement Therapy (WMT) and dose-matched modified-
Constraint-induced Movement Therapy (mCIMT) [3], was 
designed to explore differences in rehabilitation outcomes 
using a range of measurement modalities. 

METHODS 
Patients completed dose-matched 14-day rehabilitation 
protocols with 10 formal 1-hour therapy sessions on 
consecutive weekdays, augmented by progressively 
increasing home practice and a behavioural patient-centred 
protocol. Motor function was measured using a suite of tools 
immediately pre- and post-therapy. Clinical tools included 
the Wolf Motor Function Test, upper-limb motor Fugl-
Meyer Assessment, Motor Activity Log Quality of 
Movement scale, and active and passive range-of-motion at 
7 upper-limb joints. Neurophysiological and biomechanical 
tools included wireless telemetry during therapy sessions at 
early- (day 2) and late- (day 12-14) therapy to assess limb 
motion and electromyography (EMG). 

RESULTS AND DISCUSSION 
All patients, regardless of age (18-83 years), time post-
stroke (2 months to 21 years), or level of motor impairment 
(a flicker of movement in a single digit to minor impair-
ments) improved with therapy. WMT was as effective as 
mCIMT on every measure of upper-limb motor ability, but 
with better lifestyle outcomes at 6 months, and higher 
patient preference, acceptance and persistence [3]. Hence 
WMT and mCIMT data can be combined to examine 
assessment tools. 

While all patients demonstrated significant clinical test 
improvements and reported substantial functionally-relevant 
benefits in everyday life, no one clinical assessment was 
suitable across the spectrum of residual voluntary motor 

capacity post-stroke. Averaged data from any one tool over- 
or under-estimated the magnitude of improvement due to 
individual patients’ capacity for improvement, and 
assessment tool floor and ceiling effects. However, the 
cross-over study that followed the RCT (n=12) 
demonstrated a continued trajectory of improvement over a 
17-month period in chronic stroke pm every measure. 

Analyses of biomechanical and neurophysiological changes 
emphasised the absence of any one pattern of improvement 
after stroke. Patients with similar clinical test outcomes 
demonstrated either increased or decreased EMG, both of 
which represent improved motor control for individual 
patients. Contrary to our hypothesis, there was no 
association between the level of residual voluntary motor 
capacity and the direction of the change in EMG with 
therapy. Averaged data often produced non-significant 
outcomes, despite obvious clinical improvement.  

No coherent pattern of change in active or passive range-of-
motion was evident with therapy, whereas increased joint 
excursion, and faster acceleration and deceleration were 
significant at late- therapy. No correlations were found 
between changes in range-of-motion and: joint kinematics 
(excursion, velocity, acceleration and deceleration), therapy 
performance, and Wolf Motor Function or Fugl-Meyer 
scores. This was the first study to investigate kinematics 
during therapy and to consider movement deceleration 
which represents better motor control at the end of 
movements. Such braking is important to avoid patients 
hitting their hand or themselves while moving objects. 
Kinematic data also revealed a larger repertoire of 
movements with better motor control by late-therapy. 

CONCLUSIONS 
There is no one pattern of improvement in stroke and no 
single clinical test that has sufficient sensitivity across the 
spectrum of post-stroke impairment. Kinematic and 
neurophysiological assessments provide greater resolution 
and more detail, but data cannot simply be averaged to 
describe the stroke population. Patient experience of therapy 
outcomes was best reflected in Motor Activity Log scores. 
Motor improvement is possible in chronic stroke, but careful 
selection of assessment and analysis methods is critical. 

ACKNOWLEDGEMENTS 
Funding: National Health and Medical Research Council, 
Australia No 630440; NSW Office of Science and Medical 
Research. 

REFERENCES 
1. Andrew NE, et al. Int J Stroke. 9 Suppl A100:106-112,

2014.  
2. Teasell RW, et al. Arch Phys Med Rehab. 95:595-596,

2014. 
3. McNulty PA, et al. Int J Stroke. 10, 1253-1260. 2015.



KNEE MUSCLE ACTIVATION STRATEGY IN GIRLS WITH GENERALIZED JOINT HYPERMOBILITY 

1,2Bente R Jensen, 1Jesper Sandfeld, 1Pia S Melcher, 2Katrine L Johansen, 1Peter Hendriksen, 2,3Birgit Juul-Kristensen 
1University of Copenhagen, Denmark 

2 University of Southern Denmark 
3 Bergen University College, Norway 

Corresponding author email: Bente.R.Jensen@rsyd.dk 

INTRODUCTION  
Generalized joint hypermobility (GJH) is a condition where 
the individual’s joint has an exaggerated ability to exceed 
beyond normal range of motion. The reported prevalence of 
GJH in children varies between 8-30%, depending on the 
cut-off criteria used to define GJH.  GJH is an advantage for 
performance in e.g. dancing and gymnastics.  

However, GJH increase the risk of future knee joint 
symptoms and injuries and is anticipated to be a risk factor 
for development of osteoarthritis. Our knowledge regarding 
muscle activation strategy in GJH is limited. Recent studies 
reported larger postural sway, reduced activation of the 
hamstring muscles and faster rate of early force 
development in GJH [1, 2]. 

The aim was to study muscle activation pattern, with special 
focus on medial-lateral activation strategy, in girls with knee 
GJH.  

METHODS 
Sixteen girls with GJH (14.3 years and average Beighton 
score 6.8) and 11 healthy girls (14.0 years and average 
Beighton score 1.7) (NGJH) were recruited for the study. 
Both groups were engaged in sport and performed 
approximately 4 hours of physical activity per week.  

The girls performed maximal and submaximal (20%MVC 
for 30 s) isometric knee flexions with their dominant leg in 
sitting position and with the thigh horizontal. Knee angles 
were 90˚, 110˚and 130˚. In addition, maximal knee extension 
contractions were performed at 90˚ knee angle. Contractions 
were separated by 1-2 min rest to avoid fatigue. Three 
repetitions were performed in each position. 

Surface EMG was recorded (1000 Hz) from knee extensor 
(mm. vastus lateralis and medialis) and knee flexor muscles 
(mm. biceps femoris, semitendinosus, gastrocnemius 
lateralis and medialis). EMG recorded during maximum 
contractions was used for normalization.  

Medial-lateral co-activation ratio was calculated as medial 
muscle activation divided by lateral muscle activation 

(average medial EMGRMS x average lateral EMGRMS
-1 x 100 

(%)).  

RESULTS AND DISCUSSION 
Medial-lateral co-activation ratios were higher for GJH than 
for NGJH. Thus, grand average medial-lateral co-activation 
ratio was 144% for GJH and 128% for NGJH (p=0.015) 
with quadriceps and hamstring muscles included in the ratio 
and 150% for GJH and 134% for NGJH (p=0.019) with 
quadriceps, hamstring and gastrocnemius muscles included 
in the ratio. Higher values of medial-lateral activation ratio 
in GJH than in NGJH was consistent across all knee angles. 
Muscle strength did not differ between GJH and NGJH. 

Compressive knee forces are assumed to play a key role for 
the development of knee osteoarthritis and the most 
common site of knee osteoarthritis is medial. It has recently 
been reported that increased co-contraction of medial knee 
muscles is associated with progression of medial knee 
osteoarthritis. Thus, a positive correlation was found 
between medial relative to lateral co-contraction with loss of 
medial cartilage volume and further that lateral muscle co-
contraction correlated inversely with cartilage loss [3].  

CONCLUSIONS 
Markedly asymmetric activation of the knee muscles 
towards higher medial muscle activation in GJH than NGJH, 
indicating higher levels of medial joint compression in GJH 
was found. Based on these findings it seems likely that the 
GJH specific muscle activation strategy plays a role in the 
increased risk of future joint symptoms in persons with 
GJH. 
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INTRODUCTION  
Impaired movement kinematics in the lumbar spine and hip 
joint in terms of the regional mobility and the ratio between 
these two regions had been reported previously in individuals 
with low back pain (LBP) [1]. However, it remains 
controversial whether regional mobility is sensitive to 
differentiate the alteration of movement control of the lumbo-
pelvic region between symptomatic and healthy individuals. 
Emerging evidence is now available in the research of chronic 
neck pain, suggesting that selected variables of the movement 
profile namely the mean and peak velocity, and time to peak 
velocity in percentage of movement cycle are sensitive and 
specific outcome measures in differentiating patients with 
neck pain from asymptomatic individuals [2]. This study 
aimed to examine the relevant variables of the movement 
profile in order to better comprehend the manifestation and 
recovery of the movement pattern of the lumbo-pelvic region 
in people with chronic LBP. 

METHODS 
Three-dimensional kinematics of the lumbar spine and 
bilateral hips were acquired during forward bending in 
standing using the motion capture system (Vicon), in adult 
individuals who suffered from chronic non-specific low back 
pain (n=5; 2M) and age- and gender-matched healthy 
individuals (n=5). Full body model of the Plug-in gait was 
used to acquire the kinematics of the spine and periphery 
when participants performed the forward bending task. 
Participants were instructed to perform the forward bending 
task for 7 cycles consecutively at their self-preferred speed. 
The variables related to the movement profile include the 1) 
angular mobility, 2) velocity (peak and mean value) of the 
lumbar spine and hip joints; and 3) the time to peak velocity 
(expressed in percentage of the respective phase) during the 
flexion phase and extension phase (i.e. recovery phase) of the 
bending task. These variables were compared between two 
groups. In addition, a reassessment using the same testing 
protocol was conducted for participants in LBP group after 
the completion of a 6-week exercise programme that 
emphasizes on re-education and practice of movement 
control using fitball under the supervision of physiotherapist. 

RESULTS AND DISCUSSION 
Figure 1 shows the trajectory of the movement velocity of the 
lumbar spine of a participant in the LBP group during the 
flexion phase and extension phase of the bending, before and 
after the 6-week exercise programme. Table 1 shows the 
mean (standard deviation, SD) of the kinematic variables for 
comparison between healthy and LBP group; before and after 
exercise programme in LBP group of participants. ANOVA 
was used to analyze the performance of the participants.  

Figure 1: Trajectory of the velocity profile of a participant in 
LBP group, before and after the exercise programme. 
Table 1. Movement profile with mean (SD). 

Variable Healthy 
(n=5) 

Low back pain (n=5) 
Pre- Post-

Flexion phase (s) 1.2 (0.2) 1.4 (0.4) 0.7 (0.2) 
Extension phase (s) 1.3 (0.2) 1.7 (0.2) 0.8 (0.1) 
Lumbar flexion mobility () 53.6 (4.7) 42.2 (13.4) 48.6 (17.9) 
Hip flexion mobility () 76.3 (2.5) 56.3 (17.3) 68.1 (14.6) 
Peak lumbar flex. vel. (/s) 93.2 (2.4)* 66.3 (8.6) 112.4 (3.1)# 
Peak lumbar ext. vel. (/s) 100.7 (5.1)* 66.7 (0.4) 113.0 (5.1)# 
Peak hip flex. vel. (/s) 124.7 (8.8)* 78.6 (1.5) 141.7 (0.1) # 
Peak hip ext. vel. (/s) 121.1 (1.2)* 76.1 (11.0) 131.6 (6.3) # 
Mean lumbar flex. vel. (/s) 45.4 (3.6)* 29.6 (1.2) 62.9 (5.2)# 
Mean lumbar ext. vel. (/s) 41.7 (6.3)* 24.4 (10.1) 54.7 (12.4)# 
Mean hip flex. vel. (/s) 63.5 (0.3)* 39.3 (1.5) 87.7 (4.3) # 
Mean hip ext. vel. (/s) 58.4 (4.6) 33.6 (16.4) 76.0 (14.1) # 
Time to peak lumbar flex. 
vel. (%) 

66.6 (1.9) 72.3 (4.9) 68.4 (0.6) 

Time to peak lumbar ext. 
vel. (%) 

26.7 (1.4) 34.2 (2.0) 28.6 (4.2) 

Time to peak hip flex. vel. 
(%) 

57.5 (3.8) 67.7 (1.4) 58.2 (7.6) 

Time to peak hip ext. vel. 
(%) 

29.9 (1.3) 34.2 (1.4) 32.9 (5.5) 

* significant difference between healthy and LBP group as baseline; # indicates 

significant difference for pre-(baseline) and post-treatment comparisons in LBP group.  

CONCLUSIONS 
The results of this pilot study suggest the potential application 
of value of peak and mean velocity of the lumbar spine and 
hip joint as the movement profile variables to evaluate the 
performance and monitor the recovery progress of the lumbo-
pelvic movement in people with chronic non-specific LBP.  
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INTRODUCTION  
Deep neck flexor (DNF) muscles have fundamental role in 
maintenance of the stability and posture of the neck. Previous 
studies have shown that people with neck pain present 
changes in motor control, such as, delayed feedforward 
activation during arm movements [1]. Similar changes in 
deep lumbar muscle activation have been observed in low 
back pain (LBP). Additionally, differences in location of the 
representation of back muscles at the motor cortex [4] and 
convergence between the representations of separate muscles 
[3] has been found in conjunction with the temporal 
differences. Whether similar motor cortex changes are 
present in other musculoskeletal pain conditions, including 
neck pain has received limited attention. This study aimed to 
compare the representation of superficial and deep neck 
flexor muscles at the motor cortex in people with and without 
chronic neck pain. 
METHODS 
Ten pain-free controls and ten participants with neck back 
pain (NP) for more than 3 months and moderate disability 
(Neck Disability Index: >20%) were recruited. 
Electromyographic activity of DNF was recorded with 
custom bipolar electrodes inserted via the nose to the 
posterior oropharyngeal wall at level of C2-C3. Surface 
electrodes were placed over inferior third of the 
sternocleidomastoid (SCM) muscle.  
Cortical organization (parameters of the map of 
representation of neck muscles at the motor cortex) was 
investigated using transcranial magnetic stimulation (TMS). 
A 7 cm diameter figure-of-eight coil with the handle 
orientation parallel to sagittal plane at 100% output intensity 
was used to deliver stimulus over the scalp. To determine the 
area of representation, the stimuli started 8-12 cm lateral to 
the vertex in the inter-aural line (previous studies [2] have 
shown this site generates greatest responsive of neck flexor 
muscles to TMS stimulation). The borders of the map were 
determined delivering pulses one centimeter away in four 
directions (anterior, posterior, medial and lateral) until less 
than three motor evoked potentials (MEP) were discernible. 
During the mapping, five stimuli were delivered (5-s interval) 
in each location.  
The maps were normalized to the MEP with the largest 
amplitude. Map features assessed were: centre of gravity 
(CoG) and volume. The area overlap of the representations of 
DNF and SCM was calculated between groups.  
RESULTS AND DISCUSSION 
The representation of DNF for the pain-free control group is 
shown in Fig. 1, the area of maximal activity was found 7 cm 
lateral from the vertex and 2 cm anterior from the inter-aural 
line. Consistent with previous research[2], the peak of 
activity for SCM was found 5 cm lateral from the vertex in 
line with inter-aural line. Similar map volumes were find for 
both muscles (DNF: 12.5 + 5.4, SCM: 9.5 + 4.7; p=0.211). 
The location of CoG for DNF and SCM was statistically 
different (DNF: 6.1 + 2.3, SCM: 4.0 + 2.1; p=0.05). Previous 

studies of back muscles in LBP have described smaller 
volume and different location of CoG of the cortical 
representations, when compared with pain-free participants. 
In this study no difference was shown between groups for 
map volume (SCM: pain-free: 9.5+4.5, NP: 5.4+3.8, p=0.06; 
DNF: pain-free: 12.5+5.1, NP:9.7+3.8, p=0.24) or CoG 
(SCM: pain-free: 4.0+2.1, NP: 4.9+1.9, p=0.34; DNF: pain-
free: 6.1+2.3, NP: 6.1+2.4, p=0.97). However, in contrast to 
greater convergence between maps for separate muscles 
observed in LBP [3], we observed a significantly lower area 
of overlap between the maps of DNF and SCM for the NP 
than pain free controls (Pain-free: 20, NP: 11 number of sites 
overleaped, p=0.04). 

Figure 1: Mapped representation of deep neck flexor and 
sternocleidomastoid muscles. Top panel shows pain-free 
control group and lower panel neck pain participants. 
CONCLUSIONS 
The study showed that it is possible to map the representation 
of DNF muscle at the motor cortex and this muscle has a 
different location to the superficial neck flexor muscles 
(SCM). Also, when NP participants were assessed the 
representation of deep and superficial neck flexors 
overlapped less than in pain-free participants, suggesting a 
different organization of the motor cortex. This difference 
may be related to a different strategy of coordination between 
muscles in NP. 
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INTRODUCTION  
Direct repair immediately after flexor injury is the standard 
in clinical practice. However, flexor tendon reconstruction is 
the primary surgical procedure for restoring tendon function 
if the direct repair fails because of severe adhesions or 
repaired tendon ruptures, which occurs in an estimated 10% 
to 30% of cases. In this study, we developed a novel 
intrasynovial allograft tendon revitalized with autologous 
bone marrow stromal cells (BMSCs) to stimulate tendon 
healing and regeneration. Further, we synovialized the 
allograft tendon with carbodiimide derivatized autologous 
synovial fluid (cd-SYN) to improve tendon gliding ability. 
We hypothesized that this revitalized, synovialized allograft 
would improve the functional outcomes for flexor tendon 
reconstruction compared with clinically conventional 
autograft tendons. To test our hypothesis, canine flexor 
tendons were used with a clinically relevant tendon repair 
failure model.. 

METHODS 
In total, 16 dogs were used in the study. A failed flexor 
digitorum profundus (FDP) repair with scar digit model was 
created in the second and fifth digits. Following tendon 
repair failure, bone marrow was harvested and autologous 
BMSCs were used for allograft seeding (Fig 1). Six weeks 
afterward, a single-stage reconstruction was performed on 
the second and fifth digits randomly assigned for either 
using the peroneus longus tendons harvested from hind limb 
or revitalized and synovialized FDP tendon allograft. The 
allograft tendon was seeded with BMSCs (5 X 105 cells/slit) 
(Fig 1). Then the tendon was treated with cd-SYN of the 
following formula: 46% native synovial fluid, 10% gelatin, 
1% 1-ethyl-3-([3-dimethylaminopropyl] carbodiimide 
hydrochloride), and 1% N-hydroxysuccinimide in 0.1 M of 
2-[N-morpholino]ethanesulfonic acid buffer. 

Figure 1: Allograft cell seeding 
Following 6 weeks of tendon reconstruction, the digits in 
each group were mechanically assessed, including the work 
of flexion for functional evaluation, tendon friction for 
gliding ability, and tensile strength at repair sites for 
conjunction healing capacity. Adhesion formation was also 
evaluated during graft dissection. Two samples in each 
group were qualitatively examined for histologic 
characteristics and cell viability.  

All quantitative data are presented as mean and standard 
deviation (SD) and analyzed with repeated-measures of 
analysis of variance  

RESULTS AND DISCUSSION 
The allograft group showed significantly lower nWOF than 
the autograft control group (P<.05). Under a 2-Newton force 
applied to the FDP tendon, the total ROM of the 3 joints 
(MCP, PIP, and DIP) was significantly greater in allograft 
group (mean [SD], 103.2 [12.6]) than the autograft group 
(71.1 [11.4]) (P<.001). The adhesion score of the allograft 
group was significantly lower than that of the autograft 
group (P<.001). No significant difference was found 
regarding gliding resistance between allograft and autograft, 
but both of the treated groups showed significantly greater 
gliding resistance than the intact tendons (P<.001). The 
strength to failure and stiffness of the distal attachment and 
proximal repair in the allograft group were significantly less 
than the autograft group (P<.05).  
In histologic observations, abundant adhesions were 
observed on the surface of autograft tendon (Figure 1D-8F). 
However, the treated allografts had a smooth layer of 
paratenon covering the tendon surface without evident 
adhesion to the surrounding tissues, and the transplanted 
BMSCs within the allograft slits were observed at 6 weeks 
after surgery (Figure 1G,H,I). (Figure 2).

Figure 2: Histology 

CONCLUSIONS 
Cellular lubricant-based modification of allograft tendons 
improved digit function and reduced the adhesions, but 
decreased healing strength compared with autograft for 
flexor tendon reconstruction.  
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INTRODUCTION  
The tendon-transfer surgery for high median-ulnar nerve 
palsy seeks to restore finger flexion capability by directly 
suturing the flexor tendons of all four fingers to the wrist 
extensor muscle (see Figure 1a).  While such a surgical 
procedure is simple, there is an important drawback: the 
suture couples the flexion of all the fingers.  This leads to 
inconvenient/inappropriate finger movements that 
compromise tasks such as the grasping of objects. 
Specifically, the fingers cannot adapt naturally in a 
staggered manner to the object’s shape as the donor muscle 
contracts.  This forces patients to make compensatory wrist 
and forearm rotations, or use excessive muscle force to close 
the fingers and establish contact.  Overall, the coupled finger 
movement resulting from the surgery leads to poor grasping 
capability. 

This paper explores the development of implantable 
miniature passive mechanisms for tendon-transfer surgeries 
where multiple tendons are sutured to one muscle.  These 
mechanisms, such as pulleys and links inserted between 
biological tendons, enable “differential action” between the 
tendons even when driven by one muscle (see Figure 1b). 
Specifically, the mechanism will distribute the movement 
provided by the muscle across multiple output tendons while 
each joint driven by the tendon naturally adapts to external 
constraints.  Importantly, these mechanisms do not require 
power or control signals, and only mechanically transmit the 
force and movement from the patient’s muscle to the 
tendons and joints.  When applied to the tendon-transfer 
surgery for high median ulnar nerve palsy, the differential 
mechanism would enable the fingers to adapt to the object 
shape naturally even while driven by a single muscle.  The 
mechanism adds an additional passive degree of freedom 
(rotation of the mechanism itself) to the muscle-tendons-
finger biomechanical system, when compared with using the 
direct suture.  This concept is inspired by the use of such 
mechanisms in the design of “underactuated” robotic hands, 
where a single motor drives multiple degrees of freedom 
through these differential mechanisms.  This has been 
shown to improve robotic grasping capability.  The 
challenge in this project is to design these passive 
mechanisms so that they may be surgically implanted within 
the human forearm for long-term function. 

METHODS 
Different embodiments of the passive differential 
mechanisms are being explored, including the moving 
pulley and the moving seesaw mechanism.  Human cadaver 
experiments with the pulley embodiment were conducted 
[1].  In the experiment, the Flexor Digitorum Profundus 
tendons were wrapped around pulley.  The pulleys are then 
driven by a motor in the pulling direction of the Extensor 
Carpi Radialis Longus muscle.  The actuation force at 

which the fingers establish full contact with a stemmed ball 
was measured. 

RESULTS AND DISCUSSION 
Figure 1c compares the actuation force required to close the 
cadaver fingers with the suture-based procedure or the 
implant-based procedure [1]. 

Figure 1: (a) The current suture-based tendon transfer 
surgery. (b) Human cadaver experiment showing the 
tendon-transfer surgery using the pulley-based differential 
mechanism. (c) Force required to close cadaver fingers 
following the suture-based surgery and the pulley-based 
surgery [1]. 

CONCLUSIONS 
This paper presents a novel surgical technique for advancing 
reconstructive tendon-transfer surgeries where multiple 
tendons are directly sutured to one muscle.  By using 
implanted differential mechanisms between the muscle and 
the tendons, the human cadaver experiments show that the 
fingers can adapt better to object at lower actuation forces. 
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INTRODUCTION  
The extensor mechanism (EM) of the finger is a complex 
anatomical structure which transmits the forces of the 
extrinsic and intrinsic hand muscles to the finger joints. The 
EM has been incorporated into biomechanical models of the 
finger and is usually represented as a 3D-network of 
extensible or non-extensible strings placed on finger bones 
at given joint angles.  

However, such 3D-models contain many unknown 
parameters that should be determined. It seems that most 
studies in this field have only focused on EM modelling but 
not on its parametrization and validation. 

The purpose of this study was to create a numeric model of 
the long finger EM that includes main tendons and 
ligaments as well as to perform a parametric identification 
of the model to match the force distribution in the simulated 
EM with the experimental data. 

METHODS 
The EM was modeled as a network of elastic bands. Each 
EM component, or band, was discretized by the chain of the 
points, connected by elastic elements. Hence, the EM 
position was represented by the array of the point 
coordinates. Each two sequential points, discretizing an EM 
band, were connected by a spring with a linear elasticity 
model. The forces of four muscles (dorsal ulnar 
interosseous, extensor digitorum, dorsal radial interosseous 
and lumbrical) were applied to the model. The principle of 
Minimum Potential Energy was used to find the equilibrium 
state, in which the EM internal forces balance the muscle 
forces.  

The distribution of the internal forces among the simulated 
tendons in the model were characterized by a vector C**. A 
model parametrization was performed to make C** fit the 
experimental values C, oberved by Chao [1] for the 
extended posture. The lengths of two intercrossing bands, 
extensor lateral and interosseous medial band (1 and 2 in 
Figure. 1) were chosen as the identified parameters. Nelder-
Mead algorithm (fminsearch function in Matlab R2012b, 
MathWorks, Natwick, MA) was used to minimize the root-
mean-square error between C** and C. 

As the EM is deformable, the internal force distribution 
among the simulated bands can vary when the muscle forces 
change. To quantify this variation, the model sensitivity was 
calculated as the partial derivative of C** with respect to the 
muscle forces.  

RESULTS AND DISCUSSION 
The lengths of extensor lateral band and interosseous medial 
band, that minimizes the RMSE between C** and C were 

found. Their values were 38.0 mm and 32.7 mm, the RMSE 
was 0.11. 

The parametrized model was used to simulate three 
postures: full extension (Figure 1a), mid-flexion (Figure 1b), 
and full flexion (Figure 1c). The scaled-up retention 
apparatus during full extension (Figure 1d) and full flexion 
(Figure 1e) is also shown. 

Figure 1: The extensor mechanism simulation for three 
finger postures. 

The changes of the EM configuration are seen from the 
figure, e.g. the distal shift of the extensor hood and the 
relaxation of the retinacular ligament could be observed 
(3 and 4 in Figure 1). The changes of the simulated EM 
configuration are consistent with the experimental data, 
reported in [2].  

The sensitivity analysis has shown that the force distribution 
among the simulated tendons are most sensitive to lumbrical 
muscle force variation. This finding confirms the 
importance of balance of muscle forces applied to the EM. 

CONCLUSIONS 
In this study, a biomechanical model of the EM was 
proposed to simulate the changes in the EM configuration 
with posture in order to better understand force transmission 
in the bands. The parametrization of the model was firstly 
performed to fit the distribution of the forces among the 
tendons to experimental data. Finally, we calculated the 
sensitivity of the parametrized model to the variation of the 
muscle force values. 
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INTRODUCTION  
Piano playing at the performance level places a high demand 
on forearm and intrinsic muscles. In piano literature, 
technically advanced pieces require intensive muscular 
contractions over an extended period of time. This can lead 
to fatigue and may result in playing related musculoskeletal 
disorders of the hands. As fatigue is related to the total 
muscle force exerted, one should aim to minimize the total 
muscle force required to produce a note and optimize the 
use of the stronger extrinsic digit flexor muscles during key-
strike. We hypothesize that tendon and thus muscle forces 
differ between varying finger postures during key strike 
from relatively flexed to extended. The aim of this study is 
to find the finger posture that results in the optimization of 
muscle forces.  

METHODS 
Nine key strike positions of the index finger were 
established, from relatively extended to flexed joint 
positions. Five amateur pianists with no hand prior hand 
injuries or symptoms were recruited. They were asked to 
perform a simulated keystrike on a wooden block with the 
right index finger, with extension of the interphalangeal 
joints. Then without moving the finger away from the key, 
they were asked to adopt the most flexed key strike posture 
in a continuous motion. This was recorded with an optical 
motion analysis system (Vicon, UK). Nine finger positions 
at equal intervals within this motion were derived for each 
subject and the mean joint angles for each position obtained.  
The fingertip force P was estimated to be 8.9N, which was 
derived from Harding’s study [1]. All the tendons involved 
in force production of the finger consisted of the long 
flexors and extensors and the intrinsic tendons. Dimensions 
of the metacarpal and phalanges were taken from the 
cadaveric study by An [2]. 
Instantaneous moment arms of all the tendons contributing 
to finger force production were calculated for different joint 
angles by differentiating the tendon excursion, derived from 
the models of Landsmeer, with respect to the joint angle [2].  
The tendon forces were then obtained by solving joint 
equilibrium equations [1]: 
DIPJ: FDP-LU)(db)-TE(da)-P(L1sin0) = 0 
PIPJ: (FDS)(df)+(FDP-LU)(dc)-ES(dg)-RB(dd)-UB(de)-
P[L1sin0+L2sin(0+1)] = 0 
MCPJ: FDS(di)+(FDP-LU)(dh)+LU(dk)+RI(dj)+UI(dl)-
P[L1sin0+L2sin(0+1)+L3sin(0+1+2)] = 0 
Where P is the fingertip force and L1-3 are the lengths of the 
distal, middle, and proximal phalanges respectively. 
Two optimization criteria were applied separately, yielding 
two sets of solutions. They were minimization of total 
muscle stress, in which total muscle stress (equal to force 
divided by PCSA); and maximization of the sum of the FDS 
and FDP tendon forces. 

RESULTS AND DISCUSSION 
When the total muscle stress was minimized, the position 
with the least tendon force exerted is the most extended 
position. There is an increase in FDS and FDP tendon force 
with more extended positions, with the highest in position 1 
(Table 1).  
When the tendon forces of FDP and FDS were maximized, 
their forces increase as the finger is more extended and are 
highest in position 1. The FDP force in the fully extended 
position is 6.3 times that of the maximally flexed position. 
The FDS force is also higher in extended positions.  
The results of this study show that an extended finger 
position results in less overall muscle stress, and confers an 
optimal use of the long forearm muscles. 
With a more flexed finger position, the extensor muscle (TE 
and ES) and intrinsic muscle forces (radial interosseous 
(RI), ulnar interosseous (UI) and lumbrical (LU)) tend to 
increase, and the flexor tendon forces tend to decrease in 
both optimization models 

Figure 1: Tendon forces under the two optimization criteria. 

CONCLUSIONS 
This study therefore supports the adoption of a more 
extended finger position in piano playing. This would likely 
reduce fatigue by minimizing the total muscle stress through 
maximizing the use of the strong extrinsic flexors. This 
conclusion needs to be confirmed by in-situ measurement of 
the actual muscle forces and finger motions during piano 
playing, using non-invasive techniques. 
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INTRODUCTION  
Patient with an instable trapeziometarcarpal (TMC) joint 
often experience debilitating pain, while showing nog signs 
of cartilage deformation. It is suggested that a shorting of 
the dorsoradial ligament (DRL) improves thumb stability 
and reduces pain.  

Previous research has shown that dynamic computed 
tomography (CT) can be used to directly quantify 
movements of individual (meta)carpal bones. Therefore, the 
aim of this study is to quantify the effects of DRL 
reconstruction on thumb kinematics and joint contact 
patterns using dynamic CT. These kinematics were 
compared with age-and-sex-matched healthy volunteers. 

METHODS 
Five patients, with pain and laxity at the TMC joint, but 
without radiographic signs of osteoarthritis, were recruited. 
Dynamic CT scans were made during active thumb 
abduction-adduction, flexion-extension and two functional 
grip tasks using a radiolucent jig. Scans of the patients were 
acquired before and 3-6 months after DRL reconstruction.  

The healthy, age-and-sex-matched, volunteers underwent 
the same scanning protocol.  

Motion of each bone in the articular chain of the thumb was 
quantified. In addition, we mapped changes in the contact 
patterns between the articular facets during the entire motion 
cycle. 

RESULTS AND DISCUSSION 
During active thumb motion, there is movement in both the 
TMC and trapezioscaphoid (STT) joints. In all patients, 
dorsal subluxation of the first metacarpal (MC1) could be 
clearly demonstrated and quantified. Furthermore, the 
dynamic contact patterns suggest point loading of TMC 
cartilage during dorsal subluxation. After DRL 
reconstruction, subluxation of MC1 and cartilage point 
loading were reduced in all patients. Post-surgery changes in 
contact area were largest during lateral key pinch (Figure 1). 
Furthermore, surgery at the TMC joint also influences STT 
kinematics and contact area. 

The healthy volunteers showed less dorsal displacement of 
the MC1 and greater joint congruency during several tasks.  

Figure 1: Dorsal translation and articular contact area of the 
1st metacarpal during lateral key-pinch. Pre- vs. Post-
surgery. 

CONCLUSIONS 
Patients with TMC instability show greater dorsal 
displacement of MC1 and increased point loading compared 
to healthy volunteers.  

DRL reconstruction decreases subluxation of MC1 and point 
loading of the TMC cartilage.  However, we demonstrated 
that DRL reconstruction also influences the STT joint. 
Hence, surgery at the TMC joint could lead to, potential 
decremental, compensatory movements at the more 
proximal joints or vice versa. 
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INTRODUCTION  
Successful long jump performance requires high approach 
run velocity and an efficient redirection of center of mass 
(CoM) motion into a parabolic flight curve during the take-
off step [1]. Recently, the best Paralympic athlete with a 
unilateral below the knee amputation (BKA) achieved 
jumping distances comparable to the best non-amputee 
athletes, while taking off from his affected leg using a 
running specific prosthesis.  
The purpose of the present study was to identify potential 
biomechanical differences between the maximum sprinting 
and take-off step biomechanics between the best long 
jumper with BKA (LJwBKA) and a subject sample of non-
amputee athletes, including the current Olympic champion 
(nonAMPS). 

METHODS 
The LJwBKA (personal record (PR): 8.45 m) and the non-
amputee long jumpers (n = 7; PR: 6.81 – 8.52 m) were 
analyzed using 3D motion capturing (250 Hz, Vicon, 
Oxford, UK) and ground reaction force (GRF) 
measurements (1000 Hz, Kistler AG, Winterthur, 
Switzerland). Rigid body modelling techniques (ALSKA, 
Institute of Mechatronics, Chemnitz, Germany) were 
applied in order to calculate 3D joint angles, moments, 
power and work in addition to CoM mechanics. The 
prosthesis was modelled as 2 rigid bodies connected at a 
joint at the point of highest curvature at the prosthetic blade.  

RESULTS AND DISCUSSION 
The LJwBKA achieved a maximum jump distance of 7.96 
m compared to 6.51-7.92 m for the nonAMPS. Maximum 
running speed was slower for the LJwBKA compared to the 
best nonAMPS jumper (9.98 vs. 10.64 m/s; nonAMPS: 
9.64-10.64 m/s). The LJwBKA showed a 9.2% lower 
average vertical force application to the ground in the 
affected compared to the non-affected side, indicating an 
impaired ability to apply high vertical forces during short 
contact times. Based on the work of Weyand et al., this is 
indicative of a reduced ability to achieve high maximal 
running speeds [2].  
During the take-off step, the LJwBKA demonstrated a 
different motor solution compared to nonAMPS, with a 
much greater reliance on energy exchange at the prosthesis 
compared to the knee and hip joints (Figure 1). The 
LJwBKA was able to create a high vertical GRF impulse 
(0.48 BWs; nonAMPS: 0.30-0.52 BWs), while creating a 
lower net horizontal GRF braking impulse (-0.07 BWs; 
nonAMPS: -0.09 - -0.17 BWs). All of the CoM energy 
stored in elastic elements and absorbed by eccentric muscle 
fascicle work during the first part of the take-off step was 
regained during the second part of the take-off step, while 
nonAMPS regained between 35% and 77% of their CoM 

energy.   

Figure 1: Joint energy distribution within the lower 
extremities of the LJwBKA and nonAMPS. Below the knee 
refers to ankle and metatarsal phalangeal joint in nonAMPS 
and to the prosthesis in the LJwBKA. 

The estimated amount of positive work originating from the 
return of energy previously stored in elastic materials 
(tendon and ligaments; prosthesis in LJwBKA) was 12% 
(0.50 J/kg) higher for the LJwBKA compared to the best 
nonAMPS athlete and 37% (1.27 J/kg) higher compared to 
the nonAMPS mean value. Elastic energy return is 
considered beneficial in movement tasks requiring 
maximum power output as it is not related to contraction 
velocity like power developed by muscle fibers. These 
results indicate that the LJwBKA utilizes a different, more 
efficient take-off technique than nonAMPS. 

CONCLUSIONS 
The results of the present study indicate a performance 
disadvantage of the LJwBKA during the run-up and a 
performance advantage during the take-off. Based on these 
findings, future technical regulations regarding inclusion of 
Paralympic athletes in the Olympics should consider both 
the biomechanics of the main movement and preceding parts 
of the event. In addition, rules committees need to take into 
account the comparability of biologically and 
technologically generated motor control solutions.  
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INTRODUCTION  
Current Paralympic classifications for track events in 
athletics are generally based on level of amputation and/or 
similar levels of disabilities. Consequently, the T42 class is 
competed by athletes with unilateral or bilateral 
transfemoral amputations, or functional impairments. 
Although these morphological differences among athletes 
might induce sprint mechanics during a 100-m sprint, little 
is known about how the differences in disability levels affect 
running mechanics in the T42 class. Therefore, the aim of 
this study was to investigate the differences in the 
spatiotemporal parameters of a 100-m sprint among 
sprinters with unilateral or bilateral transfemoral 
amputations, or functional impairments in men and women. 

METHODS 
We analyzed 74 races of 18 female sprinters with unilateral 
or bilateral transfemoral amputations, or functional 
impairments from publicly available Internet broadcasts. 
These races included several Paralympics, the IPC Athletics 
World Championships, and other national- and 
international-level competitions from 2008 to 2016. 

Each performance at every competition was considered 
individually. Based on the classification system created by 
the International Paralympic Committee, we only included 
the Women’s T42 class (defined as unilateral or bilateral 
transfemoral amputees and athletes with other impairments 
that are comparable to a unilateral above knee amputation). 
Individual races were excluded from the analysis if the 
athlete did not complete the race or if the athlete’s body was 
not visible throughout the race. We only included sprinters 
who satisfied the A-qualification standards of 100-m sprint 
in Women T42 class as 18.95 s. In the present study, we 
separated the whole population into three groups based on 
different amputation levels as sprinters with unilateral 
(UTF) and bilateral transfemoral amputees (BTF), and 
sprinters who have functional impairments without 
amputations (FI). Consequently, we collected data from 57, 
8, and 9 data from 14 UTF, 2 BTF and 2 FI, respectively. 

 For each sprinter’s race, the average step frequency and 
step length were calculated using the number of steps in 
conjunction with the official race time [1,2]. One-way 
ANOVA and a Bonferoni multiple comparison test was 
performed to compare spatiotemporal parameters among 
three groups.  

RESULTS AND DISCUSSION 
Figure 1 shows the averaged step frequency-step length plot 
for all individuals in the three. There was no significant 
main effect of amputation levels on the official race time 
among 3 groups.  

Figure 1: Relationships between averaged step frequency 
and step length among three groups. Dotted lines denote the 
official race times. Upper right panels show comparisons of 
average step frequency and step length among 3 groups. A 
dagger (†) indicate significant differences between the two 
relevant groups at p < 0.01. 

However, the averaged step frequency was the lowest in 
BTF, followed by UTF and FI. According to a previous 
study, while running, the prosthetic knee joint in a 
transfemoral amputee fully extends early during swing and 
remains straightened until the late stance [3]. The 
overextended knee increases the moment of inertia of the leg 
around the flexion-extension axis of hip joint, which affects 
swing leg kinematics [3]. As a result, the time it takes 
prosthetic knee users to reposition the swing leg for the next 
step increases, which has the direct effect of reducing step 
frequency in BTF and UTF [2,3]. Further, we found that the 
averaged step length in BTF was significantly longer than 
UTF and FI, while there were no significant differences in 
the step length between UTF and FI. These results indicate 
that BTF and FI would adopt step length-reliant and step 
frequency-reliant strategies to perform 100-m sprint, while 
UTF may use an intermediate strategy.  

CONCLUSIONS 
These results suggest that spatiotemporal parameters of a 
100-m sprint would not be the same among different 
amputation levels, even in the same Paralympic 
classification.  
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INTRODUCTION  
For wheel-chair users shoulder injuries [1] and lower back 
injuries [2] are common. Lower back kyphosis of the 
spine, increases the anterior shear force in the lower back 
[3] and increases the risk of shoulder injuries [4].  

Cross-country sit-skiing (CCSS) is an endurance sport 
where the athlete is seated in a sledge mounted on a pair of 
skis and propel themselves by poling with a pair of sticks. 
This sport creates more equal loading on the muscles around 
the shoulder than wheel-chair rolling [5] which is positive in 
an injury perspective for the gleno-humeral joint [1]. 

Athletes in CCSS with reduced trunk muscle control often 
sits in a sledge with their knees higher than their hips (KH) 
and a backrest. This position is hypothesized to be 
associated with spinal kyphosis and hence an increased risk 
of injuries. Therefore we have created a new sitting position 
with knees lower than hips (KL) with the trunk restrained on 
a frontal support. 

The aim of this study was to compute the L4/L5 joint 
reactions and compare the results between the positions 
KH and KL.  

METHODS 
Five female abled-bodied cross-country skiing athletes (62.6 
± 8.1kg, 1.67 ± 0.05m)  performed one exercise test session 
in each sitting position; The sessions included a sub-
maximal incremental test, including 4-6 exercise levels of 3 
min (exercise intensity nr 4, 37W, reflected race-pace) and a 
maximal time-trial (MAX) of 3 min on a commercial skiing 
ergometer (ThoraxTrainer A/S, Denmark).  

Full-body kinematics (Qualisys AB, Sweden) and pole 
forces (Biovision, Germany) were measured in 200 Hz. 
These data served as input to inverse dynamic simulations in 
The AnyBody Modelling system (AMS 6.0, Anybody 
Technology A/S, Denmark). For each participant and sitting 
position, simulations were made for exercise intensity 37W 
and MAX over four poling cycles using a 5th order 
polynomial muscle recruitment criteria. Compression forces 
and anterior shear forces between L4 and L5 were computed 
and normalized to each participant’s standing joint 
reactions. Data were compared pair-wise between the two 
sitting positions.  

Statistical significance (p ≤ 0.05) were marked with asterisk 
(*). Tendency of difference (0.05 ≤ p < 0.10) were marked 
(ǂ).  

RESULTS AND DISCUSSION 
Performance was higher in position KH (KL: 0.77±0.08 
W/kg, KH: 1.00±0.14 W/kg, p < 0.01). No difference were 
observed in cycle length or cycle time. Kinematics results 
showed that KL had less spine flexion and range of motion 

in flexion. KH showed higher mean pole force in 37W and 
tendency of higher peak pole force in MAX. 

In standing, L4/L5 compression and anterior shear forces 
were 354 ± 45N and 32 ± 11N respectively. The normalized 
L4/L5 reaction forces (fig. 1) were larger in KH, especially 
during MAX intensity due to higher power. For equal power 
output, 37W, the mean anterior shear force was larger in KH 
and the mean compression force showed tendency of larger 
in KH (p=0.077).  

Figure 1: Normalized joint reaction forces, compression and 
anterior shear forces, between vertebrae L4/L5 for the two 
sitting positions KH and KL with trunk restraint. Min – 
minimal force, Maximal force and Mean – mean force over 
the four poling cycles.  

CONCLUSIONS 
Based on inverse-dynamics musculo-skeletal simulations of 
5 abled-bodied athletes, the sitting position KL with frontal 
restraint reduced the compression and shear force between 
the L4/L5 vertebrae but impeded performance. This study 
shows the difficulty of comparing performance and safety in 
the same piece of equipment.  
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INTRODUCTION  
Shoulder overload injuries are a major problem in throwing 
sports [1]. Throwing is characterised by a forceful internal 
rotation and after ball release the internal rotation is braked 
by eccentric action of the external rotators. External rotator 
strength has previously been related to increased risk of 
shoulder injury [2]. Also proprioception is considered im-
portant for functional stability of the shoulder, and pre-
viously proprioceptive measures like threshold to detection 
of movement or reproduction of position have been used to 
evaluate shoulder function in athletes [3]. The objective of 
this preliminary study was a) to examine the potential 
differences in shoulder proprioception and external rotator 
activation between athletes with and without shoulder pain, 
and b) to investigate how fatigue influences shoulder 
proprioception, using a novel, and more dynamic, method of 
measuring detection of movement in the shoulder. 

METHODS 
24 female elite level European team handball athletes (aged 
18-26 yrs) volunteered to participate. 10 players were 
participating in training and games despite pain, and 14 
players without symptoms served as control group. First, 
maximal isometric internal rotation strength (MVIC) was 
measured in a supine position with the shoulder and elbow 
in 90° abduction and flexion, respectively, using a handheld 
dynamometer. Subsequently, the subjects were seated 
upright with the upper arm supported in 90° abduction in the 
scapula plane, the elbow in 90° flexion and the forearm 
vertical. From the back side of a firmly attached wrist band, 
a cable was directed around a pulley to an electromagnet 
with a load attached. The subject would hold the load above 
the ground by a slight internal rotation of the shoulder joint 
to a vertical position of the forearm, and as such be in a 
position similar to a throwing position. At a random interval 
1-3 second after lifting the load off the ground, the load was 
released and the shoulder would internally rotate. The 
subjects were instructed to, as quickly as possible, 
decelerate the internal rotation, thereby resembling the 
situation after ball release in throwing. An accelerometer 
was attached to the wrist to record the movements. After 
integration of the acceleration data, the time from release to 
the start of deceleration (reaction time, RT) was determined 
as the time to peak velocity. This outcome parameter is 
proposed to rely on the proprioceptive ability to detect onset 
of movement, however in a more dynamic –and functional- 
manner, compared to other measures of thresholds to 
detection of movement. The time from the start of the 
deceleration to the end of internal rotation, i.e. the instant of 
zero velocity was defined as deceleration time (DT). DT 
may rely on the ability to forcefully activate the external 
rotators. The total stop time was the sum of RT and DT, and 
by further integration of the velocity curve the total distance 
moved was obtained, and these parameters comprised both 

RT and DT as an overall measure of shoulder stability. After 
thorough practice, 5 test trials were performed. The tests 
were performed with a load corresponding to 30 % MVIC.  
Data was collected before and after a functional fatiguing 
protocol consisting of alternating 5 maximal throws with 5 
submaximal throws for a total of 60 throws. Level of fatigue 
was rated using a 10-point Borg-scale. A two-way repeated 
measures ANOVA was used to examine differences 
between groups and effect of fatigue. 

RESULTS AND DISCUSSION 
Level of fatigue increased from 2.2 to 6.2 (p>0.001) on the 
10-point Borg scale for both groups combined, but no 
difference in fatigue development between groups were 
found. Also no difference in MVIC between groups was 
found. Significantly slower RT was observed in the group 
with pain (pain group: 101 ms (SD: 8.7) vs. control group: 
93 ms (SD: 9.5), p=0.03, effect size: 0.83), which may 
indicate that the ability to detect the sudden perturbation was 
diminished in this group. However, the observed difference 
did not change with fatigue, indicating that proprioception is 
not affected by fatigue, as also shown in other studies (e.g. 
[2]). No differences between groups were found in the other 
outcome parameters, which may indicate that the ability to 
activate the external rotators is not influenced by pain, or 
that lack of external rotator activation was not the problem 
in this small sample of athletes. No effect of fatigue was 
detected in any parameter, but a numeric, yet non-
significant, increase in DT after fatigue corresponding to 
10% was observed for the group with pain compared to the 
control group (7 ms (SD:17) vs. 1 ms (SD:6), respectively, 
p=0.22). This may be further explored in a larger study.  

CONCLUSIONS 
This new approach to testing shoulder stability during 
conditions more close to functional throwing conditions was 
able to distinguish athletes throwing with pain from non-
symptomatic control subjects, showing a slower reaction 
time, but no effect of fatigue. The present study cannot 
determine whether this observed difference is a result of 
pain or a factor contributing to a poorer stability, potentially 
resulting in pain. The potential of this test may be further 
explored in a larger prospective study. 
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INTRODUCTION  
Most of the falls occur after a loss of balance while walking 
and after an unexpected perturbation such as a slip or trip 
[1]. Therefore, understanding of how humans control and 
maintain stability during perturbed walking can help to 
reduce the likelihood of falls. To our knowledge, there have 
been no studies to compare dynamic stability and gait 
parameters during perturbed walking in different directions, 
despite the high ecological validity of this research question. 

This study aimed to examine the effect of unexpected 
perturbations applied from different directions on gait and 
dynamic stability during treadmill walking. 

METHODS 
10 healthy young participants (age: 22-36 yrs; 7 females) 
walked on a perturbation treadmill (Balance Tutor) at fixed 
speed of 1.11 m.s-1 and were subjected to unexpected 
perturbations in left, right, forward, and backward 
directions. First, subjects completed 5 min of normal 
walking without perturbation, to become familiar with the 
treadmill. The last min of normal walking trial was used for 
data analysis (Normal). Then, 4 trials of 1 min treadmill 
walking were recorded. During each trial, a single 
perturbation towards a specific direction was presented.  

Kinematic data was recorded at 200 Hz with 8-camera 
motion capture system (Vicon Motion System, Oxford, 
UK). A total of 35 reflective markers were placed at specific 
anatomical locations in accordance with the Plug-In-Gait 
marker set. Time frame of interest was 15 sec including 5 
sec before and 10 sec after perturbation. Gait parameters 
including step length, step width, and cadence as well as 
margin of stability in anterior posterior (MoS-AP) and in 
medio-lateral (MoS-ML) directions were measured at the 
instant of the heel strike. All parameters were measured with 
custom MATLAB programs.  

Statistical analysis was performed using SAS software. One 
way repeated measures ANOVA including a post hoc 
Bonferroni test was used to analyze measurements.  

RESULTS AND DISCUSSION 
Results show that gait characteristic and dynamic stability 
were affected depending on the direction of the presented 
perturbations (Table 1).  

Stride length during sideward perturbations was 
significantly shorter than Normal (p<0.001); also stride 

length during left perturbation was significantly shorter than 
backward (p<0.001). Step width during left perturbation was 
significantly larger than Normal (p<0.001) and forward 
perturbation (p<0.05). Cadence during sideward 
perturbations was higher than Normal (p<0.001). 

Shorter step lengths, which bring the center of mass (COM) 
closer to the moving base of support (BOS), enhance 
stability [2]. Our findings are line with previous studies that 
showed decreases in stride length as well as increases in step 
width and cadence with increasing perturbation intensity [3]. 
Our study shows that subjects exhibited the strategy of 
decreased stride length and increased step width and 
cadence particularly during sideward perturbations.  

MoS-AP during sideward perturbations was significantly 
lower than Normal (p<0.001). In contrast, MoS-ML during 
left perturbation was significantly higher than Normal 
(p<0.05). Also, MoS-AP during forward perturbation was 
significantly lower than Normal (p<0.05). MoS-AP accounts 
for the relationship between the BOS boundaries and COM 
motion. In previous studies, MoS-AP significantly 
decreased in response to perturbation [4]. While, MoS-ML 
increased in response to applied perturbation implies a 
decreased in risk of falling [4]. Results suggest that lateral 
dynamic stability was controlled by taking wider steps to 
maintain stable walking, as found previously [3, 4]. 

CONCLUSIONS 
The results show that the increase in cadence and step width 
as well as decrease in stride length are strategies to increase 
MoS, and thus to decrease the probability of falling in the 
presence of perturbations in young adults. According to this 
observation, sideward perturbations seem to be more 
challenging than forward and backward perturbations. 
Further studies need to evaluate whether similar balance 
control strategies exist in older adults. In this context, this 
study can be useful for designing advance balance and gait 
evaluation under dynamic conditions and for introducing 
novel assessment protocols for estimating fall risk.  
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 Table 1: Results for margin of stability and gait parameters in different conditions (mean and SD; n = 10). 
Normal  left right backward forward

Stride length [cm] 128.59 ± 8.9 122.31 ± 12.05 123.78 ± 9.69 127.36 ± 8.15 125.14 ± 10.38 
Step width [cm] 20.84 ± 3.64 23.56 ± 4.70 22.28 ± 4.15 22.18 ± 4.27 21.85 ± 4.04 
Cadence [steps/min] 104.17 ± 6.85 110.57 ± 12.40 108.93 ± 10.49 106.14 ± 6.47 107.54 ± 9.18 
MoS-ML [cm] 8.88 ± 1.41 9.62 ± 2.26 9.01 ± 1.88 9.23 ± 1.68 9.05 ± 1.75 
MoS-AP [cm] 8.95 ± 2.91 6.15 ± 5.07 6.20 ± 4.99 7.64 ± 3.38 6.91 ± 4.81 



UNPREDICTABLE SLIP AND TRIP TRAINING INVOKES BOTH REACTIVE AND PROACTIVE LEARNING 

1,2 Yoshiro Okubo, 1,2 Matthew A Brodie, 1,2 Daina L Sturnieks, 1 Barbara Toson, 1,2  Cameron Hicks, 1 Stephen R Lord 
1 Neuroscience Research Australia 

2 The Japan Society for the Promotion of Science 
3 University of New South Wales 

Corresponding author email: y.okubo@neura.edu.au 

INTRODUCTION  
Falls are a major problem for older people. Perturbation 
training is a relatively new approach with preliminary data 
suggesting that one training session can reduce falls by up to 
50% [1] Furthermore, systematic review evidence suggests 
that following exposure to repeated perturbations in the 
laboratory, older people quickly adapt their gait and reactive 
responses to avoid falling [2]. The predictability of repeated 
perturbations has led to proactive adaptations within the 
session including slower gait and a more forward leaning 
posture, which may confound the study of reactive learning. 

Here we present data from a new training system 
incorporating the possibility of both trips and slips in 
various walkway locations. Gait adaptions were minimized 
by fixing cadence and step length to maximise perturbation 
impact. This paper aims to determine if both proactive and 
reactive learning can be invoked by unpredictable training 
regimes. 

METHODS 
Ten healthy young adults (5 female and 5 male) aged 20 to 
40 years participated. The training system comprised an 11-
m walkway of moveable decking tiles. Slips of up to 70cm 
were induced by movable plate on hidden low friction rails. 
Trips were induced by spring loaded 14-cm height tripping 
panels, released from the decking tiles using a wireless 
controller during mid swing phase. Participants received a 
total of 12 slips (S1 to S12) and 12 trips (T1 to T12) trials 
with 6 unperturbed walk trials randomly presented 
throughout. Perturbations were given in three conditions sets 
of 8 trials: (1) right leg fixed location, (2) left leg fixed 
location and (3) random leg, random locations.  

An 8-camera VICON system at 100 Hz was used to collect 
kinematic data. Thirty four 14-mm markers were attached to 
the whole body according to a modified Plug-in-Gait model 
(Nexus 1.8.3). Centre of mass (COM) and margin of 
stability (MOS) were calculated from the 3D markers using 
custom software developed in MATLAB (R2010a). 

Figure 1: Trunk angles and MOS during approach, trips (A) 
or slips (B) and recovery during the first and last trials 

RESULTS AND DISCUSSION 
Slips induced backward followed by forward trunk leaning 
caused by acceleration followed by deceleration of the 
slipping plate [Fig 1A]. Trips induced forward leaning only 
[Fig 1B]. No changes in cadence or walking speed were 

observed. Participants therefore had to react differently to 
slips and trips to avoid falling. This enabled us to examine 
the reactive (feedback) learning while minimizing the 
proactive (feedforward) learning. 

Trips: No participants recorded a fall. Across the 12 trips, 
mean MOS at the first recovery step improved (-30cm at T1 
and -11cm at T12, p=0.03) and the maximum trunk angle 
following the trip decreased [Fig 2B] (p=0.02). This 
indicates the participants learnt to take more effective 
recovery steps. Reactive learning included increases in 
COM height (p = 0.005) and toe height (p=0.005) during 
obstacle clearance. The higher COM may be induced by 
more push-off indicated by increased plantar-flexion of the 
stance ankle during obstacle clearance (1.2º at T1 and -13.8º 
at T12, p=0.02). During unperturbed walks a proactive 
increase in toe clearance (+3.0cm) was also detected, but 
this was less than the increase in toe height during recovery 
(+12.8cm). 

Slips: One participant recorded a fall on their first slip (S1). 
Across the 12 slips, mean MOS at the first recovery step 
remained positive (+10cm at S1 and +18cm at S12, p>0.05). 
This demonstrates most participants maintained their 
balance in recovery. Reactive learning included reduced 
slipping speed (135cms-1 at S1 and 83cms-1 at S12, p=0.003) 
and increased COM height during the slip (p = 0.008). 
Participants learned to minimise the slip by reducing the 
mean “COM-BOS (base of support) angle” between the 
COM and the heel of the foot during slip (p = 0.02), which 
accounted for 64% of the change in slip speed (r=0.80). 
Increased dorsi-flexion of the slipping leg ankle at slip 
termination (-1.8º at S1 and 8.8º at S12, p=0.01) also 
suggests the BOS was more beneath the COM. A proactive 
change in the “approach angle” at the first contact with the 
sliding plate was also detected (p=0.09) but this only 
accounted for 15% of the reduced slip speed (r=0.30).  

CONCLUSIONS 
The slips and trips induced opposing balance loss and 
required participants to react immediately simulating real 
life fall scenarios. The unpredictable training invoked both 
proactive (increased toe clearance and decreased approach 
angle) and reactive (increased COM height and dorsi-flexion 
of the sliding ankle) learning in a single session. Therefore, 
this may provide a powerful tool to prevent falls.  
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INTRODUCTION  
Human walking can be perturbed substantially by small but 
unanticipated height irregularities of the ground surface. The 
reaction to an obstacle is planned about two footfalls ahead 
[1], and appears to greatly reduce the disturbance from a 
bump in the surface. However, the adjustments that take 
place are not understood, nor are the effects if the bump is 
unanticipated. Simple walking models help to explain the 
mechanics of walking, in terms of timing and amount of 
work performed by the two legs during the step-to-step 
transition. These models suggest that the timing is 
particularly critical for bumpy terrain. Therefore, in an 
experiment we measured the work and timing performed by 
humans traversing a single, small bump, when it is 
anticipated and unanticipated. 

A bump is expected to have several consequences. Its height 
and therefore potential energy difference should slow down 
a person for at least the step on the bump. If average speed 
is to be recovered, the body must be accelerated, which 
would require more mechanical work than level walking. A 
simple model shows that trailing leg push-off should 
normally occur just before the leading leg collision to reduce 
energy losses [2], but an unanticipated bump would be 
expected to disrupt that timing with a relatively earlier 
heelstrike collision, and ultimately more total work to 
traverse and recover from the bump. In contrast, anticipation 
should provide opportunity to plan for and reduce the timing 
disruption. We therefore expect an unanticipated bump to 
entail more overall mechanical work, with earlier relative 
timing of collision, compared to an anticipated bump. We 
therefore conducted an experiment to examine how humans 
compensate for a small bump in the road. 

METHODS 
Healthy human subjects (N=8) walked on a treadmill while 
their walking was occasionally disturbed by small bumps 
affecting a single step at a time (Figure. 1). The bumps 
consisted of 2.5 cm thick foam (rigid, closed-cell 
polystyrene), which were manually placed onto the treadmill 
either Anticipated (with full vision available) about one step 
ahead, or Unanticipated due to visual obstruction of the 
bump by basketball dribbling glasses and headphones to 
reduce audible cues. Two relevant steps were examined: the 
step starting with the heelstrike just Before the bump, and 
the next step starting On the bump. We quantified 
mechanical work performed on the center of mass (COM 
work rate) by each leg, summarized by total positive work 
for each step (Figure 1). Relative timing was quantified by 
the time by which positive Push-off work by trailing leg 
preceded negative Collision work by the other, based on the 
instances when 50% of the corresponding leg work was 
performed. 

RESULTS AND DISCUSSION 

We found that subjects performed more work with poorer 
timing when stepping on the Unanticipated bump (Figure 1). 
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Figure 1: Experiment stepping onto an Anticipated or 
Unanticipated foam bump. Traces of COM (center-of-mass) 
work rate vs. time for Before and On bump steps; and bar 
graphs of positive COM work and of push-off-to-collison 
time lag (*p<0.05). 

Positive COM work was greatest in the unanticipated On 
step, 74.1% (p <0.05) greater than normal. In normal level 
walking, Push-off precedes Collision by about 37 ms, but 
actually occurred about 52 ms later (shown as negative 
timing, Figure 1) in the on-bump Collision (p<0.05). In 
contrast, the Anticipated bump resulted in less positive 
work, only 28.5% (p <0.05) greater for On step compared to 
normal level walking. Anticipation also yielded timing more 
similar to normal, about 32 ms. Some of the compensation 
occurred prior to the bump, with about 9.3% more positive 
work (p <0.05) during Before step, with overall work of 
both steps far less than Unanticipated case. Work rates 
traces show that compensations mostly occurred in the 
middle stance phase after collision. 

CONCLUSIONS 
Traversing an unanticipated bump requires more mechanical 
work than normal, and disrupts the timing of the push-off. 
Anticipation leads less mechanical work and better timing. 
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INTRODUCTION  
Humans use a combination of step placement and other 
movements to balance during walking. Lateral balance 
appears to be particularly unstable, countered by active 
control of lateral foot placement [1], particularly for lateral 
perturbations toward the swing leg [2]. However, dynamic 
modeling [1] and standing balance experiments [3] suggest 
that rotation of the trunk and limbs (arms and swing leg) 
about the body center of mass can generate reactions that 
affect lateral balance as well. We propose that humans use 
trunk and limb rotations for balance, less prominently than 
foot placement but nonetheless significantly. Moreover, the 
magnitude of such rotations should increase under conditions 
that limit freedom of foot placement. We therefore performed 
an experiment to test whether and how humans employ body 
rotation to counter externally applied lateral perturbations. 

METHODS 
We used a force-feedback cable system to apply brief lateral 
perturbations at waist level to healthy human subjects 
walking on a treadmill (Fig. 1). We measured perturbation 
responses in terms of trunk and limb rotation as well as foot 
placement. The cable system allowed for relatively free 
lateral motion, except when superimposing a lateral pull at 
varying points during the stride. Subjects (n = 10) were asked 
to walk at 1.25 m/s on an instrumented split-belt treadmill, 
with cables attached via a harness designed to allow for 
unimpeded arm swing. 

We used momentary perturbations throughout each subject’s 
gait cycle to test for phase dependence. Perturbations (100 – 
250 N, 0.2 sec duration) were randomly applied to the left or 
right at 10 equally spaced time points during the subject’s gait 
cycle, as detected from ground reaction forces. Perturbation 
and timing were randomized, with 6 - 10 normal strides 
between perturbations. We then used inverse dynamics and 
other calculations to estimate the lateral force induced on the 
body center of mass by rotation of the trunk, and compared it 
against lateral foot placement at different phases of the gait 
cycle. We focused on perturbations toward the stance leg, 
which must be countered either with a cross-over foot 
placement, or with a trunk reaction.  

RESULTS AND DISCUSSION 
Subjects performed either foot placement or trunk reaction 
for balance, dependent on perturbation timing. They 
produced trunk-induced lateral force for early-stance 
perturbations, along with relatively little lateral foot 
displacement adjustments (Figure 1). In contrast, cross-over 
steps were produced in response to mid-stance perturbations, 
but with very little trunk action. These differences may be due 
to the stance leg acting as a physical obstacle to the swing leg 
crossing over, in early stance. Later in stance, the swing leg 
has a clearer path to crossing over. Trunk rotation appears to 

be used to greater extent when cross-over is impeded, as was 
the case for early-stance perturbations. 

Figure 1: (Top) Inverted pendulum model of the body during 
perturbations towards the right stance leg, at early stance 
(left) or at mid-stance (right). (Bottom) Representative data 
from one subject shows greater trunk-induced lateral force in 
response to early stance perturbations, coupled with a lack of 
the cross-over step placement seen after mid-stance 
perturbations.  

CONCLUSIONS 
Upper body motion is used to control lateral balance during 
walking. Although lateral foot placement remains the 
dominant mechanism to correct against perturbations, 
multiple limb actions may be selected and coordinated as 
well, particularly when foot placement is constrained. 
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INTRODUCTION  
Humans often negotiate uneven terrain, visually anticipating 
bumps and then planning and executing compensatory 
actions. On level terrain, the energetically optimal motion 
entails steady speed and stride parameters [1], but stepping 
up a sidewalk curb might entail intentional speed 
adjustments both prior to and after the step up. The type and 
governing factors for such adjustments are unknown. 
However, optimality might still apply to uneven terrain just 
as it does on level terrain.  

A step up a curb disturbs walking speed. The upward motion 
generally implies a loss of forward speed, which could be 
compensated for through other, intentional speed 
adjustments. as compensation. In steady walking, a major 
contribution to energetic cost is from the work performed to 
redirect the body center of mass velocity in the transition 
from one pendulum-like stance leg to the next [2]. We 
hypothesize that such work also applies to non-steady gait 
and stepping up and down curbs. Minimization of these 
step-to-step transition costs might explain and predict the 
speed adjustments appropriate for transient perturbations. 
We therefore computed optimal speed trajectories for the 
model, and tested them with human subjects walking up and 
down curbs and bumps. 

METHODS 
We simulated a simple walking model with a point mass for 
the pelvis and rigid, pendulum-like legs taking fixed step 
lengths (Figure. 1). Energy losses come only from collisions 
similar to a “rimless wheel” [2], and are restored by 
impulsive push-off from the trailing leg just prior to leading 
leg heel strike collision. We modeled the perturbations such 
as a step up as small, vertical height discrepancies. 
Optimization was performed to determine the push-off 
sequence, in terms of positive push-off work, to most 
economically negotiate the terrain unevenness. For a single 
step up a curb, the optimal strategy is to speed up over 
several steps prior to the step up, losing speed on the upward 
step, and then gradually speeding up again to return to 
nominal speed. Each type of perturbation yields a different 
optimal speed trajectory. 

In the experiment, healthy young adult subjects (N = 12) 
walked on a walkway with four possible perturbations (Fig. 
1). These included a step up, a step down, and two 
combinations thereof. A floor surface of slightly greater 
height (7.5 cm) was devised from rigid foam blocks, 
arranged to simulate a sidewalk curb or bump. Subjects 
were instructed to traverse the walkway with approximately 
the same self-selected speed regardless of perturbation. We 
measured step-by-step walking speed with inertial 
measurement units on the feet, and compared speed 
deviations with the model (Figure 1). 

RESULTS AND DISCUSSION 
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Figure 1: Experiment included walking up a curb and other 
conditions. Average speed trajectories for Model and 
Human both exhibited speeding up, then slowing down on 
and briefly after the curb, and then restoring nominal speed. 
Predictions were assessed with correlation coefficients 
against human; positive values indicate predictability for 
Optimal Push-off (OP) model, Constant Push-off (CP) 
suboptimal model, and Constant Speed (CS) control 
(*p<0.05). 

Human subjects adjusted gait speed significantly and 
repeatably. For the step up a curb, humans sped up in 
advance of losing speed on the curb, then regained speed 
similar to the model (Figure 1).  Moreover, the speed 
trajectories for the other perturbations; Step Down, Up-and-
Down, and Down-then-Up-and-Down were also quite 
similar to prediction (positive correlations, not shown). The 
work for redirecting the body center-of-mass between steps 
therefore appears to govern the speed adjustments humans 
make for uneven terrain. 

CONCLUSIONS 
Humans adjust their speed dynamically to economically 
traverse small bumps and curbs. Adjustments occur for 
several steps prior to and after a perturbation, as predicted 
by a simple dynamic walking model minimizing mechanical 
work for step-to-step transitions. 
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INTRODUCTION  
Musculoskeletal models are increasingly used within 
kinematics and dynamics studies of human locomotion, to 
estimate various non measurable quantities, such as 
muscle and joint contact forces. These models are typically 
driven by kinematics data from stereophotogrammetric 
motion capture systems, which are certainly the most 
accurate, but are usually also expensive, bulky and require 
a dedicated laboratory with trained personnel. An 
increasing number of studies are therefore investigating 
the use of wearable Inertial Measurement Units (IMUs) to 
assess human kinematics, both for clinical and outdoor 
applications [1]. Some studies also assessed their use to 
drive musculoskeletal models [2]. Nonetheless, the 
widespread use of IMUs is still limited by the fact that 
their orientation estimates are generally affected by errors, 
due to both intrinsical (i.e. parameters calibration 
sensitivity) and environmental causes (electromagnetic 
disturbances), which need to be dealt with through 
appropriate procedures [3].  
This study presents an IMU-based model-constrained 
Inverse Kinematics (IK) tool designed to overcome this 
limitation so as to accurately estimate joint angles on 
multiple Degrees of Freedom (DoF) kinematic chains.  

METHODS 
In order to isolate IMU-related sources of errors from 
IMU-independent ones, such as soft-tissues artefact and 
bone alignment, the accuracy assessment of the proposed 
IMU-based IK tool was conducted on a robotic arm. A 6-
DoF UR-10 (Universal Robots A/S, Denmark) was used to 
perform the experiments.  
Four Cometa WaveTrack IMUs (Cometa Systems, Italy) 
were positioned on the four links around the three most 
proximal joints of the robot (i.e. shoulder-pan, shoulder-
lift and elbow joints). The desired trajectory was defined 
by manually moving the robot links. The robot was then 
programmed to repeat it consecutively for four times. One 
trial was recorded at 50 percent of the robot maximum 
speed (i.e. 60 deg/s for the shoulder and 90 deg/s for the 
elbow). Data were synchronously collected, using a 
common trigger signal, from the robot’s encoders (125 Hz) 
and from IMUs (286 Hz).  

A model of the UR-10 was implemented in OpenSim [4] 
porting the URDF model available as part of the ROS-
Industrial package [http://wiki.ros.org/universal_robot]. 
Virtual IMUs were placed on model links accordingly to 
the placement procedure followed in the experimental 
setup. 
Joint angles were then computed using the developed 
IMU-based IK tool. This tool estimates the model pose at 
each time frame minimizing the sum of the squared 
differences, expressed as the absolute angle around the 
Euler axis, between the orientation of the experimental and 

the virtual IMUs, the latter rigidly attached to model links. 
The main innovation and benefit of the developed 
approach is the use of model constraints to reduce the 
space of the possible solutions, i.e. model poses, so 
increasing the overall accuracy of the results. 
Results obtained from the IMU-based IK were compared 
to the experimental joint angles measured from the robot 
encoders in terms of Pearson correlation coefficient, Root 
Main Square (RMS) error and maximum absolute error. 

RESULTS AND DISCUSSION 
The proposed IMU-based IK estimates showed (Figure 1) 
an almost perfect agreement with the experimental joint 
angles measured from robot encoders for all the observed 
joints (r > 0.999). Evaluated over the full trial, the highest 
RMS error was recorded at the shoulder-pan joint, equal to 
0.89 deg. The highest absolute error, 1.93 deg, was 
recorded at the same joint. 

Figure 1: Robot joint angles: experimental from robot’s 
encoders (red) and IMU-based IK estimates (blue). 

CONCLUSIONS 
The aim of the proposed study was to assess the 
performances of the developed IMU-based IK tool on the 
controlled test-case of a multi-DoF robot arm movement. 
The obtained results are very promising, showing that the 
presented approach could help to overcome the limitation 
of IMU technology for motion analysis applications, 
enabling their usage with musculoskeletal model in both 
clinical and outdoor scenarios. 
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INTRODUCTION  
The measurement of temporal events during walking is 
fundamental to assessment of many features of walking. In 
more recent years inertial measurement units (IMU) have 
become popular for the assessment these features. IMU 
systems allow measurement to be performed outside the 
confines of a gait laboratory with relatively little expense. 

Previous work has shown that the timing of initial (IC) and 
final (FC) ground contact times can be estimated from 
angular velocity measurements of the shank obtained using 
a gyroscope [1,2]. The pattern of angular velocity about the 
mediolateral axis is distinctive with a peak around mid-
swing and sharp troughs before and after this peak. A 
number of different methods to filter and extract the times 
for IC and FC from the troughs in the gyroscope signal have 
been described. While the timing of ICs have generally been 
accepted to occur at the minima of the gyroscope velocity 
following mid-swing [1,2], more recently the relationship 
between the timing of FCs and the minima in the gyroscopes 
velocity preceding mid-swing have been questioned [3].  

The purpose of this work was to investigate relationship 
between the timing of IC and FC, and the angular velocity 
of the shank measured by both a motion capture system, and 
a shank mounted gyroscope, for the purpose of determining 
IC and FC from a single gyroscope angular velocity 
measurement 

METHODS 
Ten healthy young adults (5M, 5F; 20-29 years; 57-97kg; 
1.63-1.93m) were recruited for this study. 
Subjects walked on a treadmill to assess their comfortable 
walking speed (0.96-1.28m/s). Treadmill walking trials were 
subsequently performed in random order at comfortable, 
slow (comfortable -20%), and fast speeds (comfortable 
+20%) for 3 minutes, over 2 sessions. A total of 60 walking 
trials were recorded. Reflective markers were used to track 
the orientation of the right shank, as well as the position of 
the heel in space for each subject. Marker positions were 
tracked using a 12-camera motion capture system (60 Hz) 
using Cortex (Motion Analysis Corp., Santa Rosa CA, USA) 
software. Only motion in the sagittal plane was considered 
for this analysis. An IMU (W2, Memsense Rapid City, SD 
USA - 100Hz) was attached laterally to the mid-shank. Only 
the gyroscope signal corresponding to angular velocity 
around the mediolateral axis was used for analysis.  

Shank angle in the sagittal plane was calculated using Visual 
3D software (C-motion, MD, USA). Shank angle, heel 
marker position and gyroscope angular velocity signals were 
processed using Matlab R2015b (Mathworks, Natick, MA, 
USA). IC and FC times were determined from heel marker 
velocity using the method described by Zeni et al. [4].  

RESULTS AND DISCUSSION 
The results for a representative subject walking at a 
comfortable speed are shown in figure 1. 

Figure 1: Sagittal plane shank angular velocity for a 
representative subject at comfortable walking speed. 

These data show that IC coincides most closely with the 
time of zero angular velocity following mid-swing, whereas 
the timing of FC coincides with the minima in angular 
velocity of the shank immediately preceding mid-swing. 
This supports the results described by Aminian et al. [1], 
who found a systematic error of 10ms delay in the 
determination of IC using gyroscopes.  The concept that IC 
occurs at or around the time of zero angular velocity has 
biomechanical validity, as it is the instant when the shank 
switches from pivoting forward about the hip and knee, to 
pivoting about the heel. 

CONCLUSIONS 
These results show that the timing of IC and FC while 
walking on a treadmill can be determined with a high level 
of accuracy using a gyroscope. While the method that 
performed best for these subjects differs from methods 
previously described, further testing with healthy subjects as 
well as older, and impaired subjects, is required before 
previous methods can be discounted. Whether this method 
can be applied to overground walking also requires future 
investigation. 
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INTRODUCTION  
When performing a study with pressure distribution insoles 
own measured data are often compared with those 
published in literature even if different measuring systems 
are used. Sometimes the literature provide some reference 
data [1] or 
norm values which are then used to classify the own data. 
This study deals with difficulties, which may occur when 
comparing data from different pressure distribution insole 
systems. 
METHODS 
Two different well-established insole systems (S1, S2) were 
compared during different movements of daily activity for a 
certain number n of subjects: (i) counter movement jump 
(CMJ) on a force platform FP (Type: 9287C, Kistler, 
Switzerland, n=50), (ii) walking (n=15), and (iii) descending 
stairs (n=11). Directly before data acquisition both insoles 
system were calibrated. Each subject performed six CMJ 
with each insole system on the force platform so that force 
and pressure data could be c synchronously. 27±1 steps 
were performed during treadmill walking at 4.0±0.1 km/h. 
Descending velocity of the stairs was 85 steps/min and the 
middle five steps were analyzed. Measuring frequency of 
the FP was 1000Hz and that of both insole system was 
200Hz. For the CMJ trials the jump height h was calculated 
by the flight time t for both force platform and S1, S2 with 
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For each of the foot regions forefoot (fore_f), midfoot 
(mid_f), and rearfoot (rear_f) of the right foot. two 
parameters are extracted from the pressure data: (i) p_max, 
defined by the maximum pressure value occurring during 
the movement, and (ii) p_ave, here for every time step the 
values of all sensors within the corresponding region are 
averaged. p_ave is then defined by the maximum of these 
mean values during the movement. 
Because of partly missing normal distribution, Wilcoxon 
test was used to check for significant differences (p<.05).  

RESULTS AND DISCUSSION 
Jump height differs significantly between the three 
measuring systems (Table 1), but these differences are small 
and therefore not relevant in daily practice. S1 provide 
significantly lower values for both p_max and p_ave 

compared to S2, except p_ave during walking. For S1 both 
p_max and p_ave are significantly lower at the mid_f 
compared to fore_f and rear_f, whereby the differences 
between the last mentioned regions are less than 3 N/cm². 
This effect can also be observed for S2 with respect to p_ave 
whereas p_max at rear_f is significantly lower compared to 
fore_f. Thus, during walking S1 and S2 do not differ only 
with respect to absolute values but also in the load ratio 
between fore_f and rear_f. For both insole systems, the 
analyzed pressure values are similar or smaller for 
descending stairs compared to walking at 4 km/h. The 
relative differences of p_max between S1 and S2 are larger 
for descending the stairs compared to walking. For S2 both 
p_max and p_ave reveal their maximum at fore_f and the 
minimum at rear_f. This tendency cannot be observed for 
p_max in S1. So also for descending stairs, the insole 
systems show different characteristics when comparing 
mid_f to rear_f.  

CONCLUSIONS 
The number of measurements executed after the latest 
calibration might affect the measurement outcome of 
pressure distribution insoles, so that both systems were 
calibrated directly before the measurements. However, the 
partial large differences in the analyzed parameters indicate 
that researchers must be very careful when comparing own 
pressure distribution insole data with those in the literature, 
especially when different insole systems are used. The 
differences depend not only on different sensors used in 
different systems but also on varying spatial resolutions. Our 
results show that especially comparing maximum pressure 
values seems to be critical.  When comparing parameters 
averaged over several sensors as it was performed in this 
study by p_ave, the absolute differences between the 
systems still remain.   However, at least the general load 
characteristics seems to be better comparable. Finally, both 
analyzed insole systems seems to calculate accurately the 
height during jumping performances so that the use of a 
force platform is not compulsory for this purpose.  
On the congress several additional parameters are presented 
to compare both insole systems. 
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Table 1: Analyzed jump heights and pressure values (mean ± SD). 
S1 - insole system 1, S2 - insole system 2, FP - force plate, p_max - maximum pressure, p_ave - average pressure, 
fore_f - forefoot, mid_f – midfoot, rear_f: rearfoot 
#: sig. difference between S1 und S2, §: sig. difference between S1 und FP, &: sig. difference between S2 und FP 
$: sig. difference between S1 and S2 for all pressure parameters except p_ave in the region mid_f during walking. 

system 
jump 
height / 
cm 

 Insole pressure during walking at 4km/h, $  Insole pressure during descending stairs, $ 
p_max / N/cm² p_ave  / N/cm² p_max / N/cm² p_ave  / N/cm² 

fore_f mid_f rear_f fore_f mid_f rear_f fore_f mid_f rear_f fore_f mid_f rear_f
S1 23±5,#,§ 22±5 10±4 20±8 7±1 4±1 6±2 14±4 7±1 8±3 5±2 3±1 3±1 

S2 21±5,#,& 52±15 21±10 35±14 11±2 4±2 11±2 48±18 20±9 17±5 8±1 6±2 4±1 

FP 22±5,§,& 
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INTRODUCTION  
Kinematic measurement is an integral part of biomechanics 

and the current gold standard is to use optical motion 

capture to track segmental positions and orientations. 

However, optical motion capture is limited to small capture 

volumes, and requires significant time and cost. One method 

to overcome these limitations is to use inertial measurement 

units (IMUs) to measure the linear accelerations and angular 

velocities of the body segments. Typical IMU-based motion 

measurement systems integrate acceleration and angular 

velocity data, resulting in numerical drift. Although data 

fusion algorithms have improved in recent years, reducing 

the error from drift, these methods are not immune to drift 

problems over longer time periods (i.e. > 20mins).  

This paper presents a new approach that combines IMU data 

with a capacitive stretch sensor to perform drift correction. 

We tested our approach using a simplified model of the 

elbow joint and illustrate how the addition of a stretch 

sensor can improve the estimation of a simple flexion-

extension joint motion over an 80 min epoch.  

METHODS 
Our sensor integration set up involved coupling two six-axis 

IMUs (LSM6DS3) with a capacitive stretch sensor 

(StretchSense,NZ) connected to an Arduino microcontroller. 

The Arduino board was programmed to collect synchronous 

data from all three sensors. The IMUs and stretch sensor 

were attached to a wooden rig with a one-degree of freedom 

hinge joint, to represent a human elbow joint (Figure 1). We 

ensured the stretch sensor was pre-stretched at full 

extension. Using the onboard data fusion filter provided by 

the IMU manufacturer [1] we calculated 3D Euler angles 

between the two segments of interest. The stretch sensor 

was calibrated to known joint angles and linear interpolation 

was performed to derive 2D joint angles at different 

amounts of stretch. This setup enabled us to calculate 

flexion-extension kinematics in real-time using either the 

IMUs or the capacitive stretch sensor. Finally, we calculated 

a ‘combined’ flexion angle, which took 3D data from the 

IMU data and updated the flexion value with the mean value 

from the stretch sensor.  

Synchronous IMU and stretch sensor data were collected for 

a period of 2 hours with the arm rig in a position of ~110 

degrees (measured using a protractor). We calculated joint 

angles using IMU-data, Stretch sensor-data and a 

combination of both IMU and Stretch sensor. 

Figure 1: Experimental setup of combined sensors. 

RESULTS AND DISCUSSION 

The flexion-extension angle calculated from IMU data 

began to deviate from 110 degrees after ~16 mins of data 

capture. By 80 mins the angle calculation had drifted by ~4 

degrees (Figure 2). The angle measured from the capacitive 

stretch sensor was noisy but stable across the entire 2 hour 

epoch, thus supporting its’ use as a drift-correction sensor. 

As expected then, the angles from combined IMU and 

capacitance stretch sensor was stable across the entire 2 hour 

epoch and had similar noise to the IMU data.  

Figure 2: Joint angles calculated from a capacitive stretch 

sensor (blue), two IMUs (red), and a combination of IMUs 

and stretch sensor (green).   

In this proof of concept study, we show that a combination 

of stretch sensor and IMUs can provide a robust sensor set 

to capture joint kinematics with little drift. Having the 

additional stretch sensor information enabled us to correct 

the IMU angles in the yaw direction, where standard 

methods combining acceleration and gyroscope data cannot. 

Although we did not test our approach to measure off-axis 

motion in a more complicated joint, we anticipate that the 

full 3D kinematics would be more robust using this sensor 

combination. Using a stretch sensor instead of compass 

heading to reduce drift also has the advantage of reducing 

potential noise from the surrounding environment, such as 

motors and metal artifact. This becomes useful to explore 

the use of wearable sensors to track joint kinematics of 

patients using assistive devices or exoskeletons.  

Using this purpose-built sensor set we aim to extend our 

approach to develop an accurate, subject-specific, predictive 

model of upper limb kinematics..   
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INTRODUCTION  
Investigating vertical ground reaction force (vGRF) and 

anterior-posterior GRF (A-P GRF) is important for 
evaluating the performance of athletes and identifying 
injuries in sports biomechanics. In order to measure GRF, a 
number of GRF measurement systems that implement force 
sensitive resistor (FSR) sensors, which are piezo-resistive 
type force sensors, have been introduced [1]. However, the 
capacity and repeatability of FSR sensors are relatively low 
making it difficult to accurately measure GRF during 
extreme movements, such as running, jumping and etc. [2]. 
In this study, we developed an optical type force sensor 
adequate of measuring GRF during running and developed a 
wearable two axes GRF measurement system to monitor 
vGRF and A-P GRF during running at 10 km/h.  

METHODS 
If the running speed of an athlete becomes faster, GRF 

loading can be assumed as continuous impacts because the 
force level becomes higher and the duration of loading 
becomes shorter. Therefore, the force sensors used to 
measure GRF during running should be robust against 
impact. We first developed a small multi-axial force sensor 
(31x 27x10 mm) with high capacity and repeatability. In 
order to investigate the robustness of the developed force 
sensor on impact, the proposed sensor was compared with 1) 
a high performance force /torque sensor (Mini45, ATI, 
Canada) as a reference sensor and 2) a FSR sensor (A401, 
Tekscan, USA). They were impacted 100 times in the 
normal direction and data was sampled at 10 kHz using 
cRIO (CRIO-9102, National Instrument, USA). After 
verifying the characteristics of the proposed force sensor, we 
attached eight developed force sensors to a pair of shoes to 
measure vGRF and A-P GRF during running at 10 km/h. 
We compared the GRF data of the developed system with a 
force plate (Instrumented treadmill, Bertec, USA). 

RESULTS AND DISCUSSION 
Figure 1 (a) is the results of the impact test. The FSR data 

and the data acquired using the proposed force sensor are 
normalized by the data acquired using Mini45. The force 
measured by FSR decreased 31% while the force measured 
by the developed force sensor decreased 9% after 100th 
impacts. This shows that FSR may be unreliable for the 
measurement of repetitive impact on the heel during 
running. In addition, the hysteresis error of FSR increased 
by 492% and increased 280% for the proposed force sensor 
after 100th impact as shown in figure 1 (b). The increase in 
hysteresis means that errors in the force measurement can 
occur when a load at a frequency greater than 1 Hz is 
applied. From this test, it seems that the developed force 
sensor may be much more robust than FSR under impact. In 
other words, the proposed force sensor is more suitable to 
measure GRF during running. 

For the running test, the peak value of the vertical GRF 
was at average 2.32 BW and 0.24 A-P GRF when measured 
by the developed system. The normalized root mean square 
errors (NRMSEs) between peak vGRF measured by the 
force plate and the developed system was 8.47% and 
NRMSEs between peak A-P GRF measured by them was 
7.91%. The accuracy to measure GRF was greater than 90% 
for peak vGRF and A-P GRF. In order to reduce the 
NRMSE errors, the number of the sensor should increase in 
the system or the area covered by the force sensors should 
be expanded. 

Figure 1: (a) Normalized peak force and (b) hysteresis error of force 
sensitive resistor (FSR) and the developed force sensor during impacts. (c) 
Vertical ground reaction force (vGRF) and (d) anterior-posterior GRF (A-P 
GRF) measured by the developed system. 

CONCLUSIONS 
We developed a force sensor that was more impact 

resistant than FSR. This means that the use of the proposed 
force sensor could be more suitable for GRF measurement 
during extreme movements such as running. We developed 
a GRF measuring system and compared GRF data of the 
developed system with a commercial force plate. There were 
some errors on measuring GRF during running, but it could 
be solved by installing additional sensors to the system. 
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INTRODUCTION  
Within the automotive industry, neck injury criteria are 
typically addressed per impact direction, (frontal, lateral or 
rear impact). In case of motorcycle accident, neck injury 
often has a catastrophic outcome if not fatal. To protect 
motorcyclists’ necks, a number of neck braces are available 
on the market. Although the level of protection of these 
systems are not well known, the reason being that there 
exists no evaluation standard in the field. The present study 
suggests the development of model based multi-directional 
neck injury criteria followed by a numerical approach of the 
question by coupling the neck brace FE model to a full 
validated head-neck model attached to the THUMS 3 human 
body model. A very first injury risk assessment under 
various impact loading conditions is conducted based on 
neck injury criteria expressed in terms of neck loading 
efforts. 
METHODS 
The first step consists of a detailed setup of the different FE 
models, i.e. the head-neck model and the neck brace model. 
An existing detailed head-neck FE model (Meyer et al. 
2008) already validated under front, lateral oblique and rear 
impact was further validated under vertical loading based on 
data published by Nightingale et al 1997. Moreover, a 
special dedicated coordinate system was added to each 
vertebra in order to compute forces and moments in 6 DOF. 
A number of volunteer tests and PMHS tests reported in the 
literature were simulated and permitted an original neck 
model validation in terms of forces and moments. Finally, 
for the assessment of neck injury under complex loading, 
maximum forces and moments reported in the literature 
were considered in order to establish injury curves for a 
number of key parameters. For the modelling of the 
protective system, an existing validated full-face motorcycle 
helmet FE model was considered and a novel neck brace FE 
model was developed. The CAD file of LEATT neck brace 
available on the market was considered for meshing. In this 
study the neck brace is supposed to be rigid, a hypothesis 
motivated by the fact that an optimal alternative load path 
away from the neck and into the upper torso should be 
created during impact without any neck brace deformation. 
Finally the helmet-neck brace-head-neck models are 
coupled to THUMS-V3 human body FE model as illustrated 
in figure 1 

Figure 1: Illustration of the neck FE model coupled to the 
head and the helmet-neck brace protection system 

Subsequently, motorcyclist’s impacts are simulated with the 
above coupled models in order to assess neck injury risk for 
different impact conditions. Considered initial velocities are 
6.5, 7.5 and 8.5 m/s, and for each impact velocity three body 
angles relatively to the horizontal are considered, i.e. 80, 90 
and 100°. In order to evaluate the efficacy of the neck brace, 
the above mentionned nine simulations are conducted 
without the neck brace. Simulation results are expressed in 
terms of neck parameters Fx, Fz, My as well as Nij and are 
compared to available thresholds reported in the literature. 
RESULTS AND DISCUSSION 
In order to define an injury risk curve for the mechanical 
parameter (Fx, F-x, My, M-y, Fz) a synthesis of the 
literature review is reported in terms of histograms. Error! 
Reference source not found. includes the threshold used by 
regulations such as EuroNCAP, JNCAP, IIHS as well as 
thresholds reported in the literature and based on 
experimental data. This analysis permitted it to define an 
injury risk curve for each of the five key parameters as 
reported in table 1. The injury risk curve are defined by the 
binary logistic regression under the SPSS software. Coming 
to the simulation of impacts, the computed parameters 
transmitted to the neck are significantly over the threshold 
suggested for AIS1 neck injury. However, the results clearly 
demonstrate that these parameters are reduced by 10 to 25% 
with the neck brace. For AIS3 injury risk expressed by Nij, 
the results show that the neck brace reduces the injury risk 
from approximately 80% to 70% at 6.5 m/s, 80% to 75% at 
7.5 m/s and no discernible reduction of risk at 8.5 m/s. More 
noteworthy, for the 100° body impact angle the injury risk 
drops from 70% to 40%. As a whole it can be concluded that 
neck brace reduces neck loading and neck injury risk, even 
if the neck loading remains very critical at impact speed of 
6.5 m/s and over. 
CONCLUSIONS 
A detailed neck model is validated under five impact 
directions in terms of kinematics and neck loading efforts. 
Further this neck model provides multi-directional injury 
criteria for complex neck loading situations. Further a full 
FE model of “helmet-neck brace-head-neck-body” is 
considered for neck brace evaluation under motorcyclist’s 
head on impacts. Results report an objective evaluation of 
neck brace efficacy compared to a motorcyclist who would 
not wear such a protection system. 
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INTRODUCTION  
Cervical spine muscles play an important role in 
maintaining head-neck balance and in preventing 
intervertebral joint lesions [1]. Abnormal muscle behavior 
may be an explanatory factor of neck pain and cervical spine 
disorders [2]. Furthermore, the developmental mechanisms 
of surgical complications, particularly adjacent segment 
disease and postoperative junctional kyphosis, are not yet 
fully understood. Abnormal spine loading and muscular 
dysfunction could be an issue. Quantifying the spinal muscle 
force distribution and the corresponding intervertebral joint 
load in different configurations could provide valuable 
information for a biomechanical and clinical evaluation of 
the patient. However, multiple muscle systems are difficult 
to model because of the redundancy problem [3]. The aim of 
the present study is therefore to propose a subject-specific 
biomechanical control model for active cervical spine 
muscle force estimation.  

METHODS 
The proprioception-based regulation model originally 
developed for the lumbar spine [4] was enhanced and 
adapted to the cervical spine. The model assumes that spinal 
muscles protect the spine (and the spinal cord) under an 
external load NetFM by maintaining the resulting 
intervertebral joint load JL below the physiological limits 
TH. From a free body diagram, equation (1) can be deduced: 

FM + JL = NetFM   (1) 
The muscle forces FM and the corresponding intervertebral 
joint forces JL are calculated using a closed-loop control. A 
regulation function Y with amplification coefficient α is 
evaluated at each iteration: 

Yi = α.(JLi/THi)3    (2) 
Based on muscle geometric data, extracted from MRI and 
biplanar X-ray data, and a literature-based antagonism law, 
a muscle activation pattern was obtained, yielding the 
muscle forces regulating the external load NetFM. Equation 
(1) can then be updated. The iterative process ends as soon 
as JL drops below TH or a stable minimum is reached. 
The model was evaluated based on the comparison with 
literature data in four configurations (flexion, extension, left 
bending and left twist). The effect of the uncertainty on the 
muscle orientation was assessed in a Monte-Carlo analysis. 
The influence of the main model parameters was quantified 
in a full factorial analysis. The feasibility of building this 
subject-specific model was illustrated with a case study of 
one volunteer (male, 26 years, 65 kg) in the upright posture. 
The external forces were derived from the available imaging 
data using barycentremetry. 

RESULTS AND DISCUSSION 
The model predictions, although independent from EMG 
recordings, appeared consistent with the literature. 

The intervertebral joint loads respected the physiological 
thresholds in all configurations, except for postero-anterior 
shear forces in left twist and extension and compression 
forces in extension, as was also noted in the literature. 
Moreover, the model behavior was found robust against the 
uncertainty on the muscle orientation, with a maximum 
coefficient of variation (CV) of 10%. Also, the muscle force 
distribution seemed to vary with the TH values, meaning 
that the activation strategy depends on the joint status. 
Figure 1 shows the subject-specific muscle force pattern for 
one volunteer at the C5-C6 intervertebral level. 

Figure 1: The predicted muscle forces for one subject. The 
cone length is proportional to the force magnitude and its 
color refers to the ratio between the exerted force and the 
force at maximal contraction. 

It has to be acknowledged that the current model has its 
limitations. The forces generated by the passive elements, 
i.e. the ligaments, the external envelope and the muscle 
fascia, are not considered. Also, the muscle antagonism 
activity was simplified and based on literature. 

CONCLUSIONS 
This study proposes a robust control model, predicting a 
physiologically feasible activation pattern independently 
from EMG data. This should offer a relevant and efficient 
tool for the biomechanical and clinical study of the cervical 
spine, which might improve the understanding of cervical 
spine disorders. 
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INTRODUCTION  
Although the description of motion in terms of Euler-Cardan 
or helical angles may be kinematically complete, the clinical 
interpretation of the results may be difficult. The respective 
predefined axes mostly do not reflect the actual rotary axes 
of the joint. Furthermore, variations in the localization of the 
axes reduce the reproducibility of the results and may lead 
to an over or underestimation of angle values, called 
“crosstalk effect” [1] . For this reason, the Euler angles often 
require a predefined anatomical coordinate system 
according to the joint they describe and the three angles are 
sequence dependent.  Among different parameters used for 
the analysis of joint movements, such as range of motion, 
angular velocity and jerkiness, Woltring [2] introduced the 
use of instantaneous helical axis (IHA). Most studies 
exploring the IHA tend to produce good qualitative results, 
but quantitative results are often lacking. Graphical 
representations of the IHA have been used in many different 
studies and adds to an easier interpretation. 
A new approach using the finite helical axis (FHA) was 
introduced by our research groups [3]. Two “new” 
parameters were used to evaluate the features of the cervical 
kinematics. One is called Convex Hull (CH) and it is the 
area through which all the axis pass at a specific section 
plane. One can then search and identify the section plane in 
which this area has the minimum value, finding the 
minimum CHA (cm²) that characterizes that movement and 
the partly related Path-length describing the perimeter of the 
CH.  The other “tool” that was introduced is the Mean 
Angle (MA) that is the mean value of the distribution of the 
angles between the mean FHA0 and each of the 
instantaneous FHAi . 
The aim of this study is to investigate the differences in the 
qualitative features of the cervical movements between 
healthy and pathological subjects, using the CH, MA and 
PL. 

METHODS 
An electromagnetic tracking device (Polhemus Liberty, 
USA) was used to register three active cervical movements 
in healthy controls (C) and neck-pain patients (NP) and data 
were analyzed using a custom made Matlab routine. A total 
of 1747 registrations were analyzed. Three subgroups of 
acute neck pain, migraine and non-specific neck pain 
subjects were distinguished. Differences between and within 
groups were analyzed using the independent Mann-Whitney 
U test for non-parametric data and analyses of covariance. 
Significance was determined at p < 0.05. 

RESULTS AND DISCUSSION 

Figure 1: graphical representation of FHA distribution for 
active flexion-extension, axial rotation and lateral bending 
motions in a control subject 

The FHA parameters did not show significant and clinically 
important age and gender dependency. During the flexion-
extension movements controls show significantly larger PL 
(227.4mm vs 187.1mm) and CH (273.7mm2 vs 206.6mm2) 
values than the neck-pain patients. MA was also larger (3.4° 
vs 3.3°) but this finding was not statistically significant. 
During axial rotation and lateral bending movements all 
parameters differed significantly lower values for the NP 
group. Acute neck-pain patients did not show any significant 
differences with healthy controls, but within the migraine 
and the non-specific neck-pain groups differences as 
observed within the whole group were equally present. 
Studies investigating spine kinematics using the helical axis 
approach were so far mainly performed in the lumbar spine 
and related to surgical interventions. The present results may 
seem intuitively confusing as one would expect that 
movements would demonstrate less stability and more 
dispersed FHA’s in patients. However, one could interpret 
these results in terms of more restrained motion patterns 
demonstrating less ‘natural’ variability due to changed and 
restricted motor control. 

CONCLUSIONS 
The validation of the FHA approach using CH, MA and PL 
to discriminate between healthy and pathological subjects 
could have several implications in the clinical field. It could 
become an instrument that quantifies the joint kinematics 
behavior and it could be introduced as an outcome measure 
in rehabilitative programs for conditions characterized by 
movement impairments or it could be used to develop more 
sophisticated interventions and types of cervical prosthesis. 
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INTRODUCTION 
Traumatic cervical facet dislocation (CFD) is often 
associated with devastating spinal cord injury [1]. The injury 
mechanisms leading to traumatic CFD are complex and 
have not been replicated in biomechanical testing [2]; 
however, anterior shear and flexion loading modes are likely 
associated with dislocation [3]. Concomitant facet fracture is 
commonly observed in cases of CFD [4], yet quantitative 
measures of facet strain, stiffness and failure load have not 
been reported. Strain behaviour [5] of the posterior elements 
during facet loading has been measured in isolated lumbar 
vertebrae, but not for the cervical spine. A better 
understanding of the mechanical behaviour of the facets 
during cervical trauma is important for the validation of 
finite element models and the development of preventative 
measures. The aim of this study was to determine the 
mechanical response of the facets when loaded in directions 
thought to be associated with traumatic CFD. 

METHODS 
Twelve functional spinal units (FSUs) (3×C2/3, 2×C3/4, 
3×C4/5, 2×C5/6, 2×C6/7) were dissected from five fresh-
frozen human cadaver cervical spines (mean age = 74 yrs 
[range 48-92], two male and three female). Musculature was 
removed and the vertebral disc and bilateral facet joint 
capsules were preserved. Vertebral bodies of each FSU were 
embedded such that a rectangular block of 
polymethylmethacrylate (PMMA) protruded approximately 
50mm from the superior endplate of the superior vertebra. 
The specimen-PMMA assembly was rigidly mounted to the 
base of a materials testing machine (Instron 8874) via a 
custom support apparatus attached to a rotary table. Using 
the rotary table, the inferior articular facet surfaces of the 
inferior vertebrae were positioned relative to the actuator to 
simulate in-vivo 1) flexion and 2) anterior shear loading. 
Three cycles of uniaxial sub-failure loading to 100 N (10 N 
pre-load) were applied bilaterally at 1 mm/s using 6 mm 
diameter hemispherical loading pins, in each loading 
direction; the last cycle was used for analysis. Each 
specimen was failed in a randomly assigned direction at 
10mm/s. Deflection of the facets was measured using a 
motion capture system (Optotrak Certus, Northern Digital). 
Peak principal strains at the base of the bilateral articular 
pillars were calculated from the output of rosette strain 
gauges (TML, Tokyo). Apparent facet stiffness was 
determined from the linear region of load-displacement data 
and peak failure load was determined. Paired and 
independent t-tests were used for comparisons (α<0.05). For 
this analysis FSUs from different vertebral levels were 
grouped together. 

RESULTS AND DISCUSSION 
Apparent facet stiffness and peak failure load tended to be 
greater in flexion than in anterior shear (Figure 1). Facet 
deflection was similar for both directions (0.31±0.09 mm vs 
0.34±0.12 mm, p=0.264). There was no significant 
difference in maximum principal strains (Left facet: 
212.8±225.8 vs 100.4±72.1 µstrain, p=0.072; Right: 
194.1±131.6 vs 156.2±77.4 µstrain, p=0.219). Failure 
occurred through the facet tip when subjected to anterior 
shear loading, while failure through the pedicles was most 
common for simulated flexion loading.  
A further 8 specimens will be tested and subsequent linear 
mixed effects models will be used to account for vertebral 
level and specimen age. 
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Figure 1: Mean (±1SD) facet stiffness (left) and failure load 
(right) for anterior shear vs flexion loading directions.  

CONCLUSIONS 
Cervical facets tended to be stiffer, and have a higher failure 
load, when loaded in flexion compared to anterior shear, and 
failure location was dependent on loading mode. Linear 
mixed effects models will be developed to compare the 
outcome measures between loading directions while 
accounting for vertebral level and donor age. 
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INTRODUCTION  
Resting posture of the clavicle and scapula (in relaxed 
upright standing) is standardly defined in three axes of 
scapular rotation (internal/external rotation, 
upward/downward rotation, and anterior/posterior tilt) and 
two axes of clavicular rotation (protraction/retraction and 
elevation/depression). Resting posture of the scapula and 
clavicle are commonly assessed clinically for both shoulder 
and neck conditions. However, normative postural data is 
lacking and factors affecting scapula and clavicle resting 
posture have not been thoroughly investigated. Various 
factors such as age, gender, hand dominance, BMI, physical 
activity levels, and thoracic alignment, have been suggested 
to influence shoulder girdle posture. Therefore, the aim of 
this study was to investigate the normative range of clavicle 
and scapula resting posture in healthy individuals, and to 
explore other individual characteristics that may influence 
resting posture of the scapula and clavicle.  

METHODS 
One hundred healthy volunteers, 57 females (mean ( SD) 
age in years 33.1  10.6, body mass index (BMI) 22.8  3.3 
kg/m2, 9 left handed) and 43 males (age 37 11.6, BMI 25.4 
 4.7 kg/m2, 9 left handed) were recruited from staff and 
students within the university and general population.  

An eight-camera 3D movement registration system (T40, 
Vicon Motion Systems, Nexus Software v1.8, Oxford, UK) 
was used to record the positional data of reflective markers 
and clusters attached to the right and left scapula, clavicle, 
sternum, and thoracic spine (120 samples/s) following the 
ISB recommendations [1]. Participants were recorded in 
upright standing with feet shoulder width apart and arms in 
a resting position beside their trunk.  

All data were analyzed in Matlab (version R2012b, 
Mathworks, Natick, MA, USA). Thoracic spine inclination 
was defined as the angle between the vertical and the line 
between the thoracic markers corresponding to the level of 
the inferior angle and root of spine of the left and right 
scapulae. The scapula and clavicle orientation was 
expressed in the external reference frame. All statistical 
analyses were performed using SPSS version 24.0 (IBM 
Corporation, New York, NY, USA). Significance level was 
set at P<0.05. Descriptive, univariate and multiple 
regression analyses were calculated with age, gender, hand 
dominance, BMI, physical activity (measured by IPAQ), 
thoracic inclination, and clavicle posture (in relation to the 
scapula) as independent variables. Three scapula and two 
clavicular positional angles (performed bilaterally; left (L), 
right (R)) as calculated as dependent variables.  

RESULTS AND DISCUSSION 
Mean and Standard Deviation (SD) scapula and clavicle 
angle at rest for the different rotational axes are displayed in 

Figure 1. Multiple regression analysis results demonstrated 
that scapula internal rotation was mostly influenced by 
clavicle protraction (p<0.001) while scapula tilt was 
strongly influenced by thoracic inclination (p<0.001). 
Scapula upward rotation was influenced by both clavicle 
elevation (p<0.001) and clavicle protraction (p<0.001), but 
also by thoracic inclination (right-p<0.018, left-p<0.001). 
The clavicle orientation, although significant with thoracic 
inclination (right clavicle elevation p<0.025) and age (right 
and left clavicle protraction p<0.001) did not show a strong 
influence (max R2 0.14). Level of physical activity, gender, 
and hand dominance, did not seem to influence either 
scapula or clavicle resting posture. Age and BMI had a 
significant but weaker influence on scapula posture 
compared to factors such as thoracic inclination and clavicle 
posture. 

Figure 1: Means in degrees and SD of left and right scapula 
(Int/External (I/E), Up/Downward (U/D), Ant/Posterior tilt 
(A/P)) and clavicular (Pro/Retraction (Pro/Ret), 
Elevation/Depression (Ele/Dep) rotational angles at rest.   

CONCLUSIONS 
Individual variability of clavicle and scapula resting posture 
in healthy individuals is reported. This study has 
demonstrated the strong influence of thoracic inclination and 
clavicle orientation on scapula resting posture. The 
relationships between the scapula, clavicle and the thorax 
highlight the importance of multiple segment measurement 
in studies describing upper limb and shoulder girdle 
function.  
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INTRODUCTION   
The human foot is a complex structure with many different 
components. Within the medial longitudinal arch, multiple 
bones, muscles and ligaments modulate arch stiffness over 
the gait cycle. The plantar fascia, a thick band of tissue on 
the bottom of the foot, is the integral passive component in 
controlling the shape and stiffness of the arch. In 1954, 
Hicks proposed that the foot’s transition from compliant to 
rigid at the end of mid-stance is a function of the windlass 
mechanism, whereby the plantar fascia wraps around the 
metatarsal head and causes increased arch height during 
metatarsophalangeal joint (MPJ) dorsiflexion [1]. The 
purpose of this study was to examine the effect of toe 
position on the dynamic arch stiffness in vivo. We used an 
extension of Ker et al.’s experimental paradigm to compress 
the arch while measuring the applied load and foot 
kinematics [2]. Based on [3] and [4], we hypothesized that 
for constant applied forces, toe plantarflexion would lead to 
increased elongation and subsequent energy transfer in the 
arch of the foot. In this position, the plantar fascia would be 
closer to its resting length, and would be less stiff in the toe 
region of the typical non-linear force-displacement ligament 
curve.  
METHODS  
Nine healthy subjects (8M, 1F, mean +- std. dev., mass 80 
+- 12 kg) with no history of lower limb injury participated 
in the study and provided written informed consent. An 
electromagnetic actuator was used to apply a compression 
force through the shank, directly vertical to the navicular, 
with the shank between 5 – 150 to the vertical (similar to late 
mid-stance in gait). Loads of ½ * BW or 1* BW were 
applied to the knee in a fast or slow condition, compressing 
the arch of the foot. The effect of the MPJ angle was tested 
by fixing the MPJ joint at 450 of plantarflexion, or 450 of 
dorsiflexion (passively, with respect to the ground). Two 
compression impulses were applied to the foot for each trial 
and condition. Six 3D motion capture cameras (Qualisys, 
Sweden), sampling at 185 Hz, captured 14 retro-reflective 
markers (9.0 mm) placed on the skin of the foot and shank. 
A multisegment foot model was developed from these 
markers [5]. A 6 DOF force platform (Bertec, USA) was 
placed under the foot. The medial longitudinal arch angle 
(MLA) and the MPJ angle were calculated as based on an 
established foot model [5]. The arch was modelled similarly 
to Gefen [6], where the navicular is assumed to be a pin joint 
at the top of a truss formed by the first metatarsal and the 
calcaneus. The deformation of the arch is measured as the 
elongation from the head of the first metatarsal to the base 
of the calcaneus. This displacement was considered to be 
proportional to the vertical displacement resulting from the 
applied force through the shank.  The integral of the vertical 
applied force and the elongation of the arch was used to 
determine a metric proportional to the energy transfer 

through the foot. We performed paired t-tests with unknown 
variance to examine the effect of toe flexion angle on energy 
stored in the arch for a given load. All analysis was 
completed using custom MATLAB software (Mathworks, 
Inc.).   
RESULTS AND DISCUSSION  
Contrary to our hypothesis, more energy was absorbed (+) 
and released (-) during toe dorsiflexion (p<0.01) (Figure 1). 
This increased energy transfer is a function of arch stiffness, 
which is consistent with the decreased slope of the 
forceelongation curves for dorsiflexed toe trials. The 
magnitudes of forces and elongation were similar to those 
found in [2].  

Figure 1: Example plot of a vertical force- arch elongation 
curve during a ‘slow’ trial at 1 BW. The area under the curve 
is a metric proportional to energy absorbed by the arch (+) 
and released from the arch (-) during a compression trial for 
each toe condition.    

The dorsiflexion of the MPJ caused an increase in the height 
of the arch, as predicted by the windlass model. It is likely 
that other structures (muscles, ligaments) crossing the arch 
are shorter with the higher arch, causing them to be more 
compliant (with behavior closer to the toe region on a typical 
ligament force-displacement curve). The base of the arch is 
also shortened with the higher arch, with its effective length 
shorter in MPJ dorsiflexion compared to MPJ plantarflexion 
(p<0.001), with magnitudes similar to the windlass model 
[1]. While the toe position is not identical to that in activities 
such as walking and running, it provides insight into the 
effect of MPJ angle on arch behaviour. These results 
indicate that the plantar fascia may serve to modify the arch 
bone positions, using the windlass, to make other arch 
structures more compliant and alter the dynamic energy 
transfer in the foot.   
CONCLUSIONS  
Our results indicate that the MPJ dorsiflexion increases arch 
height and reduces arch length. These mechanical changes 
appear to influence the magnitude of energy stored and 



returned within the arch. However, the underlying 
mechanisms for these alterations remain unclear.  
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INTRODUCTION  
The human foot is known to act in a spring-like manner, 
the medial longitudinal arch (MLA) compressing and 
recoiling as it is loaded and unloaded [1]. This function 
occurs during ground contact in both walking and running 
[2], in line with the behavior of the whole leg. Historically 
this spring-like function of the MLA has been largely 
attributed to the passive elastic contribution of the plantar 
aponeurosis. However, recent evidence suggests that 
active contraction of intrinsic foot muscles helps to 
modulate MLA compression in response to loading [3]. 
This study seeks to further elicit the contribution of 
intrinsic foot muscles to MLA stiffness during controlled 
loading of the lower limb. We hypothesised that blocking 
motor function of the intrinsic foot muscles would increase 
MLA compression in response to external forces. 

METHODS 
At time of submission six participants have been studied. 
Each had intramuscular EMG recorded from the flexor 
digitorum brevis (FDB) muscle while they sat and had 
controlled loads applied to their distal right thigh via a 
linear actuator. Applied forces ranged from 0.5 to 2.0 body 
weights and ground reaction forces (GRF) were measured 
by a force plate under the foot. Motion capture was also 
employed to capture foot motion and analysed to compute 
the angular displacement of the MLA in the sagittal plane 
of the foot during each loading cycle. Greater angular 
displacement of the MLA indicated greater MLA 
compression. This procedure was completed under two 
experimental conditions: Unblocked (UB), where the 
participant had normal foot function; and Blocked (BK), 
where a local anaesthetic injection was administered to the 
posterior tibial nerve at the level of the ankle to prevent 
intrinsic foot muscle contraction. A motor block was 
confirmed by incremental stimulation of the posterior 
tibial nerve to supramaximal levels, while recording the 
EMG signal. This was performed for both UB and BK, 
and M-wave recruitment curves were determined and 
compared for the two conditions (Fig 1B).  

RESULTS AND DISCUSSION 
An example of the FDB EMG response to loading cycles 
in both conditions is plotted in Fig. 1A and shows FDB 
being activated in response to load for UB (blue) and 
unable to activate under the same load in BK (red). The 
data also shows greater compression of the MLA 
(indicated by a greater increase in MLA angle) when the 
participant was unable to activate the intrinsic foot 
muscles in response to the same applied load (Fig 1A). A 
motor block was confirmed in BK by the lack of an M-
wave response to supramaximal stimulation, contrasted 
with a normal recruitment curve in UB (Fig 1B). 

In Fig 1C it can be observed that for both UB and B, the 
compression of the MLA increased with increasing 
magnitudes of GRF, in accordance with the compliant 
nature of the foot. Furthermore, a trend for increased MLA 

compression in the BK condition was observed in group 
data at all levels of loading (Fig 1C). This supports our 
hypothesis that removing the active contribution of 
intrinsic foot muscles would increase the compression of 
the foot in response to loading. Due to the ongoing nature 
of this work and small current sample, no tests have been 
run to statistically confirm these trends.  

Figure 1: A) Exemplar MLA angle change, FDB 
electromyograms and vertical GRF traces recorded from 3 
consecutive loading cycles at 1.5 BW (UB – blue, BK – 
red). B) M-wave recruitment curves for all participants 
(individual colours) for UB (filled) and BK (open) 
conditions. C) Group mean (± s.d.) change in MLA angle 
vs. ground reaction force magnitude (UB-blue, BK-red). 

CONCLUSIONS 
Preliminary data point toward supporting the notion that 
active contraction of the intrinsic foot muscles is important 
for controlling the compression of the foot that occurs 
when the leg is placed under load. Further data collection 
will provide more data to confirm these findings.  
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INTRODUCTION 
The plantar fascia (PF) is a sheet of dense connective tissue 
extending from calcaneus to the proximal phalanx of each of 
the five toes. PF is considered to be a major contributor to the 
foot arch, but there have been only few studies directly 
measuring its morphological and mechanical properties in 
vivo. A previous study using ultrasonography revealed 
differences in thickness among different sites of PF [1]. One 
study attempted to evaluate PF elasticity using ultrasound 
strain elastography, and suggested that PF becomes 
compliant with aging and with plantar fasciitis [2]. Similar 
results were reported in a study using shear wave 
elastography [3]. However, in those studies the posture of 
subjects was not perfectly controlled, and the site-specificity 
of the elasticity of PF or its dependence on ankle joint 
positions has never been tested. 

The purpose of this study was to measure PF elasticity by 
using shear wave elastography when the foot arch was under 
different tensions by changing ankle joint positions. It was 
hypothesized that shear modulus of PF would show site-
dependent differences and increase as a function of passive 
ankle plantar flexion torque. 

METHODS 
Eight healthy males (22.0 ± 0.7 yr, 173.3 ± 5.8 cm, 62.6 ± 6.2 
kg, ; mean ± SD) participated in this study. Each subject was 
seated with the right knee extended and the right ankle 
positioned at a 20˚, 10˚, 0˚, -10˚, and -20˚ angle (0 = neutral 
position, positive values for plantar flexion) while passive 
ankle plantar flexion torque was measured by a custom-made 
dynamometer. The thickness and shear modulus were 
measured by shear wave elastography (Aixplorer 2, 
SuperSonic Imagine, France) at two sites of PF: the site in the 
proximity to calcaneus (CAL) and the site below the 
navicular bone (NAV). Intraclass correlation coefficients of 
test-retest measures for the passive ankle plantar flexion 
torque (1.00), the thickness (0.96 at CAL and NAV), and 
shear moduli (0.98 at CAL and 1.00 at NAV, respectively) 
demonstrated reliability of the measurements. Two-way (2 
sites × 5 ankle joint angles) repeated measures ANOVA with 
a Bonferroni post hoc test was performed. The level of 
significance was set at p < 0.05. 

RESULTS AND DISCUSSION 
The passive ankle plantar flexion torque was significantly 
increased by ankle dorsiflexion (4.6 ± 1.2 Nm at 20˚ to 39.0 
± 9.7 Nm at -20˚). The thickness of PF was significantly 
decreased by ankle dorsiflexion while it was significantly 
thicker in CAL (2.7 ± 0.3 mm at 20˚ to 2.4 ± 0.3 mm at        -
20˚) than NAV (1.9 ± 0.3 mm at 20˚ to 1.6 ± 0.2 mm at        -
20˚) at all ankle joint positions. The shear modulus was 
significantly increased by ankle dorsiflexion and it was 
significantly higher for CAL than NAV at all ankle joint 
positions (Figure 1). 

Figure 1: Shear modulus of plantar fascia close to calcaneus 
(CAL) and navicular (NAV) at different ankle joint 
positions 

The values of shear modulus were much higher than in a 
previous study [3], and this discrepancy may be due to 
differences in the posture and fixation of ankle joint positions. 
The results of this study indicate that PF becomes thinner and 
stiffer with ankle dorsiflexion. This is possibly due to 
elongation of PF induced by the passive stress developed in 
the foot system. Furthermore, the elongation of PF implies 
that mechanical properties of the longitudinal arch of the foot 
can change by the passive stress. Differences between CAL 
and NAV in thickness and shear modulus clearly demonstrate 
site-specificity of these parameters. Our findings partly 
support the previous study [1] and further add to the 
inhomogeneity of PF elasticity. This feature of PF would 
reflect different degrees of resistance to the mechanical stress, 
which may be congruent with the distribution of loading on 
PF along its length during various exercises. 

CONCLUSIONS 
Shear modulus of the plantar fascia is higher in the site 
proximal to calcaneus than below the navicular bone, and at 
both sites, shear modulus of the plantar fascia increases with 
the increase of passive ankle plantar flexion torque by ankle 
dorsiflexion. 
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INTRODUCTION  
Functional anatomy suggests that the ankle joint complex 
allows multiple degrees of freedom with relevant roles to be 
ascribed to tibiotalar (i.e. between tibia and talus) and 
subtalar (i.e. between talus and calcaneus) joints. Despite the 
difficulties associated to measuring the foot 
inversion/eversion motion, experimental data have been 
previously used to estimate the kinematics of the subtalar 
joint [1]. Anatomical models may increase our 
understanding of skeletal biomechanics by means of image-
based personalisation. Small progress, however, has been 
made in this direction and most of current modelling 
approaches focus only on the ankle plantar/dorsiflexion, 
mainly due to the difficulties in identifying the joint 
geometrical parameters. This paper aims at providing a 
solution to overcome this problem. In particular, in this 
study we propose a methodology to include personalised 
tibiotalar and subtalar joints in a musculoskeletal model to 
quantify the movement of both joints during gait. Starting 
from 3D bone segmentations obtained from MR images, a 
morphological fitting was implemented, following an 
approach already validated in-vitro for 3D reconstructions 
obtained from surface-scanning [2].  

METHODS 
Within the context of a larger project, medical images and 
gait data have been collected from five children (4 females, 
1 male, age: 14.0 ± 1.9 years, mass: 64 ± 15 kg, height: 159 
± 14 cm) affected by Juvenile Idiopathic Arthritis (JIA). For 
all patients, the disease had been inactive for at least six 
months. Bone geometries were segmented from 3D multi-
echo fast field echo (mFFE) with water selective sequence 
(WATS) MRI in the sagittal plane. The bone geometries of 
ten feet were used to build subject-specific models using 
NMSBuilder [3].  

The ankle-foot complex was split into four segments: toes 
(including phalanges), calcaneus (including metatarsals, 
mid-foot bones, and calcaneus), talus, and tibia plus fibula. 
The joints were defined using the following proximal and 
distal anatomical coordinate frames: tibiotalar joint 
articulating between tibia and talus, subtalar joint between 
talus and calcaneus. The tibiotalar joint axis was identified 
as the axis of a cylinder fitted to the talus surface. The 
subtalar joint axis was estimated from the talus morphology 
as the axis connecting the centers of the two spheres fitted to 
its anterior sustentaculum and posterior calcaneus facets [2].  

Movement data were collected using a stereofotogrammetric 
system the markers were positioned according to the 
modified Oxford Foot Model [4] protocol. Data from a static 
trial were used to identify the pose of the subject’s foot and 
measure the angle between the subtalar axis and the 
horizontal plane, in order to evaluate the modelling results 
against the dataset reported in [5]. Simulations of the gait 
trials were then run in OpenSim [6] and the inverse 
kinematics (IK) tool was used to estimate the tibiotalar and 
subtalar angles using a global optimisation approach. 
Articular ranges of motion were calculated for each subject 

as the average of the values recorded over a minimum of 
three gait trials.  

RESULTS AND DISCUSSION 
The inclination of the subtalar joint axis with respect to 
ground was found to vary in a range of 34°- 45° and to have 
an average value of  40° (±4°), in agreement with the 41° (± 
9°) reported in the literature for in-vitro measurements [5].  

The tibiotalar and subtalar kinematics estimated for one 
subject are plotted in Figure 1 as an example. For all the ten 
modelled feet, the maximum tracking errors outputted by the 
IK tool was smaller than 1cm for all considered frames, 
suggesting a good agreement between the modelled and the 
experimental data. The articular ranges were found to be 
28.9° ± 6.2° for the tibiotalar joint and 18.1° ± 5.1° for the 
subtalar joint. These values compared well to previous 
results reported from in-vitro experimental studies on 
specimens from normal adults [7].  

Figure 1: Kinematics of tibiotalar and subtalar joints 
normalized to the gait cycle for one subject. Average from 
four trials (solid line) ± 1SD (dotted lines). 

CONCLUSIONS 
This study showed the feasibility of using morphological 
fitting of MRI based subject-specific bone geometries to 
build juvenile patient-specific models of the foot. Obtained 
results were in excellent agreement with in-vitro studies 
from adult subjects. The proposed approach enables to 
personalize the anatomy of the tibiotalar and subtalar joints 
and discriminate their individual contribution to the 
kinematics of the ankle-foot complex, facilitating their 
adoption in the context of the quantification of lower limb 
biomechanics. 
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INTRODUCTION  
Ankle arthritis causes swelling, pain, loss of function at the 
ankle joint. Total ankle replacement (TAR) has been the 
common method to overcome the problem related to ankle 
arthritis and fracture [1]. However, early and late failure of 
the ankle prosthesis is one of the major causes of concerns. 
Finite element analysis is one of the most efficient 
methods for evaluating the implant performance, pre-
clinically.   Before going to analyze an implanted ankle 
joint, it is necessary to develop a realistic 3-D FE model 
intact ankle that can predict accurate stress-strain 
distribution around ankle joint. The aim of the study to 
develop a realistic 3-D FE model of ankle joint with 
inclusion of all musculoskeletal loading and boundary 
condition, proper material property distribution. 

METHODS 
In order to obtain 3D FE model of intact ankle-joint, CT 
scan data sets of 35 year of a female was used. Cortical 
and cancellous bones were separated from CT-scan data 
sets, based on threshold value of density of 1.3  as 
similar to earlier study. The cortical bone was considered 
as elastic, isotropic, homogenous, where young’s modulus 
and poison’s ratio were assigned as 19000 MPa and 0.3. 
The cancellous bone material property assigned as 
heterogeneous and material property was distributed using 
CT-scan data sets. Each ligament was represented with 
four parallel springs in order to distribute appropriate load 
transfer. Uniform thicknesses of cartilages were created 
between all the bones. Material properties for ligaments 
and cartilages were assigned as similar to earlier study [1]. 
Static loading condition was considered for the present 
analysis. Achilles tendon force and reaction forces were 
set, during balance standing position. Surface to surface 
contact simulation was performed to simulate the 
interaction between bone-to-cartilage and cartilage-to-
bone, where frictionless contact was assumed to represent 
wet lubricating surface. For the convergence of the non-
linear solution a normal contact stiffness of 10 N
and a penetration factor of 0.1 were chosen. The FE model 
is shown in Figure 1. 

RESULTS AND DISCUSSION 
The effect of muscle forces, ligaments, and material 
properties of bone was analyzed in this present study. The 
maximum stress was observed in the tibia cortical bone, 
where stresses are ranging from 1 to 7 MPa. In the case of 
same loading sceneario, the stress in the talus cortical bone 
was observed in between 1 to 3 MPa. In the tibia 
cancellous bone stresses ranging from 0.1 to 2 MPa, 
whereas for the talus cancellous bone it was observed from 
0.1 to 1.5 MPa. It was observed that, due to the 
Tibiocalcaneal (TiCa) ligament, the deviation in von Mises 
stress of tibia cortical bone was found to be more (6.78%) 
than the other ligaments. For the talus cortical bone,  

deviation in stress (1.6%) was observed due to the anterior 
tibiotalar (ATiTL), Posterior tibiotalar (PTiTL) ligaments. 
The analysis result showed that the ligaments play a very 
important role in stress distribution across the bones. It 
was observed that, range of maximum stress was reduced 
considerably 1 to 5 MPa for the tibia cortical bone, when 
the Achilles tendon force was not included. There is no 
significant deviation in stress distribution was observed in 
the talus cortical bone due to the inclusion of Achilles 
tendon force.  

Figure 1: Three dimensional finite element model of the 
ankle joint 

CONCLUSIONS 
3-D FE model of intact ankle joint was developed. Model 
comprises bones (tibia, fibula, talus, and calcaneous), 
muscle forces, ligaments, and cartilages. Based on the 
present study, it may conclude that present model can 
accurately predict stress-strain distribution across the ankle 
joint and that can be use further for evaluation of 
implanted ankle joint. 
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INTRODUCTION  
Patients with joint hypermobility syndrome (JHS) have an 
increased risk of knee but not ankle injuries [1]. Although 
joint laxity is assumed to be an underlying cause of injuries, 
research also suggests that foot biomechanics may be a 
latent factor in lower extremity conditions, such as anterior 
cruciate ligament deficiency and patellar femoral pain. 
Therefore, the purpose of this study was to evaluate the foot 
biomechanics in participants with and without JHS and to 
evaluate the associations of foot biomechanics to knee pain. 

METHODS 
There were 35 female participants with JHS (age=32.7±8.0 
years; BMI=27.8±5.9 kg/m2) and 17 age-matched healthy 
women (age=33.4±7.8 years; BMI=23.6±3.0 kg/m2). Five 
barefoot walking trials at a self-selected pace were used to 
collect Footscan® data (RSscan Lab Ltd, Belgium) on the 
participants' most symptomatic lower limb in those with 
JHS or dominant lower limb (defined as limb used to kick a 
soccer ball) in the control participants. Pedobarographic data 
were sampled at 384Hz and were continuously calibrated 
using force plate data (model 9286BA, Kistler, 
Switzerland). 

To obtain regional pressure and vertical reaction forces the 
foot scan data were masked into eight regions: medial and 
lateral rearfoot, midfoot and forefoot, hallux and lesser toes 
(toes 2-5). Data from the five foot scans and trials, including 
gait speed, were averaged. 

Participants were queried on average knee pain over the past 
seven days in their most symptomatic limb using a 0-
100mm visual analog scale (VAS).  

Means and standard deviations of participant knee pain and 
foot biomechanics were calculated for each group. Student’s 
t-tests were used to evaluate demographic and 
biomechanical variables between groups, and a linear 
regression was used to determine the association between 
the regional peak pressures and maximum forces to knee 
pain, adjusting for gait speed and BMI. Alpha was set to 
p≤0.05. 

RESULTS AND DISCUSSION 
Participants with JHS had a significantly higher BMI 
(p=0.027) and walked significantly slower than their 
counterparts without JHS (1.06±0.20 m/s v 1.22±0.15 m/s, 
p=0.038). Participant with JHS had a significantly longer 
stance periods compared those without JHS, even after 
accounting for gait speed and BMI (0.48±0.08 s v 0.40±0.08 
s, p=0.040). 

Average knee pain was significantly higher in the JHS group 
compared to the control group (100mm VAS: 35.0±24.9 v 
0.3±1.1, p<0.001). 

After adjustment, individuals with JHS had higher medial 
midfoot and forefoot pressures (p=0.004-0.035) and forces 
(p=0.002-0.047) compared to those without JHS (Figure 1). 

Figure 1: Differences in regional maximal vertical force and 
peak pressure between participants with and without JHS. 
Red regions indicate significantly higher pressure or force, 
blue regions indicate significantly lower pressure or force, 
and white regions indicate no signification difference, 
relative to the control participants.  

Knee pain between groups was strongly associated with 
increased forces and pressures through the medial midfoot 
(p=0.041), medial forefoot (p=0.030), and hallux (p=0.014) 
and reduced lateral rearfoot force (p=0.049).  

CONCLUSIONS 
Plantar pressure and force profiles the participants with JHS 
displayed are consistent a more pes planus foot type. The 
medial excessive loading noted with JHS was also strongly 
associated with knee pain, in line with prior studies [2]. 

Given the connections between foot type and risk of lower 
extremity ailments [1,2], the lower arch foot type seen with 
JHS suggests these patients may be at risk for knee injuries, 
pain or knee osteoarthritis. The cross-sectional nature of this 
study does not allow for a cause-effect relationship to be 
examined; however, the implications of this research 
suggest that those with JHS may have altered foot 
biomechanics that may play a role in the development of 
knee complications. 
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INTRODUCTION  
Patients with joint hypermobility syndrome (JHS) are at an 
increased risk of developing knee osteoarthritis (KOA) [1]. 
Although the cause of the increased risk for KOA is 
unknown, aberrant loading and a high external knee 
adduction moment (KAM) or episodes of knee buckling 
associated with knee instability may play a role. As both 
high KAM and instability are associated with JHS, the 
mechanism of KOA development is unclear. Therefore, the 
purpose of this study was to evaluate KAM in women with 
JHS with and without self-reported knee instability and in 
healthy women. 

METHODS 
Kinematic and kinetic data from 46 female participants with 
JHS (age=32.7±8.2 years; BMI=27.9±5.7 kg·m-2) and 23 
age-matched healthy women (age=33.5±8.0 years; 
BMI=23.8±3.1 kg·m-2) were collected for a minimum of 5 
trials each of level walking, ramp ascending and ramp 
descending at a self-selected speed. Participants with JHS 
were subdivided into (1) no self-reported knee instability 
(JHS-NI, n=23) and (2) self-reported knee instability (JHS-I, 
n=23). The self-reported most symptomatic knee was tested 
for those with JHS and the dominant limb (defined as the 
limb used to kick a football) for controls. 
Gait data were collected using a 14-camera system 
(Qualisys, 128 Hz) with an embedded forceplate (Kistler, 
2560 Hz). Marker trajectories and force data were filtered 
with a low pass 4th order Butterworth filter at 6Hz and 25Hz 
respectively. External knee adduction moment (KAM) was 
calculated during the stance phase (vertical force threshold 
of 20N) in OpenSim v3.3 [2] through inverse dynamics 
using a subject-scaled modified version of the 
musculoskeletal model Gait2392 [3] to allow knee 
adduction-abduction and internal-external rotation. 

First and second KAM peaks and KAM impulse (total area 
under the curve) were calculated and normalized for body 
weight and height (%BW×Ht). ANOVAs with Tukey’s 
post-hoc test evaluated differences in KAM first and second 
peak and impulse, controlled for walking velocity, between 
groups. Alpha was set to p≤0.05. 

RESULTS AND DISCUSSION 
Significant lower first peak KAM (mean±standard 
deviation) was obtained for the JHS-I group compared to the 
control group during level walking (2.22±0.42 v 2.75±0.58 
[p=0.001]), ramp ascent (1.90±0.59 v 2.24±0.45 [0.05]), and 
ramp descent (1.97±0.83 v 2.55±0.76 [0.01]), and for the 
JHS-NI group compared with the control group (2.40±0.50 
v 2.75±0.58 [0.03]) during level walking. No significant 
differences were obtained between JHS-NI and JHS-I in 
first peak KAM. 

Significant lower second peak KAM was obtained during 
ramp ascend for the JHS-I group compared with both the 
control group (1.78±0.79 v 2.45±0.69 [0.02]) and the JHS-
NI group (1.78±0.79 v 2.37±0.68 [0.02]). No significant 
differences in second peak KAM were obtained in any other 
activity or combinations of groups. 

Significant lower KAM impulse was obtained for the JHS-I 
group compared with the JHS-NI group (1.01±0.56 v 
1.25±0.46 [0.02]) during ramp ascent. No significant 
differences in KAM impulse were obtained in any other 
activity or combinations of groups. 

Figure 1: External knee adduction moment (KAM) during 
level walking, ramp ascent and ramp descent (top to bottom 
respectively). Mean and standard deviation in control group 
(grey), mean for JHS-NI (blue) and mean for JHS-I (red). 

CONCLUSIONS 
Participants with JHS and self-reported knee instability have 
an overall reduction of first peak KAM during level walk 
and ramp ascent and descent. A reduction of the second 
peak KAM and KAM impulse during ramp ascent in those 
with JHS compared to controls suggests an external KAM 
may not be a predictor of KOA or the mechanism of action 
for the increased risk of knee osteoarthritis. 
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INTRODUCTION  
The intact circumferential fibers of the menisci are crucial 
for the normal functioning of the human knee joint. 
Complete radial tears close to the posterior root of the 
meniscus can affect the circumferential integrity and result 
in meniscus extrusion, overloading and damages to articular 
cartilage, formation of osteophyte, and joint space 
narrowing [1]. Many cases involving root avulsions and 
complete radial tears near the root have been reported in 
Asia caused by high knee flexion activities like sitting on 
the floor and squatting [2]. Acute radial tears near the 
medial meniscus posterior root are difficult to repair and 
often leads to arthritis in the medial compartment [2]. Radial 
tears millimeters away from the posterior root of the lateral 
meniscus were given less attention when compared with the 
medial meniscus. A comparative study on the influence of 
lateral meniscus radial tears and total lateral meniscectomy 
on biomechanical behavior of human knee joint for the 
complete stance phase of gait cycle has not been reported 
yet. Hence, the goal of this study was to assess the effect of 
a complete radial tear near the lateral meniscus root and 
total lateral meniscectomy on contact pressures on the tibial 
cartilage and meniscal displacement using a validated finite 
element (FE) model of the knee joint. 

METHODS 
A 3D FE model of the subject-specific knee joint was 
developed using the knee joint substructures inherited from 
the Open Knee project [3] and validated with the 
experimental measurements in the literature. Menisci and 
ligaments were modeled as transversely isotropic nearly 
incompressible neo-Hookean material; cartilages were 
modeled as linear elastic material, and the bony structures 
were modeled to behave as rigid bodies [4]. The bones were 
meshed with tetrahedral elements and the soft tissues were 
meshed with hexahedral elements. The contact surfaces 
were modeled using frictionless sliding contact elements. 
Mesh sensitivity analysis was performed to ensure the 
model predictions were not affected by the mesh size. The 
FE simulations were performed for the complete stance 
phase of gait cycle using knee joint models with intact 
lateral meniscus, total lateral meniscectomy, and a complete 
radial tear 3 mm from the lateral meniscus posterior root 
(Figure 1a). The contact pressures on the tibial cartilage and 
meniscus displacement were determined and compared as a 
function of gait. 

RESULTS AND DISCUSSION 
Figure 1b shows the maximum contact pressures induced on 
the lateral tibial plateau. Radial meniscal tear increased 
contact pressures on the lateral tibial cartilage by 35% at 
21% of gait cycle (mid-stance phase) and by 37% at 55% of 
gait cycle (pre-swing phase). At 21% of gait cycle and 55% 
of gait cycle, total lateral meniscectomy increased contact 

pressures on the lateral tibial cartilage by 35% and 42%, 
respectively. Compared with the intact knee model, an 
increase in meniscal displacement by 90% and 94% is 
observed for the knee joint model with a radial meniscal tear 
at 5% (loading response phase) and 33% (terminal stance 
phase) of gait cycle, respectively (Figure 1c). The results 
show that a complete radial tear near the posterior root of 
the lateral meniscus results in a functional lateral 
meniscectomy. These critical findings drive to presume that 
strategies for repair of posterior root tears of the lateral 
meniscus should be developed and evaluated to reduce the 
progression rate or delay the onset of knee osteoarthritis. 

Figure 1: (a) knee joint models with intact lateral meniscus, 
total lateral meniscectomy and a radial tear 3 mm from the 
lateral meniscus posterior root attachment site, (b) peak 
contact pressures on lateral tibial plateau, and (c) average 
lateral meniscus displacement in the axial plane  

CONCLUSIONS 
The intact posterior meniscal horn attachment is crucial for 
maintaining the biomechanical integrity of the knee joint. 
This study demonstrated the significant effects of a 
complete radial tear near the lateral meniscus posterior root 
attachment site on knee joint contact mechanics and showed 
this type of tear is similar to total lateral meniscectomy in 
terms of its effect on tibial cartilage contact pressure and 
meniscus extrusion. The FE model developed in this study 
will be utilized to investigate the biomechanical effects for 
repair of posterior root tears of the lateral meniscus. 
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INTRODUCTION  
A lateral thrust indicates dynamic instability of the knee in 
the frontal plane and an acutely increased stress in the 
medial compartment during the initial stance phase of 
walking has known as the risk factor for knee OA 
progression [1]. The presences of lateral thrust have 
associated several factors such as age, BMI, knee extensor 
strength and static malalignment [1]. Especially, static 
malalignment might reflect the pathological change in 
medial compartment including of capsule, ligaments, and 
meniscus.  

Pathological medial meniscus such as a degenerative tear 
leads to medial meniscus extrusion (MME). On this 
displacement of medial meniscus, the previous study has 
been reported to relate the incidence of lateral thrust in knee 
OA [2]. However, there is few study to clear direct 
relationship between lateral thrust and MME. To clear the 
relevance, MME might provide with useful information 
about its elucidation of the mechanism. The aim of this 
study was to investigate the relationship between lateral 
thrust and MME. 

METHODS 
This cross-sectional study included 21 knees from 16 
patients with diagnosed the knee OA (sex, 13 females; mean 
age, 73.6 years). Kellgren-Lawrence grading scale (K/L) 
and femorotibial angle (FTA) were evaluated using 
radiography (K/LII: 13, III: 8; FTA: 178± 2.3).  
MME was measured using the ultrasonography device 
(Hivision Avius, Hitachi ALOKA, Japan) with a 6-18 Hz 
linear-array probe. The distance from the cortex on the 
medial tibial plateau to the outermost edge of the medial 
meniscus measured as the value of the MME using the 
ultrasound. The measurements were performed in two 
conditions: supine (non-weight bearing; NWB) and unipedal 
standing (weight bearing; WB). The average values of three 
measurements for each condition were used in the statistical 
analyses. The differences in the values of MME between 
the WB and NWB condition were calculated and shown as 
ΔMME.  

Lateral thrust was assessed using two triaxial accelerometers 
(WAA-010, ATR-Promotions, Japan) during 10m walking at 
a comfortable speed with a sampling frequency at 100 Hz. 
The devices were fixed on the tibial tubercles and foot by an 
elastic bandage. A lateral thrust was defined as the first 
lateral acceleration peak (LP) after the heel strike according 
to the vertical acceleration of the foot, and the average LP 
values for five steps excluded first five was used for analysis. 

All statistical analyses were conducted using the SPSS 
software program (statistics ver19, IBM, Japan). Univariate 
analysis was performed to calculate Pearson's correlation 

coefficient or Spearman's rank correlation coefficient 
between the FP, MME and ΔMME for each condition and 
K/L grade. The critical value for significance was set at p < 
0.05. 

RESULTS AND DISCUSSION
The mean values of the MME in WB condition 
significantly increased when compared with that in 
NWB condition (NWB: 4.0 ± 1.6 mm, WB: 4.9 ± 1.8 mm; 
p < 0.05).
There were significant positive correlations between FP and 
MME in WB condition and ΔMME, but not that in NWB 
condition. Each K/L grade, a moderate positive correlation 
was observed between FP and ΔMME in K/L II, but not that 
in K/L III (Table 1). 

In the present study, a positive correlation was observed 
between ΔMME and FP in mild OA cases such as K/L II, 
but not in moderate OA cases such as K/L III. This result 
supported the previous study that the incidence of lateral 
thrust related to MME in the early stage of knee OA [2]. 
Additionally, Thawait et al. have demonstrated that the 
ΔMME in patients with knee OA was significantly higher 
than that in healthy individual [3], suggesting that the 
medial meniscus in knee OA has abnormal movement 
during weight bearing. Therefore, this abnormal 
movement might reflect the characteristic motion of knee 
OA.  
CONCLUSIONS 
The present study showed that the association between 
ΔMME and the incidence of lateral thrust in mild knee OA. 
Extruded meniscus by WB is one of the related factors as 
the incidence of lateral thrust in the early stage of knee OA. 

REFERENCES 
1. Chang A, et al., Arthritis Rheum. 62: 1403-1411, 2010.
2. Enokida M, et al., The Central Japan journal of

orthopaedic & traumatic surgery. 48: 527-528, 2005.
3. Thawait GK, et al., Eur J Radiol. 84: 2564-2570, 2015.



LARGE-SCALE SUBJECT-SPECIFIC FINITE ELEMENT MODELLING OF THE HUMAN SHOULDER 
COMPLEX

1Manxu Zheng, 1Zhenmin Zou, 1Mohammad Akrami, 1Dan Hu, 1, 2Chris Peach, 1Lei Ren* 
1School of Mechanical, Aerospace and Civil Engineering, University of Manchester 

2The University Hospital of South Manchester, NHS Foundation Trust 
*Corresponding author e-mail: lei.ren@manchester.ac.uk

INTRODUCTION 
Shoulder pain is one of the most common pain syndromes. 
However, the cause of many shoulder conditions has not 
been studied adequately [1]. Over the past decade, a number 
of experimental and computational studies have been 
conducted to improve our understanding of the in vivo 
functioning of the shoulder complex, including computer 
simulation studies using finite element (FE) method. 
However, most of the FE shoulder models developed were 
over-simplified due to the high complexity of the shoulder 
musculoskeletal system, and the in vivo biomechanical 
conditions of the shoulder complex were not appropriately 
represented. The objective of this study is to develop and 
validate a large-scale subject-specific FE model of the 
shoulder complex to investigate the in vivo biomechanical 
functioning of the shoulder joint using a novel integrated 
modelling technique by combining three-dimensional (3D) 
motion analysis, multi-body musculoskeletal modelling and 
medical imaging based FE modelling (see Figure 1). 

Figure 1. The integrated subject-specific modelling 
framework used in this study 

METHODS 
First, the in vivo shoulder motions during different motor 
tasks were collected using a 3D motion analysis system. 
Thereafter, a multi-body shoulder musculoskeletal model 
was constructed using OpenSim software to estimate the in 
vivo subject-specific muscle forces defined by the measured 
motions. Driven by those estimated in vivo muscle loads, a 
subject-specific FE shoulder model with detailed 
representation of all the major bones, muscles, tendons, 
ligaments, and cartilages etc. was carefully constructed 
based on the high-resolution MR images of the same subject 
used in the shoulder motion measurements. Quasi-static FE 

analysis was conducted to simulate the in vivo scapular 
abduction. The calculated bone-on-bone contact forces and 
the humeral head superior movement were validated against 
the literature data. Finally, the FE model was used to 
investigate the biomechanical effect of rotator cuff tears on 
the glenohumeral joint stability during the propagation of 
the tears. The propagation of the tears was defined as 
initialling from the anterior side of the bone-tendon 
insertion site of the supraspinatus tendon and propagating 
posteroinferiorly until full tear in all three posterior rotator 
tendons i.e. supraspinatus, infraspinatus and teres minor 
tendons. A novel integrative stability index was proposed 
and used to quantitatively assess the glenohumeral joint 
stability. 

RESULTS AND DISCUSSION 
The calculated bone-on-bone contact forces and humeral 
head superior movement by the FE simulations are in very 
good agreement with previous experimental and 
computational data. In addition, the simulated stress 
distributions were comparable to those of previous FE 
studies. In the rotator cuff tears FE simulations, the 
calculated superior-anterior movement of the humeral head 
relative to the glenoid was in good agreement with the 
phenomenon observed in medical practice and scientific 
reports [2]. The glenohumeral joint stability index decreases 
from 100% to 0.18% from intact to full tear. 

CONCLUSIONS 
A large-scale subject-specific FE model of the human 
shoulder complex has been constructed and rigorously 
validated and also successfully used to investigate the 
biomechanical effect of rotator cuff tears on glenohumeral 
joint stability. It was found that: (1) the stability of the 
glenohumeral joint generally decreases with increasing tear 
sizes; (2) smaller sizes of tears do not significantly affect 
the joint stability, in addition, the critical tear size in which 
the influence of the rotator cuff tears becomes severe was 
determined as the half torn of the infraspinatus with the 
simultaneous completely torn of the supraspinatus tendon; 
and (3) the dominant factor in which the rotator cuff tear 
destabilises the glenohumeral joint is the change of 
direction of the bone-on-bone force. 
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INTRODUCTION  
The human foot is a complex structure comprising 28 bones 
and 25 joints that are configured to play multiple crucial roles 
in attenuating ground impacts, supporting against gravity, 
providing mobility and stability in various surfaces during 
varying degrees of weight bearing, and transmitting or 
generating propulsive power during locomotion [1]. 

Biomechanical analyses that provide information on the 
stress distribution within the ankle joint will help provide 
insight into the physiological behavior, allowing 
quantification of the interaction between the different 
structures. For the past few decades, substantial efforts has 
been put into quantifying the intra-articular contact stress 
distributions, but the validity of cadaver studies of human 
foot and ankle biomechanics is dependent on the �ability to 
accurately simulate physiologic kinematics, including the 
geometric �complexity of the articulating members. � 

Numerical modelling has the potential to provide an effective 
tool for the analysis of ankle joint mechanics and stability, 
and will enable the understanding of the various geometric 
and mechanical factors that play a crucial role in the joint. 
Furthermore, a patient specific quantitative contact stress 
information would be advantageous in predicting the 
efficiency of therapeutic procedures, both pharmocological 
and surgical. 

METHODS 
Starting from Computed Tomography (CT) image scans of a 
subject with no congenital or acquired pathology, the ankle 
geometry is segmented as a castellated surface using open 
source software 3DSlicer; subsequently the bones are 
smoothed and decimated. The cartilage is included as a 
uniform thickness extruded layer. A high-resolution 
Cartesian mesh, with predominately hexahedral cells and a 
minority of polyhedral cells in the transition region, has been 
generated using open-source software cfMesh. The bone 
Young’s modulus distribution is assigned in the model based 
on the CT image Hounsfield intensities (Figure 1). Gait data 
and 2D radiography images of the same subject is obtained 
and used to physiologically position the tibia relative to the 
foot in the model. Visual alignment of the surfaces to 2D 
images as well as the angles between tibia, talus, calcaneous 
are used to position the bones in the model. The inferior 
surface of the foot is fixed to the ground (zero displacement), 
and the superior tibia surface is displaced in the tibial axial 
direction into the talus in order to obtain the required joint 
forces. The remaining surfaces are specified as traction free. 
The stance phase of the gait cycle is simulated using a cell-
centred Finite Volume Method implemented in open-source 
software OpenFOAM.  

Figure 1: Ankle Joint Model Material Distribution (Cortical 
bone in green and Cancellous bone in blue) 

RESULTS AND DISCUSSION 
The contact pressure distributions have been analysed in the 
mid-stance, heel-strike and toe-off phases gait. It can be 
observed that the peak stresses were found to occur in the 
lateral region for heel strike, anterior for mid-stance and 
posterior medial for toe-off. Quantitative analysis of peak 
stresses and areas of contact has been performed 

In order to determine the sensitivity of the relative positioning 
of the bones with respect to each other, the position of tibia is 
shifted relative to the talus in the x-y plane and stress analysis 
has been performed. The effect of cartilage thickness has also 
been examined. As expected, it has been found that there is 
an inverse relationship between the cartilage thickness and 
maximum contact pressure. 

CONCLUSIONS 
The natural ankle joint has been numerically analysed using 
the Finite Volume Method over the stance phase of the gait 
cycle; the predicted contact pressures are consistent with 
previous studies. The sensitivity analysis highlights the 
importance of the relative positioning of the articulating 
bones on the intra articular pressure distribution. Further 
improvement of the current model will be focused on 
examining the effect of implant inclusion.  
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INTRODUCTION  
Pre-operative, lower extremity analysis for total hip and 
knee arthroplasty is a critical aspect for successful surgery 
and most importantly, patient satisfaction [1]. Supine 
analysis, typically MRI and CT scans, are commonly 
adopted as pre-operative sources of information. The 
effectiveness of these tools, however, might be limited since 
observed joint alignment (Hip-knee-ankle angle, HKA) 
might not be comparable to everyday living [2]. Weight 
bearing analysis, on the contrary, typically consists of 
invasive measures such as standing radiographs and only 
recently EOS has been introduced as a possible low-dose 
alternative [3, 4]. However, clinical viability of this tool is 
still limited.  Ultrasound aided motion capture might provide 
a method to locate internal landmarks, which could be used 
for radiation free estimates of the HKA in both standing and 
supine positions [5]. This study aimed to validate an 
ultrasound integrated motion capture system, OrthoPilot® 
(Aesculap, Tuttlingen), by assessing its accuracy and 
reliability on a phantom and on healthy subjects in standing 
and supine positions.  

METHODS 
The accuracy and reliability of the system was assessed 
through inter and intra-operator tests on a phantom and on 
healthy subjects. Phantom measurements were performed to 
gauge whether the system could perform accurately with 
respect to known measurements for 6 variables 
(varus/valgus, flexion/extension, femur and tibia length, and 
femur and tibia torsion). Four operators were asked to take 
complete measurements of the phantom at -15°, -10°, -5°, 
0°, 5°, 10° and 15° (-ve valgus, +ve varus) for a mimicked 
left leg. All processes are integrated into the device, 
meaning the immediate post-processing involves geometric 
evaluation of each ultrasound image (circle fitting of the 
femoral head for example) which outputs real time 
summaries of the results. For subject analysis, supine 
examination took place across a bed and foot rest. Standing 
examination was conducted with feet just over shoulder 
width apart. Three operators repeated all measurements 
three times on three male subjects on both legs with body 
mass indexes (BMI) of 19.9kg/m², 26.2 kg/m² and 29.9 
kg/m², respectively, and age 27.7±1.5.  

RESULTS AND DISCUSSION 
OrthoPilot can accurately and reliably detect both angles 
and lengths when used on a phantom. Measurements on the 
phantom were consistent across the operators and also intra-
operatively. Varus/valgus mean error across the 4 operators 
with respect to the 7 chosen angles was 0.4°±0.3°. The 
remaining variables were all slightly under estimated. 
Flexion/extension (set at 0°) and was estimated at -0.5°±0.1° 

across the operators. Femur and tibia measurements (actual 
lengths 510mm and 338mm respectively) for all operators 
(506±1.1mm and 337±0.7mm respectively). Femur and tibia 
torsion values (set at 37° and 89° respectively) were 
consistent across all operators (34.8°±0.5° and 87.3°±0.6°). 

Inter-operator results on the three subjects are shown in 
table 1. Results were consistent for the three subjects, 
irrespective of their different BMIs. For all measures of 
length, in standing and supine, ICC values were > 0.99. For 
measures depending on these length vectors (varus/valgus 
and flexion/extension), in standing and supine, ICC values 
were > 0.93. For measures of the torsions, except supine 
femur torsion measurements, the ICC drops below 0.90 to as 
low as 0.65.  

Table 1. Inter-operator results across three healthy subjects 
Variable  Pos.  Average¥ ICC (95% CI) § P-value¢ 

Varus/ 
Valgus (°) 

Stan. 0.2 ± 2.8 0.97 (0.86 – 0.99) 0.61 
Sup. 0.3 ± 1.8 0.93 (0.71 – 0.99) 0.63 

Flexion/ 
Extension (°) 

Stan. 3.6 ± 8.1 0.99 (0.97 – 0.99) 0.39 
Sup. 1.7 ± 4.2 0.99 (0.97 – 0.99) 0.80 

Femur 
Length (mm) 

Stan. 456 ± 35 0.99 (0.99 – 1.00) 0.66 
Sup. 455 ± 33 0.99 (0.99 – 1.00) 0.49 

Tibia Length 
(mm) 

Stan. 428 ± 22 0.99 (0.98 – 0.99) 0.55 
Sup. 425 ± 21 0.99 (0.98 – 0.99) 0.17 

Femur 
Torsion (°) 

Stan. 31.7 ± 12.2 0.68 (-0.09 – 0.95) 0.43 
Sup. 26.2 ± 13.3 0.95 (0.78 – 0.99) 0.74 

Tibia 
Torsion (°) 

Stan. 28.5 ± 10.4 0.69 (-0.61 – 0.96) 0.17 
Sup. 33.5 ± 8.9 0.65 (-0.35 – 0.95) 0.78 

¥Mean and SD across all operators. §Inter-rater correlation coefficient (ICC) 
and 95% confidence intervals (CI). ¢One-way ANOVA values for the mean 
SD of the operators. Significant difference (<0.05).

CONCLUSIONS 
OrthoPilot is able to reliably detect certain lower extremity 
variables in a quick and efficient manner. It has shown to be 
effective for standing analysis which warrants further 
experimentation to quantify the differences between supine 
and weight bearing positions in both healthy individuals and 
patients with knee osteo-arthritis. Further validation should 
include comparison with standing radiographs.  
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INTRODUCTION  
The incorporation of existing muscle deficiency models into 
a biomechanical shoulder model would make it possible to 
predict the changes to shoulder functionality as a result of 
said deficiencies. This type of modification is of particular 
interest for the optimization of reverse shoulder arthroplasty 
(RSA) as recipients of the prosthesis often exhibit signs of 
muscular deficiency, either due to pre-existing conditions or 
as a result of the shoulder replacement [1]. The aim of this 
study was to incorporate muscle fatigue and weakness into 
the Newcastle Shoulder Model (NSM) and evaluate the 
effect of these deficiencies on the force generating 
capabilities of the muscles in reversed shoulders. 

METHODS 
The NSM, in its original state, represents a healthy shoulder 
joint and includes 31 muscles and 3 ligaments of the upper 
extremity [2]. The NSM makes use of an adapted Hill 
muscle model [3] to derive the limits of the force generating 
capacity of each muscle. These limits are then used by a 
load-sharing optimization algorithm to calculate the muscle 
force to simulate a predefined motion using an inverse 
dynamic approach. The NSM’s Hill muscle model was 
modified with the capability of simulating muscle weakness 
and/or muscle fatigue. Muscle weakness parameters were 
adapted from Thelen, 2003 [4] and applied to all 31 
muscles. Key weakness parameters included a 30% 
reduction in maximum force generation capability and a 
20% reduction in maximum muscle contraction velocity. 
Muscle fatigue was incorporated into the NSM using a 
three-compartment muscle fatigue model [5]. This model 
assumed that the muscle fibres must be in one of three 
states: resting (R), active (A) or fatigued (F). The fatigue 
model iteratively calculated the proportions of these states 
during each step of the motion (values calculated during the 
ith step were used as the input to the i+1th step) and the 
corresponding non-fatigued factor (1-F) was applied to the 
maximum force generating capabilities of 11 muscles that 
cross the glenohumeral joint.  

A virtual RSA on the NSM was performed in MIMICS 
(Materialise NV, Belgium) using the Biomet 
Comprehensive Reverse Shoulder System (Biomet, USA). 
A full thickness tear of the rotator cuff was also simulated 
during the virtual surgery. The forces exerted by the deltoid, 
trapezius, latissimus dorsi and pectoralis major muscles 
were then estimated during humeral elevation in the frontal 
plane from 0° to 150° (abduction) using four muscle 
configurations: 1) healthy non-fatigable muscles (HNF), 2) 
healthy fatigable muscles (HF), 3) weak non-fatigable 
muscles (WNF), and 4) weak fatigable (WF) muscles. A = R 
= 0.45 and F = 0.1 (non-fatigued factor= 0.9) were selected 
as the initial conditions for configurations 3 and 4 to 
demonstrate the effect of fatigue during abduction. 

RESULTS AND DISCUSSION 
The muscles most affected by the change in muscle 
configuration were the deltoid (all three compartments) and 
the pectoralis major, the thoracic compartment (PMT) in 
particular (Table 1). The average middle deltoid force 
decreased in all three deficient configurations, whereas 
average anterior and posterior deltoid and PMT forces 
increased (Table 1). While these four muscles responded to 
the deficiencies differently (either increasing or decreasing 
exertion), it was evident that weakness had a greater net 
effect on muscle exertion compared to fatigue. 

Table 1: Average muscle forces exerted (in N) during 
abduction for all muscle configurations. Bold numbers 
represent the percentage change in force compared to HNF). 
Muscle HNF HF WNF WF
Ant. Delt. 42.7 44.5 (4) 46.1 (8) 63.9 (50) 

Mid. Delt. 111.8 99.2 (-11) 87.5 (-22) 70.7 (-37) 

Post. Delt. 34.7 50.3 (45) 56.0 (61) 56.2 (62) 

Trap. Clav. 2.1 2.1 (0) 1.7 (-16) 1.3 (-38) 

Trap. Scap. 112 118.3 (6) 119.1 (6) 119.9 (7) 

Lat. Dorsi 20.9 21.9 (5) 18.8 (-10) 14.9 (-29) 

Pec. Maj. Clav. 29.5 30.7 (4) 31.7 (8) 21.2 (-28) 

Pec Maj. Thor. 69.1 78.5 (14) 87.4 (27) 137.6 (99) 

Deltoid deficiency is a common post-RSA problem. This 
study was able to give further insights into how the 
compartments of deltoid are affected. Furthermore, the 
model predicted increased force levels from anterior and 
posterior deltoid and PMT muscles to compensate for 
reduced functionality of the middle deltoid muscle. An on-
going EMG study investigating muscle fatigue in healthy 
shoulders will be used to support the results of this study. If 
the experiments corroborate these results, they have 
potential to impact RSA design and/or surgical technique 
and/or deltoid-targeted post-surgical rehabilitation 
techniques in order to increase the success rate of RSA.  

CONCLUSIONS 
The incorporation of muscle deficiencies in the NSM has the 
potential to provide deeper insight into the behaviour of 
reversed shoulders. This may provide more realistic 
platform upon which RSA can be evaluated and optimized. 
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INTRODUCTION  
Musculoskeletal modeling (MSKM) provides insights into 
the normal or abnormal biomechanical behavior of human 
musculoskeletal system [1]. However, assumptions made 
while developing such models make them generic and limit 
their clinical utility. Shoulder MSKM faces a huge challenge 
of subject specificity, in particular, muscle insertion sites are 
always almost approximated, considerably affecting the 
muscle force and moment arm predictions [2]. Statistical 
shape modeling (SSM), uses the statistical variability of the 
3D structures for applications such as registration (automatic 
segmentation) to the new imaging data, predicting missing 
shape, evaluating 3D bone morphological characteristics etc. 
This study focuses on using the SSMs ability to incorporate 
statistical variability for predicting subject specific muscle 
regions. Here we report the feasibility of an SSM based 
pipeline to predict muscle insertion regions on human 
scapular bone to develop subject-specific shoulder MSKM.  

METHODS 
Scapula SSM built using iterative median closest point – 
Gaussian mixture model (IMCP-GMM) method [3] from 27 
dry bone CT scans was used in this study. All the further 
work was performed using the open-source toolbox 
SCALISMO (https://github.com/unibas-gravis/scalismo). 
The original scapular bone shapes were first brought in 
point-to-point correspondence (15,000 vertices) with the 
mean scapular shape. On these 27 mesh models in 
correspondence, regions of Teres major (T-M) and 
Infraspinatus (I-S) muscle attachments were identified and 
masked by two observers in Meshlab 
(http://meshlab.sourceforge.net/). Inter-rater reliability was 
quantified by comparing the average area of each muscle 
region obtained by each expert. Reliability was also 
confirmed by quantifying dice similarity coefficient for I-S 
muscle region. Using 27 sets of each muscle region, 
representative vertex identifiers (VIDs) for each muscle 
were established using a threshold frequency of appearance 
(>60%). The threshold was selected to ensure the exclusivity 
of each VID for single muscle region.  
To understand the feasibility of predicting subject-specific 
insertion capability, the scapula SSM was deformed to total 
ten scapular bone shapes that were randomly selected from 
an available subset of scapular shapes that were not included 
in building the SSM. A method of non-rigid iterative closest 
point fitting [4] was used to deform the SSM to external 
bone shapes. The muscle region on the fitted surface 
(external bone shape) was identified by tracking the muscle 
region VIDs from the SSM during fitting. On the predicted 
bone shapes, the feasibility of the muscle regions was 
determined in two different ways. First, an expert (clinician) 
visually confirmed if the predicted muscle attachment were 
“anatomically feasible”. Second, a gold standard (manually 
segmented regions on 10 scapulae) was used to compare 
with the result of the region prediction using various 
distance measures and similarity index (Dice coefficient).  

RESULTS AND DISCUSSION 
Excellent intraclass correlation coefficient (ICC) for inter-
rater reliability was reported for both T-M (ICC = 0.942) 
and I-S (ICC = 0.927) muscle regions. Dice coefficient 
ranged from 0.821 to 0.987 indicating high I-S region 
similarity between observers.   

Figure 1: A) Mean scapula shape with Teres Major muscle 
VIDs in SCALISMO environment B) Infraspinatus muscle 
insertion region feasibility: manual segmentation in dark 
blue mesh and predicted region in yellow points. 

Feasibility of region prediction was visually confirmed by 
the expert in all 10 external scapulae. Distance measures 
indicated higher predictability for both the muscle regions 
(Table 1). Average dice coefficient was also high for both 
the muscle regions (Table 1). Previous studies to predict 
muscle insertion contour or attachment sites have used 
scaling (linear or non-linear) or morphing techniques [5], 
but the mean distance errors reported were up to 15mm 
using cadaveric shoulders as gold standard. Although this 
study does not employ cadaveric shoulders, more 
validations are warranted for all the shoulder joint muscles. 

Table 1: Average feasibility error of muscle region 
predictions on ten external scapulae. T-M = Teres Major, I-S 
= Infraspinatus, MD = Mean Distance, SD = Standard 
Deviation, RMS = Root Mean Square, HD = Hausdorff 
Distance, AD = Area Deviation, DC = Dice Coefficient 

Muscle 
MD (± SD)

(mm) 
RMS 
(mm) 

HD 
(mm) 

AD 
(mm2) 

DC

T-M 0.09 (0.38) 0.39 3.06 5.49 0.96 

I-S 0.20 (0.64) 0.68 4.82 7.05 0.98 

CONCLUSIONS 
This study reports an effective use of SSM based MSKM in 
generating subject-specific shoulder biomechanics models. 
Future work will extend this method to other shoulder bones 
and muscle region predictions and build an MSKM pipeline 
using SSMs. 
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INTRODUCTION  
The role of sensory feedback from muscles and tendons in 
the control of movement has been well researched, with 
irrefutable evidence that muscle length and velocity 
influences muscle control at different levels of the 
corticospinal tract. However, research in human 
sensorimotor control has typically applied principles 
based on the assumption that muscle length is proportional 
to muscle-tendon unit length. Contrary to this assumption, 
there is now an abundance of evidence demonstrating that, 
even in isometric conditions, muscles fibres change length 
as a function of force due to their connection to elastic 
tendons. This is particularly pertinent in muscles of the 
lower limb, which have short fibres attached to long 
tendons.  

The aim of this invited talk is to examine different scenarios 
where interpretations of muscle motor output or sensory 
feedback from human lower limb muscles may be 
influenced by the role that elasticity within muscle-tendon 
units plays during muscle contractions or movements. We 
will show that ultrasound imaging can be an invaluable tool 
in assessing human muscle fascicle lengths or velocities 
during contractions and how this important information can 
influence our understanding of sensorimotor control.     

We have developed methods for dynamic ultrasound 
imaging of several muscles in the lower limb (e.g. 
gastrocnemius, soleus, tibialis anterior, intrinsic foot 
muscles) to assess the length changes of their muscle 
fascicles during contractions and/or passive joint rotations 
that induce muscle-tendon unit length changes. A custom 
written algorithm for tracking fascicle length changes has 
been developed [1], enabling sub-millimeter length changes 
of muscle to be assessed during contractions.  

This talk will focus on how fascicle length changes can be 
interpreted and how tendon compliance can influence both 
sensory feedback and motor output.  

RESULTS AND DISCUSSION  

During isometric contractions of the ankle plantar flexor 
muscles, fascicles of the gastrocnemius shorten 
substantially. Therefore, muscle fascicles are shorter, 
possibly at less optimal lengths, as muscle force increases 
and the rate of force development also impacts on the force 
generating capacity of the muscle. Small force fluctuations 
during ‘constant’ force contractions may therefore also 

result in lengthening and shortening of the muscle fascicles, 
which need to be interpreted when considering afferent 
output and corticospinal control of these muscles.   

We have also conducted experiments where we impose 
stretches to human lower limb muscles during both passive 
movements and active contractions. We show that while 
passive length changes are certainly transmitted to muscle 
fascicles, activation of the muscle often decouples the length 
of the fascicles from the muscle-tendon unit. Rapid stretches 
of the muscle-tendon units can drastically increase force 
output. However we show that this is not a result of stretch 
to the contractile tissue, but instead a reduction in the overall 
velocity of shortening, which in turn increases force output 
and increases the stretch of elastic tendinous tissues. This 
paradigm can be extended to active whole body movements. 
For instance, during quiet standing the tibialis anterior 
muscle experiences length changes that are concomitant to 
ankle angle changes, however once the system is perturbed 
or active sway is induced, its fascicles often shorten while 
the muscle-tendon unit lengthens and vice versa. Therefore 
the feedback from muscle spindles during active 
contractions may not directly represent sway direction.  

Recent experiments on the intrinsic foot muscles, 
demonstrate a similar phenomenon. The intrinsic foot 
muscles have been shown to activate in response to load 
applied to the foot that compresses the medial longitudinal 
arch. Ultrasound imaging during foot compression suggests 
that these muscles indeed lengthen during early foot 
compression, however this stretch is not sustained during 
contraction. Therefore, while passive muscle stretch may 
induce reflex muscle activation, sustained contraction must 
be controlled through other feedback mechanisms.  

These results have implications for our understanding of 
position control of joints, or muscle-tendon units, and how 
muscle spindle feedback might be used to in this control 
problem.    
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INTRODUCTION  
Muscle force is enhanced in the shortening phase of stretch-
shortening cycles (SSC). Although many studies have been 
conducted, the precise mechanism underlying force 
enhancement in SSC remains unknown. 

Recently, we suggested that residual force enhancement, the 
increase in the steady-state force observed after active 
stretching compared to a purely isometric contraction at the 
corresponding length, may contribute to the force 
enhancement in SSC (SSC effect) for human plantar flexor 
and knee extensor muscles (Fukutani et al. 2016). However, 
there is the possibility that the enhanced force in SSC is 
caused by an elongation of the attached cross-bridges 
(Bosco et al. 1982). Also, tendon elongation has been 
suggested to contribute to the SSC effect (Kawakami et al. 
2002). 

Here, we conducted skinned fiber experiments and carefully 
excluded the influence of tendon elongations. In order to 
determine the contribution of residual force enhancement 
and elongation of attached cross-bridges on the enhanced 
force during SSC, we conducted SSC with and without a 
transition between the stretch and shortening phases. Since 
cross-bridge cycling occurs several times per second, the 
influence of cross-bridge stretching induced by active 
lengthening should be lost in such a transition phase. 
Therefore, if cross-bridge stretching is the single factor for 
the SSC effect, then the SSC effect should be eliminated for 
SSC that include a transition phase. However, if the SSC 
effect is still observed when a transition phase is provided, 
another factor, possibly residual force enhancement, may 
contribute to the SSC effect. 

METHODS 
Three experiments were conducted using skinned fibers 
(n=49) isolated from rabbit soleus muscles. For control tests 
(Figure 1, black line), fibres were passively stretched from 
an average sarcomere length of 2.4 μm to 3.0 μm in 2 s, and 
then activated. Once maximal force was reached, muscles 
were actively shortened to 2.4 μm in 2 s. In the transition 
tests, (Figure 1, red line), fibres were activated at an average 
sarcomere length of 2.4 μm, stretched actively to  3.0 μm in 
2 s, held isometrically for 2 s, then actively shortened back 
to 2.4 μm. Finally, the SSC tests were identical to the 
transition tests, except that the active stretch was followed 
by active shortening without a pause (Figure 1, blue line). 

Work performed by the fibres during the active shortening 
phase (see Figure 1) and force at the onset of shortening 
were compared among the three test conditions. 

Figure 1: Force and sarcomere length changes as a function 
of time for the three test protocols, and work performed 
during the active shortening phase. Black: Control fibers, 
Red: transition fibers; Blue: SSC fibers. 

RESULTS AND DISCUSSION 
Work done during the active shortening phase was 
significantly greater in the SSC than the transition tests 
(0.065 ± 0.041 mN·mm for the SSC, and 0.052 ± 0.035 
mN·mm for the transition tests). This difference may 
possibly be explained by the loss of elastic energy in the 
attached cross-bridges during the transition phase. Work 
was also significantly greater in transition compared to 
control tests (0.044 ± 0.031 mN·mm for the control tests). 
This result indicates that elastic energy stored in cross-
bridges and residual force enhancement likely contribute to 
the observed SSC effect. Force at the onset of shortening 
was significantly greater in the transition compared to the 
control tests (0.62 ± 0.24 mN for the transition, and 0.55 ± 
0.24 mN for the control tests), suggesting that residual force 
enhancement may have contributed to the enhanced force in 
the SSC protocols. 

CONCLUSIONS 
We conclude that residual force enhancement and stretching 
of attached cross-bridges and associated storage of elastic 
energy contribute to the SSC effect. 
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INTRODUCTION  
During freely performed movements synergistic and 
antagonistic muscles are activated by the central nervous 
system in a well-controlled pattern [1] resulting in a precise 
execution of tasks relevant for various activities of daily life. 
Thereby describes the direction of the movement, whether a 
muscle is activated while shortening (concentric 
contraction) or while lengthening (eccentric contraction).  

From the force-velocity relationship it is well known that the 
force generated by a single muscle fibre depends not only on 
the velocity of changing fibre length but also on the 
contraction type (concentric or eccentric contraction) [2]. 
Furthermore, Herzog has shown that the rule of contractile 
proteins at the sarcomere level is different for concentric 
contractions and eccentric contractions [3]. Herzog proposed 
a three filament model in which beside actin and myosin a 
third myofilament, titin, contributes to the force regulation 
increasing the force generated by single muscle fibers 
during eccentric contractions. 

The envelope of the surface-electromyogram (sEMG) 
reflects the number of muscle fibers activated by the central 
nervous system to generate a certain muscle force. From the 
force-velocity relationship and the findings of Herzog the 
hypothesis can be formulated that in freely performed 
movements including concentric and eccentric components 
of muscle contraction the sEMG envelope depends on 
movement velocity and contraction type.  

METHODS 
15 healthy subjects (7 male, 8 female, age 26.2 + 3.2 years) 
performed elbow flexion and extension tasks against a 
constant external torque of 0.4 Nm and comprising the full 
range of motion. The forearm was held in neutral position. 
Movements have been performed with different self-
selected movement velocities in which the subjects have 
been animated to change the movement velocity when 
repeating the movement by visual feedback. Movement 
analysis has been used to measure the elbow 
flexion/extension angle in which 0° corresponds to the fully 
extended position. From the elbow flexion/extension angle 
angular velocity has been calculated representing the 
contraction velocity of the muscle. 

sEMG has recorded from the biceps, brachioradialis and 
triceps muscle according to the recommendations of 
SENIAM. Signals have been full wave rectified and 
smoothed (moving average filter; 80 ms window length). 
The resulting sEMG envelope has been normalized to the 
75% percentile of the maximal amplitude for each 
contraction type separately. 

sEMG-data have been categorized [4] with respect to 
contraction type, joint angle position and movement velocity 

in order to compare only sEMG data, which reflect the same 
boundary conditiones.  

RESULTS AND DISCUSSION 
Figure 1 shows the results for a joint angel of 75° + 5°. 
During concentric contraction all three muscles show an 
increase in sEMG envelope with increasing contraction 
velocity indicating the activation of a larger amount of 
muscle fibers to generate the desired force. This increase is 
less in the triceps muscle compared to the other two. 

Figure 1:  
Differences between 
concentric and eccentric 
contraction on the 
activation of biceps, 
brachioradialis and triceps 
muscle at different 
movement velocities. 

In contrast, in eccentric contractions the muscles are 
activated differently. Brachioradialis and triceps show a 
clear increase of activated muscle fibers with increasing 
velocity. However, a decrease in normalized sEMG 
amplitude has been found with increasing movement 
velocity in the biceps muscle.  

The values of the sEMG envelopes cannot be compared 
directly between the concentric and eccentric situation since 
they have been normalized to the 75% percentile of the 
maximal amplitude for each contraction type separately. 
Additionally, it has to be taken into consideration that biceps 
and brachioradialis are synergists which might share the 
force differently in different movement velocities [1]. 

CONCLUSIONS 
There is a clear effect of contraction type on the activation 
of different muscles, which depends on the movement 
velocity. This effect is well known in concentric activations, 
but it has to be considered in eccentric ones, too.  
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Ultrasonography is widely available in many departments 
and with the advantages as providing dynamic images in 
real time, and capability of identification of soft tissue, 
bone or lesion, and without radiation exposure. Recent 
reports have also noted that ultrasonography guided 
percutaneous surgical intervention have gain popularity as 
an effective, safe, and less- invasive alternative to open 
invasive operations in general surgery, gynecological and 
obstetrical procedures. However, it has only received 
anecdotal use of musculoskeletal fields, including the hand 
surgery.   

We propose a novel operative technique for percutaneous 
release of the trigger digit (TD) and carpal tunnel syndrome 
(CTS) using real-time ultrasonographic guidance since 
1998. This sonographically assisted percutaneous release 
(SAPR) provides the advantage of direct visualization of the 
release and avoids the inherent risks of incomplete release 
and injury to adjacent neurovascular structures associated 
with current percutaneous release techniques.  

In this talk, I will present our several attempts in cadaveric 
and clinical studies to determine whether the real time and 
dynamic multiple-plane observation capabilities of 
ultrasonography would allow us to see and precisely 
monitor the percutaneous division of the A1 pulley/
transverse carpal ligament and, therefore, avoid the inherent 
risks combined with the reported minimal invasive release 
(e.g. blind percutaneous or endoscopic release). In addition 
to the benefits of a shorter period of disability and less 
postoperative discomfort for the patient, this tech also 
valuable for the simplicity for the surgeon (need only local 
infiltrative anesthesia, no assistant or tourniquet is needed 
for the percutaneous release),  

In summary, because of the effectiveness of these 
techniques, we have undertaken over twenty- thousands 
cases of trigger digit and carpal tunnel syndrome. In 
addition to the beneficial results in clinical practice, with 
the rapid accumulation of these cases has also brought 
several basic studies on these disorders.
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INTRODUCTION  
Trigger fingers, one of the most encountered hand 

problems caused by thickened of the A1 pulley, affect 
approximately 2.6% of the general population. To date, 
there are rare study evaluating the outcomes after surgical 
release for locked digits. Yet, the surgical results between 
non-locked and locked are unclear. In our previous study, 
only 3% of 107 patients are locked digits. Thus, our 
purposes were to evaluate the 1-year outcomes after SAPR 
for trigger digits and to compare the outcomes between 
locked and non-locked digits. We hypothesize that SAPR 
for trigger digits would improve the functional outcomes 
and relieve the pain and that non-locked digits have better 
functional improvement than locked ones during follow-up.. 

METHODS 
A total of 1167 digits underwent SAPR were included. 

The affected digits divided into locked or non-locked digits 
based on the disease severity. Visual analogue scale (VAS), 
functional scores (Quick-DASH[1], modified functional 
status scale (mFSS)[2]), functional strength (grip, pinch and 
three-jaw-chuck power), and satisfaction scores were 
evaluated and compared post-operatively, 1 week and 1, 3, 
6, and 12 months after the operation. 

RESULTS AND DISCUSSION 

Table 1: Quick-DASH scores (Fig. 1A), modified functional 
status scale (mFSS)(Fig. 1B), visual analogue scale (VAS) 
score (Fig. 1C) and satisfaction score (Fig. 1D) measured 
pre-operatively and post-operatively at the 1 week, 1 month, 
3 months, 6 months and 12 months between non-locked and 
locked groups. 

At 1-year follow-up, both groups (non-locked vs. locked) 
showed high pain-free rate, high complete remission rate, 
and high satisfaction rate in non-locked digits than in locked 
digits. The post-operative Quick-DASH scores, mFSS 
scores, VAS score continues to improve from one week to 
12 months after operation in both groups (Table 1). 
However, the non-locked digits have better results in all 3 
functional strength parameters and pain-free rate (p<0.01, 
all) than the locked digits one year after SAPR. At our final 
clinical and sonographic evaluation, no patients had 
infection, neurovascular injuries or flexor tendon injuries. 

CONCLUSIONS 
SAPR is an effective and efficient methods for trigger digits 
with high satisfactory rate, high complete remission rate and 
good functional outcomes after 1-year follow-up. Based on 
disease severity, non-locked digits has higher complete 
resolution rate, post-operative pinch strength and pain-free 
rate than locked digits. Early intervention may be suggested 
for better strength restoration and functional recovery. 
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INTRODUCTION  
In flexor tendon repair of the hand, it has been thought that 
the A2 and A4 pulleys should be preserved as far as 
possible to prevent bowstringing. However, in some cases 
that may lead to decreased range of motion or even re-
rupture due to adhesion or catching of the repair site at the 
edge of a pulley. Partial pulley excision may facilitate 
tendon repair, ensure smooth tendon gliding, and prevent 
catching. The acceptable extent of pulley excision before 
significant bowstringing occurs is debatable. Some 
researchers have advocated preservation of as much of the 
A2 and A4 pulleys, while some have suggested that partial 
excision of up to 75% may not result in a significant 
decrease in function [1] (Mitsionis 1999). There is also a 
lack of precise anatomical data of the pulleys with respect to 
the skeletal structure and joint centres in literature. An 
adaptable and anatomically accurate mathematical model 
could therefore serve to illustrate the effect of pulley 
excision. 
METHODS 
Fine cut (1mm) magnetic resonance imaging of the index 
fingers of 5 healthy volunteers were obtained after 
obtaining ethical approval. In the sagittal plane, anatomical 
landmarks including the joint rotation centers of the 
metacarpophalangeal and interphalangeal joints, and the A2 
and A4 pulleys and their most proximal and distal points 
were delineated. Based on their trigonometric relationships, 
a mathematical model of a two-pulley (A2 and A4) system 
and the proximal interphalangeal joint is derived (fig. 1) 
where b and a are the distances of the A2 and A4 pulleys 
from the joint center at the head of the proximal phalanx, h 
is the moment arm of the flexor tendon, and z is the length 
of the tendon between the pulleys. The effect of 25%, 50%, 
75% and complete pulley excision on moment arm and 
tendon excursion is investigated, and compared with the 
normal anatomical situation in a cadaveric study by An et 
al. [2]. 

RESULTS AND DISCUSSION
The A2 and A4 pulleys were well visualized in all subjects. 
It was found that for the flexor digitorum superficialis, 
excision of 75% of the A2 pulley results in 4% increase in 
tendon excursion at 90 degrees of flexion, whereas excision 
of 75% the A4 pulley results in 34% increase in tendon 
excursion. For the flexor digitorum profundus, excision of 
up to 75% of the A2 pulley resulted in no significant 
increase in tendon excursion, and excision of 75% of the 
A4 pulley resulted in 21% increase in tendon excursion. 
The amount of tendon excursion at 90 degrees flexion at the 

proximal interphalangeal joint would produce 13 
degrees less if 50% of both pulleys were excised. The 
linear relationship between pulley excision and change 
in joint range of motion is demonstrated. 

Figure 1: The MRI image of the A2 pulley with simulated 
excisions and the mathematical model. 

CONCLUSIONS 
It is shown in this study that excision of the A2 pulley 
results in less increase of tendon excursion required and less 
decrease of range of motion than excision of the A4 pulley. 
This is due to the shorter distance between the A4 pulley and 
the joint center. From the result of this study it can be seen 
that the effect of excision of the A4 pulley may have a 
greater effect on tendon function than that of the A2 pulley, 
and that the A2 pulley can be excised partially without a 
significant loss of total range of motion. This is the first 
normative model of the flexor system of the proximal 
interphalangeal joint with respect to the lengths of the 
phalanges, and thus can be adapted to altered anatomy such 
as in a shortened digit after trauma or in congenital anomaly. 
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INTRODUCTION  
In trigger finger, the pulleys thicken or the tendons swell, 
impeding tendon movement and causing the finger to snap 
and lock painfully. Although medical history and physical 
examinations generally determine diagnosis, objective 
quantification is critical. Ultrasound (US) scanners of 5-17 
MHz have been used to assess pulley tissue lesions, but they 
cannot well assess pulley structure injuries or discern the 
normal pulley [1]. Accurate identification of the pulley’s 
thickness could help distinguish normal and pathological 
pulleys, and follow-up images could aid in choosing 
treatment. USs higher than 20 MHz should be able to 
accomplish this [2,3]. 

METHODS 
The IRB of National Cheng Kung University Hospital, 
TAIWAN, approved the study and waived the need for 
informed consent. We used the normal A1 pulley, 
hypodermis and superficial digital flexor tendon (SDFT) 
from 14 fresh frozen human cadaveric hands with no 
diagnosis or indications of musculoskeletal disease, 
metabolic disorder or major trauma. The tissue was flattened 
and fixed on a custom plexiglass plate and immersed in a 
saline tank for measuring. A 30 MHz US transducer (NIH 
Ultrasonic Transducer Resource Center, USC, University 
Park, LA, USA) was placed approximately 7.7 mm above 
the tissue for signal acquisition. B-mode images and 
measurements were taken from the finger’s sagittal and 
transverse planes (10 times for each direction from different 
tissue locations). All experiments were performed in an air-
conditioned laboratory at room temperature. Each B-mode 
image covered a 5(width)×1.5(depth) mm area from 250 A-
lines at 20 μm intervals. Data analysis and imaging were 
performed with MATLAB (The MathWorks, Natick, MA, 
USA). ANOVA was used to investigate the significance of 
US parameters, i.e., sound speed, attenuation slope and 
coefficient, integrated backscatter (IB) and Nakagami 
parameter (m), on distinguishing the A1 pulley and 
surrounding tissues. We used a paired t-test (p<0.05) to 
study the significance of IB and m on distinguishing the 
parameters from the transverse and sagittal planes.  

RESULTS AND DISCUSSION 
The hypodermis, A1 pulley and SDFT were 2.60±0.30, 
0.64±0.14 and 1.84±0.32 mm thick, respectively. The B-
mode images had a much better resolution than the low-
frequency images. Textures could be easily distinguished in 
the transverse and sagittal images of the A1 pulley and 
SDFT but not the hypodermis. (Fig. 1A) The linear 
regression fitting of the attenuation slope of the hypodermis, 
A1 pulley and SDFT was 0.274±0.042, 0.183±0.050 and 
0.190±0.027 dB/mm/MHz, respectively (R-square>0.9). The 
hypodermis had a significantly larger attenuation slope than 
the A1 pulley and SDFT (p<0.001), and the A1 pulley and 
SDFT had similar slopes (p=0.891). The estimated 

hypodermis, A1 pulley, and SDFT attenuation coefficients, 
corresponding to the use of the 30 MHz US, were 7.0±0.81, 
4.3±0.90 and 5.8±1.2 dB/mm, respectively. The attenuation 
coefficient differed significantly between the A1 pulley and 
hypodermis (p< 0.001) but not the A1 pulley and SDFT 
(p=0.891). 

Figure 1: (A) Sagittal and transverse images, (B) IB and (C) 
m of the hypodermis, A1 pulley and SDFT. 

The transverse and sagittal planes had similar estimated IB: 
−87.9±1.6, −86.8±2.1 and −83.7±1.9 dB, respectively, for 
the hypodermis, A1 pulley and SDFT in the transverse, and 
−87.9±1.7, −87.1±1.8 and −83.8±2.0 dB in the sagittal (Fig. 
1B). The region of interest (ROI) of the hypodermis, A1 
pulley and SDFT had an average estimated m of 0.83±0.08, 
1.17±0.07 and 0.58±0.12, respectively, in the transverse and 
0.85±0.07, 0.89±0.07 and 1.00±0.10 in the sagittal (Fig. 1C). 
The A1 pulley had a significantly larger estimated m than 
the hypodermis (p<0.001) and SDFT (p<0.001). In the 
sagittal plane, the A1 pulley had a significantly different m 
from the SDFT (p<0.001) but not the hypodermis (p=0.299).  

CONCLUSIONS 
The results demonstrated that US images have high 
resolution and can sufficiently differentiate tissue. 
Moreover, the hypodermis has a larger attenuation slope 
than the A1 pulley and SDFT. The A1 pulley has about the 
same IB as the hypodermis but not the SDFT. The A1 pulley 
also has a different m than the hypodermis and SDFT. 
Therefore, high-frequency US images in conjunction with 
US parameters can characterize the A1 pulley system and 
surrounding tissues. 
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INTRODUCTION 
Trigger finger is a common pathology in which 
fibro‐cartilaginous metaplasia of the A1 pulley 
generates a  mismatch  between  the  pulley  and  the  
tendon  sliding  inside.  In  case  of  failure  of  
conservative treatment, surgical release is mandatory 
to restore a free sliding of the flexor tendon. Open 
release is the classic approach. Blinded percutaneous 
release has been described for long and give the 
advantage to  shorten  the  recovery  time  for  the  
patients.  However,  this  technique  present  some  
risks  of tendon and neuro‐vascular complications. 
The use of these procedure should then be avoided 
for the thumb and the fifth finger where de 
neurovascular bundle  path  may  cross  the  tendon.  
The  use  of  sonography to guide percutaneous 
release give to the surgeon the possibility to 
accurately identify the structures  at  risk  and  
proceed  to  a  very  selective  release  of  the  A1  
pulley.  The  use  of  sonography should then 
decrease the complication rate of the percutaneous 
technique keeping the advantage of early recovery of 
the percutaneous technique. The effect  of  A1  
pulley  release  on  the  flexor  tendon  excursion 
have already been described [2]. 

The  purpose  of  this  study  is  to  compare  the  
modification  induced  by  A1  pulley  release  
after percutaneous  sonography  guided  technique  
with  the open technique. The hypothesis is that 
there is no difference between the two techniques. 

METHODS 
Six fresh frozen cadaver hands were used. Specimen 
were  prepared  using  in  a  standardized  technique.  
After  a  radio‐carpal  amputation,  specimen  
was mounted  on  a  motorised  testing  device  
allowing  passive  motion  of  the  long  fingers.  A  
cord  was suture on the flexor and extensor tendons 
of each long finger and a free load was applied. A 
reflective marker  was  attached  on  each  cord  and,  
using  an  optoelectronic device (Vicon®) 3D tendon 
excursion was  recorded  and  
measured.  Assessment  was  performed in intact 
situation, after sonographycally guided  intra‐sheath  
A1  pulley  release  and  finally  after open release. A 
three‐way ANOVA followed by a  LSD  post  hoc  
test  was  performed  for  statistical 

analyse.  The  type  of  procedure,  the  long  finger  
involved  and  the  type  of  flexor  tendon  excursion 
was  assessed.  A  p<0.05  was  considered  as  
significant.  

RESULTS AND DISCUSSION 

The higher excursion measured was by 43.2mm and 
the lower was by 20.9mm. There was no significant 
difference between percutaneous sonographycally 
guided  technique  and  the  intact  condition.  Open  
release  decreased  significantly  by  4.5%  the  flexor 
tendon  excursion  and  there  was  no  difference  
between  flexor  digitorum  superficialis  
and profundus. 

Before open release of A1 pulleys, inspection of the 
pulley  was  performed  to  assess  the  amount  of  
release  obtained  percutaneously.  This  evaluation 
revealed that only 50% of percutaneous release was 
complete  and  less  than  25%  of  the  pulley  was  
released  in  12.5%  of  cases.  This  low  rate  
of complete  release  could  be  explained  by  the  
low  definition of the sonography probe (Sonosite® 
10/5 Mhz)  an  may  explain  the  non‐significant  
effect  of  the percutaneously sonographycally 
guided release on the tendon excursion. 

CONCLUSION 

We  found  that  only  open  release  of  A1  pulley  
decrease  the  excursion  of  long  fingers  
flexors tendons.  In  clinical  cases,  high  
definition  sonography  probe  should  be  use  to  
decrease  the high  rate  of  incomplete  release  
observed  in  our  study. 

REFERENCES 

1. Ryzewicz  M,  Wolf  JM.  Trigger
digits:principles, management, and
complications. J Hand Surg Am. 2006
Jan; 31(1):135‐46

2. Phillips C, Mass D. Mechanical analysis of
the  palmar  aponeurosis  pulley  in  human
cadavers.  J  Hand  Surg  Am.  1996
Mar; 21(2):240‐4



MEASURING AND MODELLING THE MECHANICAL POWER BALANCE IN SPEED 
SKATING  

1 Eline van der Kruk, 1DirkJan (H).E.J. Veeger, 1Frans C.T. van der Helm and 1Arend L. Schwab 
1Delft University of Technology 

Corresponding author email: evanderkruk@tudelft.nl 

INTRODUCTION  
Power is a familiar metric to sportsmen since the 
introduction of SRM systems in cycling. Speed skaters often 
train with these systems in their cycling trainings and 
expressed their desire to also have a power meter during 
their speed skating practices. The design of such a system 
requires, apart from a measurement method, a simple model 
which can determine power, preferably real-time. For the 
verification of such a simple power model, a reliable 
verification model is necessary. 
Looking into the terminology in literature, the term power 
seems to have been more and more detached from its 
physical origin over the course of research. Several methods 
and terms have been introduced which all determine a 
certain ‘power’, but the terminology is ruffled up and the 
consequences of the assumptions made in the methods are 
often disregarded.  
The goal of this paper is to design a reliable verification 
power model for speed skating which in future work can be 
used for the verification of a simple skater power model. 
Additionally the mechanical power balance is determined 
with measured kinetic data of a speed skater.  

METHODS 
A seven rigid body segment 3D speed skater model is 
proposed as the verification model, incorporating two 
skates, two shanks, two thighs and a HAT (head, arms, 
trunk). The formulated mechanical power balance consists 
of joint power, gravitational power, kinetic power and 
frictional power. Joint power was assumed to be the best 
estimate of the power generation. 
Kinematic data of a skater were captured with a Qualisys 
motion capture system at an indoor ice rink, covering 50 m 
of the straight. Additionally a wireless instrumented 
klapskate was used to measure the push-off forces of the 
skater [1]. These captured data were used to determine the 
mechanical power balance in speed skating.  A global 
optimization method was applied for the inverse kinematics.  
Regarding the inverse dynamics, to solve for the joint 
moments, a new least-square error method is proposed 
(ELS), incorporating the power balance into the least-square 
error fit. This new method was compared to the consecutive 
solving method (CS), in which the joint forces and moments 
are solved consecutive, starting at the extremes and working 
up, and to a least-square error method (LSE) in which the 
Newton-Euler equations are incorporated into the least-
square error fit [2].  
It is important to grasp which inaccuracies have most effect 
on the verification model of  power estimation. The 
sensitivity of the model was therefore determined by 
changing the specific variable or parameter by adding a 
relative error to the estimated or measured data and compare 
the power outcomes. 

RESULTS AND DISCUSSION 
The main drawback of the CS method is that the Newton-
Euler equations are not satisfied at the HAT segment,  

Figure 1: Motion capture of  a speed skater on an ice rink. 

leaving a residual of 482N in forces and 550Nm in 
moments. The least-square optimizations reduce these 
residuals to 58 N and 48 Nm for LSE and 46 N and 10 Nm 
for ELS. Apart from the Newton-Euler equations, the ELS 
method also takes into account the power balance as a 
constraint. Theoretically the kinetic power, the gravitational 
power and the frictional power should add up to the joint 
power. The kinetic + gravitational power cannot be larger 
than the joint power at any point in time, since this would 
imply that there is a positive frictional power at that instant. 
In the powers obtained with the LSE method we see that this 
does occur at several moments in the stroke. This is due to 
either the measurement accuracy or model assumptions. The 
ELS method solves this problem and thereby improves the 
mechanical power balance significantly. The difference in 
peak joint power estimation between the CS and ELS is 5 to 
8% in peak power.  
The sensitivity analysis showed that an error in orientation 
of the skate causes the largest deviation in joint power 
estimation. This is due to the fact that it is this orientation of 
the skate that rotates the locally measured push-off force 
into a global coordinate system.  A measurement error of 50 
in steer angle already causes a difference in peak joint 
power estimation of over 10%. Next,  the measured forces 
have most influence on the joint power estimation.  

CONCLUSIONS 
The joint power determined with the mechanical power 
balance of a seven rigid body segment 3D model can be 
used for the verification of a simple skater power model. 
The new proposed least-square error method for the inverse 
dynamics improves the power balance significantly in speed 
skating. The sensitivity analysis showed that the power 
estimation is highly sensitive to the accuracy with which the 
orientation of the skate is measured. 
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INTRODUCTION  
Regulating golf shot distance is critical to player 
performance during competition. Previous research has 
revealed that whole-body angular impulse increases when 
hitting golf shots of increased distance [1]. Reduction of 
golf shot distance within a club has also been associated 
with decreases in reaction force magnitude from the rear 
and/or target legs [2]. These findings suggest that lower 
limb joint kinetics will be regulated to meet these whole-
body mechanical demands. Understanding how the joint 
kinetics vary when regulating golf shot distance provides 
insights into how players can manage their control strategies 
on the course. The aim of this study was to determine if 
increases in golf shot distance are associated with increases 
in support moment and net joint moment magnitudes 
(NJMs). We hypothesized that target and rear leg support 
moments and NJMs would increase using a driver compared 
to a 6-iron.  

METHODS 
Skilled players (n = 7, handicap < 5) volunteered to 
participate in accordance with the local institutional review 
board. Each player performed ten full golf shots towards a 
target with a 6-iron (6I) and a driver (D, TaylorMade-adidas 
golf). Golf swings were initiated using player preferred 
address positions with each foot supported by a force plate 
(Kistler, 1200 Hz). Segment kinematics were captured using 
retroreflective markers and a 16-camera motion capture 
system (100 Hz, Natural Point Optitrack; Acquire3D, C-
Motion). Joint kinetics were calculated using inverse 
dynamics. Net joint moment (NJM) magnitudes were 
chosen at peak support moment for each leg (summation of 
ankle, knee, and hip NJM) prior to ball contact and were 
normalized by body mass. Statistical analysis determined 
group differences using the Sign Test (α = 0.05).  

RESULTS AND DISCUSSION 
The target leg support moment significantly increased across 
the group when hitting with the driver compared to the 6-
iron (p = 0.008, Figure 1a). Support moment increases arose 
from increases in target leg ankle (p = 0.016), knee (p = 
0.008), and hip (p = 0.016) NJM. This occurred with no 
significant increases in target leg NJM percent contribution 
to support moment. When swinging with the driver, rear leg 
ankle NJM (p = 0.016, Figure 1b) and percent contribution 
to support moment (p = 0.008) significantly increased while 
rear leg knee NJM (p = 0.008) and percent contribution to 
rear leg support moment (p = 0.016) significantly decreased.  

The distribution of mechanical demand imposed on the rear 
and target legs was determined by expressing the percent 
contribution of the ankle, knee, and hip NJM to the support 
moments. The results indicate that target leg control is 
dominated by the knee and hip whereas rear leg control is 
dominated by the hip. Swings with the driver imposed more 
demand on the rear leg ankle, while reducing the demand at 
the knee. These changes may have an impact on the control 

strategy employed by the player to accommodate these 
changes.  

CONCLUSIONS 
Regulation of golf shot distance involves coordination 
between the rear and target legs. The target leg support 
moments and NJMs increased when swinging with a driver, 
while rear leg NJMs varied across conditions. The 
distribution of mechanical demand imposed on the target leg 
was dominated by the knee and hip and remained consistent 
across tasks. In contrast, the distribution of mechanical 
demand imposed on the rear leg varied between tasks. These 
findings may have implications toward muscular control 
strategies players utilize to increase golf shot distance.  
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INTRODUCTION  
Despite the importance of the putting stroke in golf, a 
current paucity of research leaves coaches reliant on 
anecdotal evidence for their mechanical advice. One of the 
most common forms of this anecdotal advice is to reduce 
the complexity of the task by making individual segmental 
motions (e.g. trunk rotation) as consistent as possible [1]. 
Interestingly, recent research suggests that variability in 
individual segment motions, or movement variability 
(MV) has a more complex relationship with task 
performance, likely playing both a functional and 
dysfunctional role [2].  

A starting point to providing insight into the functional 
role of MV in the putting stroke is to establish the 
magnitude of variability exhibited by golfers of different 
standards. The purpose of this study therefore was to 
investigate the magnitude of range of motion (ROM) MV 
at the trunk and wrist in experienced and novice golfers 
during the putting downswing.  

METHODS 
Twenty right handed males were recruited.  All 
participants in the ‘experienced’ group had a current 
handicap below 18 (n =10, age = 29.10 ± 8.18 years; 
height = 182.40 ± 7.44 cm; weight = 88.22 ± 18.49 kg; 
handicap = 6.66 ± 7.42), while participants in the ‘novice’ 
group had never held an official handicap nor played more 
than 4 rounds in the preceding year (n =10, age = 25.00 ± 
7.38 years; height = 181.30 ± 5.78 cm; weight = 84.17 ± 
12.73 kg). Ethical approval was granted by the human 
research ethics committee of the Australian Catholic 
University (ACU) and written informed consent was 
obtained.  

Following a five minute warm period, each participant 
performed 20 consecutive four metre putts on an artificial 
putting surface (Birdie Ball Inc., Colorado, USA). Each 
putt was captured with a 12 camera Vicon (Oxford, UK) 
120 Hz MX system, tracking the motion of 31 retro-
reflective markers affixed to the participants body and 
club. Kinematics of the wrists, trunk and pelvis were 
modeled from raw trajectories according to ISB 
conventions [3,4] using Visual 3D (C-Motion Inc., 
Germantown, USA). Standard deviations of ROM were 
then calculated and used to represent intra-individual MV. 
Putt outcome was calculated as the distance the ball 
finished from the hole, or mean radial error (MRE), 
measured from photographs taken using a GoPro Hero 4 
camera (GoPro, Inc., California, USA) mounted directly 
above the hole.  

RESULTS AND DISCUSSION 
MRE of the ball relative to hole was significantly greater 
in the novice group (28.00±17.393cm v 59.08±24.17cm, p 
= 0.01, d = 1.57).  There was a trend towards the 
experienced group displaying less variability across all 

segmental motions (see Figure 1). This may suggest that 
some decrease in MV occurs with practice in the putting 
action. However, despite this trend, no significant 
differences between groups were detected in ROM 
variability at any segment 

Figure 1: Comparison of ROM MV between experienced 
and novice golfers.  

Importantly, the clear group differences in performance 
were not matched by clear differences in MV, appearing to 
downplay the potential importance of MV magnitude as a 
critical factor in optimal execution of the putting stroke. 
This, in conjunction with previous research into other 
motor tasks [2] indicates that the traditional advice of 
trying to eliminate all variability in individual segmental 
motion is likely oversimplifying the potentially complex 
role MV in skilled performance. Future research is 
required to investigate whether differences occur in other 
segmental motions in the putting action and, crucially, 
how the nature (as opposed to the magnitude) of MV may 
influence putting performance. 

CONCLUSIONS 
While the results of this study suggest a trend towards 
more successful putters exhibiting less MV than novices, 
differences were less than many would anticipate. Given 
the marked difference in outcome between groups, the 
modest differences in MV suggest the nature of MV in 
putting may be more important than magnitude. The 
current study highlights the importance of future research 
examining the nature of movement variability, and its 
likely important influence on performance in the putting 
stroke.  
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INTRODUCTION  
The force produced to propel a body forward in speed 
skating is directed almost perpendicular to the forward 
motion, because a skate moves nearly frictionless in the for-
aft direction and more or less fixed (against the ice) in 
sideways lateral direction, resulting in a sliding point to 
push off against. This unique propulsion property makes 
speed skating challenging to master, the movement is quite 
different from propulsion methods in daily life like walking 
and cycling, and challenges the biomechanical 
interpretation1. In the present study we are looking for 
performance indicators that will predict the quality of a 
stroke or a section (curve or straight).  
In close cooperation with Dutch elite coaches some 
promising performance indicators have been selected for an 
initial examination. One of them is the time both skates 
make contact with the ice simultaneously, the so-called 
double stance phase (DS). It is hypothesized that a shorter 
DS phase can lead a more effective the push-off. The data 
collection is used to: 1. develop good algorithms to get the 
DS phase automatically, and 2. to verify empirically 
whether the hypothesis is true. Here we specifically focus on 
the DS phase in the curve.  

METHODS 
Six skaters of a regional junior team were asked to wear 
IMU (Shimmer3, Shimmersensing Ireland) during their 
regular training twice a week. All speed skaters are 
performing on the Dutch national level or just below (age 
~18, 3 men and 3 women). Data is collected over a whole 
season.  The IMU sensors are attached to both left and right 
skate shoe and synchronized before hand as described by 
Shimmer. Accelerometer, Gyroscope, and Magnetometer 
data are collected at a sample rate of 500 Hz on the sensors 
and downloaded after the training (typically 1 hour). The 
data is analyzed to get an overview of the training as 
feedback to the coach (total time of activity during the 
training, number of curves during the activity, time per 
curve, etc.). Algorithms are being developed to 
automatically detect blocks of activity, curves and straights 
and strokes, that is, contact of the skate with the ice. From 
these parameters like, ice contact time for one skate, curve 
time, DS phase for left and right stroke are calculated. To 
verify the quality of the algorithm for stroke detection, the 
strokes during almost all curves are collected manually as 
well. 

RESULTS AND DISCUSSION 
Although the hand collected data is still more consistent 
then the automatic analysis, the same features are visible in 
both data sets. The DS phase both from Left to Right and 
Right to left vary between skaters: on average 346 ±83 306 
±80 ms. Left right uniformity varies significantly from 
subject to subject (60 – 220 ms). For some skaters, but not 
all, a relationship can be seen between the time it takes to 
round a curve (~ speed) and the time in DS (figure 1), a 
slower curve relates to a longer DS.  

Two main factors contributing to the errors in the DS time 
are: 1. the accuracy with which the contact of the skate on 
the ice can be obtained from the IMU data (either manually 
or with the algorithm) and 2. variability introduced by the 
skaters due to ‘external’ factors. In speed skating skaters 
ride regularly in lines to shield head wind or to keep a 
certain pace. Riding at speeds of 40 km/h or higher with a 
distance to the skater in front of about 1-2 m, makes it 
inevitable to regularly adjust one’s speed, which is most 
conveniently done in DS, and thus contributing to a larger 
spread in DS times. 

Figure 1: Round dots represent the average DS per curve 
for left to right and (+) for Ri to left. Stars: average per 
curve of the contact time per skate. The green line gives an 
estimate of the rounding time of a curve. The ragged line 
indicates the training schedule rather then the quality of the 
data. 

CONCLUSIONS 
The first performance indicator investigated shows clear 
differences between skaters. Results (e.g. fig. 1) show a 
relation between the DS and curve speed, supporting our 
hypothesis, but is not jet conclusive. Next step will be to 
investigate the speed and DS time relation in more detail, 
and experiments using Real-Time feedback will commence 
to investigate the possibility to influence the skaters 
behavior with respect to the DS timing. The feedback will 
be processed real-time and converted to a simple measure of 
performance; this will be presented to the skater in glasses. 
The currently developed instrumented Klapskate2 will 
further broaden the possibilities to give feedback in real-
time on the ice. 
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Figure 1: Group mean for all subjects: knee, ankle and hip angles as well as swing hand in vertical position and the 
resulting acceleration. Lastly, the trunks' vertical position. Different phases of the bowling stroke have been 
marked. A: Initiation of the third step. B: Initiation of the fourth step. C: Top position in the backwards wing. D: 
The forward motion of the ball begins as well as initiation of the fifth step. E: The ball reaches the lowest point in 
the swing and the left foot starts to slide F:  Delivery of the ball to the lane. 
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INTRODUCTION  
Ten-pin bowling is a sport where technical skills are very 
important. In 2010 it was estimated that 166 million people, 
in over 90 countries, play the sport of bowling [1]. 
Research in ten-pin bowling is mostly limited to the 
equipment and physiological parameters [1,2], while the 
kinematics of bowling has hardly been studied. Only a few 
studies have investigated the kinematics behind the bowling 
technique with 2D analysis [3].  

Due to the lack of scientific analysis and thereby the 
understanding of the bowling kinematics, the purpose of this 
exploratory study was: To achieve a better understanding of 
the modern bowling technique through 3D motion capture. 
In particular, the focus was at the evaluation of the joint 
angles in the supporting leg, acceleration of the swing hand, 
the wrists movement, as well as the body's vertical 
movement through a throw.  

METHODS 
Nine Danish elite world-class male bowlers were recruited 
(Mean±SD, age: 27.3 ± 6.1 years; body mass: 84.5 ± 10.1 
kg) to perform 20 bowling strokes. Kinematic data was 
recorded using a Xsens MVN link 3D motion capture 
system (Xsens Technologies B.V, Enschede, The 
Netherlands) at 240 Hz. 
The subjects performed 20 throws on the 10 pin lane. The 
objective was to tilt as many pins as possible. 

The collected variables were Knee-, ankle- and hip joint 
flexsion/extension for the support leg, resulting acceleration 
and vertical position of the swing hand, the swing hand wrist 
movement in ulnar deviation/radial deviation, 
pronation/supination and flexion/extension. Moreover, the 
L5 joint vertical movement was recorded.  

RESULTS AND DISCUSSION 
The Xsens MVN link was successfully used to collect 
kinematic data of the bowling technique.  Figure 1 shows 
the group mean for all subjects. The top position of the 
hand, in the backwards swing, was found and 480 frames 
before and after the peak were utilized. 
The results of the bowling technique analysis showed that the 
bowlers deliver the ball after the lowest point in a lift just prior to 
ball release. Knee and hip joint extends prior to ball release causing 
the body to move upwards. Further, the analysis did reveal that 
elite bowlers are highly consistent in their movements.

CONCLUSIONS 
This study is the first that describes the technique in ten-pin 
bowling. Thereby, the study has increased the understanding of 
joint angles in the support leg, kinematics of the swing hand and 
the vertical displacement of the trunk. The Xsens technology based 
on inertial measurement units provides a mean to assess bowling 
technique away from the laboratory and out in the field. 
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INTRODUCTION  
Gait impairments are important determinants of mobility 
through-out the lifespan. The mechanisms for alterations in 
gait mechanics in aging remain unclear but may result from 
physiological changes including decreased muscle strength, 
power, and fatigue resistance, and behavioral changes such 
as decreased physical activity. These age-related changes 
are especially prevalent in the knee extensors [1] and so may 
alter the function of the knee during gait. The interaction of 
habitual vigorous physical activity, muscle function and gait 
mechanics in the aged has not been characterized. The first 
aim of this study was to determine if knee extensor function 
(strength, power, and activation) and knee mechanics during 
gait differ by age and physical activity status. As knee 
extensor fatigue may alter gait throughout daily activity, the 
second aim was to test the sensitivity of gait mechanics to 
alterations in muscle function in response to a 30 minute 
bout of activity. 

METHODS 
Gait mechanics, knee extensor function and EMG activity 
were quantified for 17 young adults (Y; 28±3 years, 10 
female), 18 highly active older adults (OHI; 62±4 years, 10 
female), and 13 less active older adults (OLO; 63±3 years, 7 
female). All participants were healthy with no history of 
major joint injury or pathology. Physical activity was 
assessed using accelerometers worn at the hip and was 
different between OLO and both Y and OHI (p<0.001 and 
p=0.003) but not between Y and OHI (p=0.06). All 
procedures were approved by the university IRB. 

Overground gait analysis at 1.4 m/s using the point cluster 
technique and isokinetic knee extensor testing were 
performed before and after a preferred-speed, 30-minute 
treadmill walk (30MTW). Peak concentric power at 270°/s 
and isometric torque were obtained from isokinetic testing. 
EMG was collected from vastus lateralis, vastus medialis, 
and rectus femoris (knee extensors) as well as the 
semitendinosis and biceps femoris (knee flexors) during the 
first and last minute of the 30MTW, and normalized to the 
signal from maximal voluntary contractions. Primary gait 
outcomes were: knee flexion angle at heelstrike and 
midstance and range of motion during stance; peak external 
knee flexion moment; and femoral anterior translation 
relative to the tibia at heelstrike and during midstance. A co-
contraction index was calculated as the ratio of knee flexor 
to the sum of knee extensor and flexor integrated EMG 
during terminal swing and early, mid, and late stance.  
Statistics: All variables were compared between groups (Y, 
OHI, OLO) and across time (pre vs. post 30MTW) using 
repeated measures ANOVAs with α≤0.05. Where a 
significant main effect was found, Tukey’s post-hoc test was 
used to determine between-group differences. 

RESULTS AND DISCUSSION  
At baseline, Y produced more knee extensor power than 
OLO (+37%, p=0.02) but not OHI (p=0.09) at 270°/s. In 

response to the 30MTW, knee extensor isometric torque 
decreased (p=0.003) and power at 270°/s (p<0.001) 
decreased by 10, 4, and 20% in Y, OHI, and OLO, 
respectively. Femoral anterior translation relative to the tibia 
during midstance was smaller in Y compared to OHI 
(p=0.045) and OLO (p=0.008). All groups had a more 
flexed knee at heel strike (p=0.01) and a smaller range of 
motion at the knee (p=0.001) after the 30MTW. Finally, 
there was a group x time interaction for the peak knee 
flexion moment (p=0.05, Figure 1). 

Figure 1 Knee mechanics (mean, SE) pre- and post-30MTW. Y: gray, 
OHI: blue, OLO: red. Light shades indicate post-30MTW data. 

The co-contraction index differed between groups (p<0.05 
for all phases of gait). There was also an effect of time on 
co-contraction during early stance (p=0.033) where OHI and 
OLO had 10 and 5% increases from the beginning to the end 
of the 30MTW. Finally, there was a group x time interaction 
during terminal swing where Y had a 3% decrease and OHI 
had a 9% increase in co-contraction. 

CONCLUSIONS 
Knee extensor function differed by age and habitually high 
levels of physical activity appear to be protective for knee 
extensor power and fatigue. Despite differences in strength, 
there were few differences between groups or pre- to post-
30MTW in gait mechanics. The decreases in knee flexion at 
heel strike and range of motion across stance in response to 
the 30MTW were driven by the older groups in this study, 
both of which had increased co-contraction during early 
stance. These results suggest that adults may have differing 
strategies for managing knee mechanics in response to 
decreased knee extensor power. 
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INTRODUCTION 
Walking requires sensory input to maintain balance [1]. 
Adding sensory information via haptic input through light 
touch on a railing [2] or the use of haptic anchors [3] may 
enhance balance control during walking. Haptic anchors are 
small weights (125 g) attached to strings that are dragged on 
the floor while walking. Using a railing to add haptic input 
usually requires only one arm [2] whereas the anchors 
typically require two arms [3] to be held in a fixed position. 
The anchors have been shown to have a greater effect than a 
railing on balance control during walking [4]; however, it is 
not clear how much the postural configuration of using two 
arms (anchors) compared to one arm (railing) is responsible 
for the advantage seen with the anchors. The purpose of this 
study was to determine the effect of postural configuration 
and added sensory input on walking performance when 
using either a railing or anchors to add haptic input. 

METHODS 
Twenty-four young adults (27.8 ± 6.3 years) walked for 8 m 
while wearing six portable, inertial-based sensors 
MobilityLab (APDM, Oregon, USA). Participants performed 
one block of trials for each haptic tool. Each block included 
trials where participants actually used the tools with one or 
two arms or held their arms in the same position but did not 
touch the railing or hold the anchors (placebo use trials). 
Each condition was performed four times in a randomized 
order within each block and the block order was counter-
balanced across participants. 

Stride velocity and relative amount of time spent in double 
support (%DS) were used to evaluate walking performance. 
Peak arm swing velocity (ASV) was used to compare arm 
movement between the actual and placebo use trials. Peak 
medial-lateral trunk velocity (MLTV) was examined to 
understand the effects on trunk control during walking. 
Stride velocity was normalized to participant leg length [5] 
and MLTV was normalized to the normalized stride velocity 
to control for any effects of stride velocity [6].  

A two-way repeated measures ANOVA (1 or 2 arms x actual 
or placebo condition) was used to compare postural 
configuration to type of use for each tool separately. A 
repeated measures ANOVA (1 or 2 arms x railing or 
anchors) was used to compare the effect of one or two arms 
between the railing and the anchors. Interactions were 
further investigated with paired t-tests (α=.05 for all tests). 

RESULTS AND DISCUSSION 
With regard to the railing as a haptic tool, there were no 
main effects for the number of arms used for stride velocity 
(F=.034, p=.856) or % DS (F=2.139, p=.157). Peak MLTV 
was reduced when using two arms compared to one arm 
(F=85.811, p<.001) suggesting improved trunk control with 
two arms. There were no main effects for the actual vs 
placebo use trials for stride velocity (F=1.593, p=.220), % 
DS (F=.0, p=.991), or peak MLTV (F=.116, p=.737). There 
were significant differences found for peak ASV in the two 

hand condition (p=.001; placebo>actual) but not the one 
hand condition (p=.370) suggesting there was more arm 
movement in the placebo than the actual use condition when 
two hands were used. 

With the use of anchors, no main effects for the number of 
arms used were found for stride velocity (F=.25, p=.875) or 
%DS (F=.286, p=.598). Peak MLTV was reduced when two 
hands were used compared to one hand (F=41.390, p<.001). 
There were no main effects for actual vs. placebo use for 
stride velocity (F=2.915, p=.101), or %DS (F=.017, p=.899). 
Peak MLTV was significantly reduced in the actual use 
compared to the placebo condition (F=24.12, p<.001). There 
was also a significant interaction for peak MLTV (F=.8951, 
p=007). Paired t-tests revealed no significant difference 
between one hand or two hand use in the placebo condition 
(p=.063) and reduced peak MLTV with two hands compared 
to one hand in the actual use condition (p<.001). Peak ASV 
was not different when using one or two hands for the 
placebo condition (p=.719) but was reduced with two hands 
in the actual use condition (p=.017). These results suggest 
that receiving more sensory input from the anchors (i.e., 
from two arms) is most beneficial for trunk control when 
walking. 

Similar to the results reported above, there was a reduction 
in peak MLTV for both tools when two hands were used 
(F=74.215, p<.001). There was no effect for the number of 
hands for stride velocity (F=.572, p=.457) or %DS (F=.544, 
p=.468). Participants walked faster (F=17.119, p<.001) and 
spent less time in double-support (F=4.896, p=.037) when 
using the anchors compared to the railing; however, there 
was no difference between tools for peak MLTV (F=2.129, 
p=.085). These results indicate using two arms to use the 
tools improves trunk control and that the railing may 
negatively impact walking more than the anchors. 

CONCLUSIONS 
Using two hands to add haptic input does not affect stride 
velocity or time spent in double support but does decrease 
trunk movement suggesting that the postural configuration of 
holding two arms in a fixed position may be beneficial for 
dynamic balance during walking. While the added haptic 
input from the railings does not impact walking performance 
or trunk movement, it does impact trunk movement when 
two hands use the anchors. These results, along with the 
decreased stride velocity and increased time in double 
support when using the railing, provide further support for 
the use of the anchors over a railing to improve walking.   
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INTRODUCTION  
Animal locomotion appears to be controlled by central 
pattern generators (CPG) along with peripheral sensory 
feedback [1]. Although central neural oscillators appear 
capable of producing rhythmic, feedforward motor 
commands on their own, they can also be entrained by 
feedback, which by itself also appears capable of driving 
locomotion without a neural oscillator. Although CPGs can 
be combined with feedback on an ad hoc basis, there is no 
explanation for how much feedback should ideally entrain 
the CPG, and what the relative roles of feedforward and 
feedback should be. This problem could be resolved with 
optimization principles governing CPG performance.  

Although either feedforward or feedback can in principle 
control the same nominal gait, the two extremes differ in 
response to a noisy environment. A previous modeling study 
[2] proposed that sensory feedback can be critical for 
correcting and stabilizing motion when there are noisy 
disturbances or imperfect motor commands. On the other 
hand, noisy sensory information can disrupt feedback 
control, thus favoring feedforward commands. Here we use 
a simple dynamic walking model to explore and 
demonstrate these opposing roles, along with the optimal 
combination of feedforward and feedback. 

METHODS 
We devised a computational walking model with a 
feedback-entrained CPG (Fig. 1A). The CPG was modeled 
to generate torque commands for the legs, with a variable 
feedback gain that could select between any combination of 
a purely feedforward rhythm, and a purely feedback driven 
reflexive behavior. The central oscillator was designed as a 
state estimator, which uses an internal model of leg 
dynamics to predict the leg state. The prediction can be 
corrected by sensory feedback, with a feedback gain L 
selecting the strength of correction, but the correction keeps 
the nominal characteristics of locomotion unchanged. We 
tested this controller with a dynamic walking model with 
pendulum-like legs, driven by hip torque commands.  

We expected that, for a given amount of noise, there should 
be a single optimal gain. Too low a gain L should result in 
poor performance, due to sensitivity to disturbances without 
sufficient feedback correction. Too high a gain should also 
be detrimental to performance due to spurious commands 
generated by noisy feedback. State estimation theory 
explains how L should be optimally selected by balancing 
these two opposing effects, to yield minimum mean-square 
variability based on amount of process (environment) noise 
and sensor noise. We tested controller performance in terms 
of the RMS variability of step length, as a function of 
varying feedback gain (quantified by the maximum singular 
value of L, normalized by optimal L).  

Figure 1: (A) A bipedal walking model using CPG with 
feedback, (B) phase plane plot of leg angle and angular 
velocity for High, Optimal, or Low gain L. (C) Root-mean-
square (RMS) step length variability with respect to the 
feedback gain magnitude (normalized). 

RESULTS AND DISCUSSION 
The model was designed to produce the same nominal 
walking motion (a limit cycle), regardless of the amount of 
feedback. With noise affecting the system, the effect of L 
can be observed in the phase plane plot of leg angular 
velocity and angle (Fig. 1B). Overly high gain caused high 
variability due to sensitivity to sensor noise, and low gain 
also caused variability due to process noise. The optimal 
gain yielded least variability, summarized by a plot showing 
increasing step length variability for L either lower or higher 
than optimal (Fig. 1C).  

These same principles could potentially be applied to other 
biological oscillators. State estimation theory is quite 
general, and could potentially explain how other oscillators 
should incorporate sensory feedback.  

CONCLUSIONS 
Sensory feedback improves robustness to noisy disturbances, 
whereas a central oscillator improves robustness to noisy 
sensors. A CPG can be designed to use sensory feedback 
optimally based on state estimation principles. 
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INTRODUCTION  
Quantifying variability in simple yet information-rich tasks 
such as walking and standing has provided preliminary 
knowledge towards understanding the functional adaptations 
associated with ageing and pathology [1]. It is likely that an 
optimal window of output variability characterises healthy 
neuro-motor function [1, 2]. Below this level, movement is 
likely rigid, while variability above this optimal level is 
associated with unstable movement, with both extremes 
indicating motor deficits. The selective effects of neuromotor 
pathologies such as Parkinson’s Disease (PD) on different 
neurological structures, highlight the importance of 
understanding walking via the interplay between these critical 
characteristics in a holistic manner [1,2]. However, due to the 
common approach to select parameters in an arbitrary and a 
priori manner [1,2], the complex interaction between 
multiple features remains largely unexplored. For example, 
from a temporal perspective, Stride Time (ST; associated with 
rhythmicity) and from a spatial perspective, Step Width (SW; 
associated with balance) are known to be preeminent 
characteristics of gait performance [1]. An understanding of 
how these two features of gait are regulated to achieve 
optimum gait performance is critical for unraveling the 
neuromuscular mechanisms that are involved not only in 
walking, but motor performance in general [1,2]. With a 
vision to better predict healthy from pathological gait 
performance, we aim to extend our understanding of 
established optimal levels on the balance-rhythmicity plane 
(ST vs. SW, originally based on a meta-analytical approach) 
by estimating the uncertainty around the optimal boundaries, 
and therefore provide a more robust estimate of the window 
of healthy gait performance.  

METHODS 
Measures of variability reported through coefficient of 
variation (%CV) of ST were extracted from thirty-six 
studies, while those of SW from three studies [1]. In total, 
comparisons presented here are based on 768 (both ST & SW) 
pathological and 948 asymptomatic participants. The dataset 
from each study was statistically characterized by the group 
means and standard deviations. Uncertainties in each of these 
datasets were modelled by perturbing the baseline values with 
a normal distribution. Monte Carlo Simulation with 500 runs 
using Latin Hyper Cube Sampling (Median method) was 
performed on the input distribution. Non-positive entries 
from the sample population were removed, while the results 
served as inputs to a binary logistic regression model. The 
threshold values that distinguish the pathological and healthy 
groups were then calculated using an inverse binary logistic 
regression function [1]. The above procedure resulted in 
optimum windows for each individual dataset (or study) 
containing the uncertainty modelled at the input stage. The 

two-sided uncertainty estimates (in SD values) were then 
provided by the 68th%ile confidence limits, calculated from 

the optimum windows. The above results were combined to 
represent gait performance on a 2-dimensional (balance-
rhythmicity) plane for both healthy and pathological 
populations. Finally in order to highlight the effectiveness of 
such a multi-dimensional analysis approach, we 
superimposed independently collected ST and SW data from 
11 healthy participants recruited previously in our laboratory. 
All data analyses were conducted in MATLAB R2016a 
(Mathworks Inc., USA). 

RESULTS AND DISCUSSION 

The probabilistic mean boundaries were 0.09 [0.12] – 3.12 

[1.13] %CV for ST. Similarly, for SW the probabilistic 

boundaries were 18.90 [4.91]– 34.30 [2.63] %CV (Figure 
1). In this collection of data, the majority of the pathological 
population (23 studies; 56%) suffered from basal ganglia 
disorders, including Parkinson’s disease. Earlier, a 
hypothetical model of basal ganglia postulated the interplay 
between muscle tone and locomotion in basal ganglia 
diseases [2]. For the first time, we provide preliminary 
estimates of the uncertainties in these boundaries (including 
the likelihood estimates). Finally, the results from 
independent healthy young participants mostly fall (as 
indicated by the 95th %ellipse) within the probabilistic 
boundaries. In future, the sensitivity of this window will be 
further extended with newly collected data and other 
dimensionalities to walking performance.  

Figure 1: Probabilistic estimates of boundaries 
demonstrating optimum gait performance (with uncertainty 
windows) from ST and SW variability. 

CONCLUSIONS 
A 2D plane of gait performance with probabilistic estimates 
as presented here provides a basis for assessing neuro-motor 
deficits (e.g. balance vs. rhythmicity) in different pathologies. 
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INTRODUCTION  
Walking speed is determined by the stride length and 
cadence. It has been reported that stride length and cadence 
increase with walking speed1). The increase of stride length 
is attained by flexions and extensions of ankle, knee, and 
hip joints2). It has been also reported that activities of ankle 
plantar flexors increased as the stride length increased at the 
same walking speed3). Most of the previous studies have 
investigated only one gait parameter such as walking speed 
or cadence and not examined the cross-elemental effect. In 
this study, we aimed to investigate the effect of 
manipulating combinations of gait parameters (walking 
speed and cadence) on joint kinematics and muscle 
activities of the lower limb during walking.  

METHODS 
Eight healthy men (age: 22.4 ± 2.7 year, height: 173.1 ± 6.0 
cm, mass: 65.4 ± 12.1 kg) participated in this study. 
Participants walked at speeds of 0.8, 1.2, and 1.6 m/s with 
cadences of 100, 110, 120, 130, and 140 bpm on a treadmill. 
Participants had walked for 30 s before they reached the 
target cadence and then walked for 30 s for measurements. 
Walking speeds were increased gradually and cadences 
were randomized at each walking speed. Kinematics were 
recorded by 2-axis goniometers over the ankle, knee and hip 
joints. Electromyogram (EMG) was measured from the 
lateral (LG) and medial (MG) gastrocnemii, soleus (SOL) 
and tibialis anterior (TA), and root mean square (RMS) 
values were calculated from measured data. RMS values of 
each muscle were normalized to the RMS value during 
isometric agonist contraction with maximum voluntary 
contraction (MVC). Maximal and minimal values of joint 
angles were recorded during walking. Three gait cycles 
within the 30 s were analyzed in the stance phase and swing 
phase. A two-way repeated measures ANOVA was 
performed to assess the effects of speeds and cadences on 
joint kinematics and muscle activities. Where the speeds x 
cadences interaction was observed, one-way ANOVA with 
a Bonferroni correction post-hoc test was performed to 
examine the effects of cadences at each walking speed. 
Statistical significance was set at p < 0.05. 

RESULTS AND DISCUSSION 
At 0.8 m/s in the stance phase, RMS values of the LG, MG, 
and SOL did not significantly change with the cadence 
changes. This suggests that at this speed, cadence has little 
impact on muscle activities during walking since the 
forward progression is not so much required at slow 
walking speeds4). At 1.2 m/s in the stance phase, these three 
muscle activities showed the lowest values at 130 bpm for 
LG (p<0.05, Figure 1), 120 bpm for MG (p<0.05) and 110 
bpm for SOL (p<0.05). It is thus assumed that there is an 
optimal cadence for each plantar flexor that allows smallest 
muscle activity. Fukunaga et al. (2001) revealed spring-like 
behavior of the Achilles tendon that stores and releases 

elastic energy during walking on a treadmill at 0.8 m/s5). 
The present study suggests that the condition of 110-130 
bpm at 1.2 m/s further ensures elastic energy usage by the 
Achilles tendon while saving muscle activation.  

At 1.6 m/s in the stance phase, LG and SOL demonstrated 
significantly lower RMS values at 120-140 and 130-140 
bpm, respectively, than the lower cadences while MG 
activities did not change across cadences. At this speed, the 
ankle joint range of motion significantly increased into 
plantar flexion regardless of cadence. Maximal hip flexion 
and extension angles also increased (p<0.05) at this speed. 
Together with a previous report on the stride length being 
larger with increased activities of plantar flexors at faster 
speeds, it is suggested that LG and SOL fibers were more 
efficiently interacting with tendons than MG to contribute 
to the increase in the stride length for speed, and that 
proximally located lower limb muscles were also recruited 
for forward progression. 

Figure 1: LG RMS values normalized to MVC for five 
cadences. 
#: p<0.05 vs 100, 110, 120, 140. 
*: p<0.05 vs 100, 110. 
Significant differences across walking speeds were found 
but not shown in the figure. 

CONCLUSIONS 
This study indicated that the differences in cadence, stride 
length and walking speed affected muscle activities each of 
the plantar flexors differently. It is concluded that at a 
higher walking speed, muscle activities are efficiently saved 
with a higher cadence. 
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INTRODUCTION  
Knee joint loading is used as a clinical parameter in many 
musculoskeletal diseases, such as knee osteoarthritis. To 
assess the kinematic and kinetic quantities of interest, 
biomechanical models are widely used. One of these 
quantities is the net moment about the knee joint. Typically, 
this moment is calculated using bottom up inverse dynamics 
techniques driven by optical motion capture (OMC) and 
force plate (FP) input. However, this technique is restricted 
to a laboratory environment.  

Estimation of kinematics in an ambulatory setting can be 
achieved with the use of inertial measurement units (IMU) 
[1].  In addition, recent work of the authors has utilized 
these kinematic estimates to predict the ground reaction 
forces and moments (GRF&M) during gait [2]. This study 
aims at evaluating the applicability of this method in 
assessing knee joint net moments using only kinematic input 
from IMUs during walking.  

METHODS 
The data collection took place at the Human Performance 
Laboratory (Dept. of Health Science and Technology, 
Aalborg University, Aalborg, Denmark). Eleven (11) 
healthy subjects volunteered after providing informed 
consent and the ethical guidelines of The North Denmark 
Region Committee on Health Research Ethics have been 
followed. An ambulatory motion capture system (Xsens 
MVN Link, Xsens Technologies BV, Enschede, The 
Netherlands), composed of 17 inertial measurement units 
was used to estimate the full-body kinematics in 
combination with the accompanying software (Xsens MVN 
Studio 4.2.4). Concurrently, for reference purposes, an 8-
infrared-camera OMC system (Oqus 300 series, Qualisys 
AB, Gothenburg, Sweden) tracked the trajectories of 53 
markers placed on the full body [2]. In addition, the 
GRF&M were measured using three (3) FP systems (AMTI, 
Watertown, MA, USA). The participants were instructed to 
walk straight at a self-selected comfortable walking speed 
over the FPs. 

A biomechanical model composed of 16 body segments was 
constructed [2]. The 3D kinematics of the segments obtained 
from Xsens MVN were input to a whole-body inverse 
dynamics algorithm utilizing the Newton-Euler equations of 
motion. These equations estimated the total external force 
and moment, which, during the single stance phase, equals 
the GRF&M applied on the foot in contact with the ground. 
However, during the double stance phase, the equations 
result in the sum of the GRF&M applied to both feet. This 
sum was distributed between both feet based on a concept 
known as smooth transition assumption [2].  
Following the estimation of the GRF&M applied on each 
foot, we calculated the net knee moments using a 
conventional bottom-up inverse dynamics approach in 

combination with the Xsens MVN kinematics of the foot 
and shank segments using the method reported by [3]. The 
estimated moments were compared to a similarly calculated 
reference, formed by FP and OMC input described in [2].  

RESULTS AND DISCUSSION 
The estimated net knee moments are depicted in (Figure 1). 
Strong Pearson correlation coefficients were found in the 
frontal and sagittal plane (ρ=0.73 and ρ=0.86, respectively) 
with relative root mean square error (rRMSE) values of 
23.7±7.1% and 17.1±4.9%, respectively. Due to its 
relatively small magnitude, the transverse knee moment was 
estimated least accurately (ρ = 0.00, rRMSE = 34.4±4.8%). 

Figure 1: Workflow (a) and results (b) of the 3D net knee 
moment estimated using only Xsens MVN (mean (thin grey 
line) ±1 standard deviation (SD) around mean (shaded area)) 
versus OMC-FP reference (mean (thick line) (±1 SD (thin 
lines))). Values are normalized to body weight times body 
height and time to 100% of the stance phase averaged across 
all subjects and trials. Heel strike (HS) and toe off (TO) 
events are indicated. 

CONCLUSIONS 
In this paper, we have presented a method to estimate the 
net knee joint moments, using only an ambulatory motion 
capture system composed of 17 IMU modules. The results 
showed strong correlations for the frontal and sagittal plane 
moments. The proposed approach could allow the 
calculation of net knee moments outside gait laboratories. 
Future research should investigate the error sources and 
validate the clinical applicability of the technique.  
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INTRODUCTION  
Arthritis Research UK states that 8.75 million people in 
the UK have sought treatment for osteoarthritis (OA). An 
early and reliable detection system for OA has clear 
potential to save large amounts of money on expensive 
diagnostic tools, such as MRI and x-ray, and greatly 
improve the lifestyle and health of patients. 
When human joints develop OA, they can make audible 
grating or clicking noises during regular movement, 
indicating friction between bone and cartilage (Crepitus). 
This generally occurs during later stages of the disease, 
when it is too late to t to arrest further disease development 
[1]. Interestingly, joints and bones with earlier onset of the 
disease can also emit noise; however, this is confined to 
higher, non-audible frequencies.  
In OA patients or people who have had joint trauma and 
are susceptible to early onset OA, being able to detect this 
noise, for example in joints with small cartilage lesions or 
instabilities, would allow for a much earlier stage detection 
(for example, in a GP surgery or even in self-monitoring 
linked to a mobile or tablet app), without expensive 
imaging costs and expertise. This would allow earlier 
intervention when the inflammatory and degenerative 
cascade processes have not fully developed. The 
technology to detect these signals is established in 
materials testing under the name of “Acoustic Emission” 
(AE). Biomedical research applications exist, but OA 
studies are limited. 
 
METHODS 

 

 

 

Figure 1: (a) design of the patch and experimental setup; 
(b) waveforms from MFC sensor (top) and legacy AE 

sensor (below), and their spectrograms (right). 
 

The developed device consists of a flexible support that 
conforms to the patient’s joint (Figure 1(a)). On the 
prototype patch, different transducers are mounted: one 
traditional AE sensor, with a bandwidth between 70kHz – 
500kHz, a set of Macro Fiber Composite (MFC) sensors 
with different shapes and a Lead Zirconate Titanate (PZT) 
sensor. 
To test the different sensors, a set of skin phantoms have 
been produced according to [2]. The phantoms are coupled 
to a steel block on which another sensor is mounted. 
Artificial AE signals are generated using a Hsu-Nielsen 
source; the performance of different sensors is then 
evaluated on different phantom thicknesses (1, 2, 5, 10 and 
20mm). A sterile film is placed between the skin phantom 
and the sensor patch to simulate the operating conditions 
of the final device. 
 
RESULTS AND DISCUSSION 
An initial test to verify the output of the MFC sensors was 
performed. A MFC sensor and an AE sensor were bonded 
to a steel base using ultrasound grease. 10 calibration 
signals were generated around the sensors using a H-N 
calibration source. An example is shown in Figure 1(b). 
The average measured Signal to Noise Ratio (SNR) for the 
MFC sensor was 24dB, whereas the average AE sensor 
SNR was around 40dB. According to [3], an OA knee 
releases AE with a recorded amplitude of 90dBAE during a 
simple non-loaded movement (the reference being 1µV, 
and the H-N source 100dB or 100mV). The MFC sensor 
during the test outputted an average amplitude of 63dBAE 
or 1.5mV. Assuming a proportional ratio between the 
calibration signal and the OA signal, it is reasonable to 
expect the OA signal as recorded by the MFC to be in the 
range of 53dBAE or 0.45mV. This leaves a very good 
margin above the noise measured during the test and 
demonstrates the feasibility of using flat sensors for 
biomedical AE measurements. Further tests will be 
performed with different thickness skin phantoms in order 
to simulate the attenuation due to human tissues. 
 
CONCLUSIONS 
Tests performed so far demonstrate that the unamplified 
output of thin sensors can capture the signal amplitudes 
found in human joints without altering the information 
contained in the signal. Further tests will be performed to 
evaluate the effect of soft tissue on the signal propagation. 
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INTRODUCTION  
Knee joint laxity is a subject of great interest in research and 
orthopedics. However, the current methods for assessing 
laxity features several limitations e.g. non-quantifiable 
loads, soft-tissue artifacts and/or one-dimensionality [1]. 
Until now, the only methods not affected by any of those 
limitations have been invasive measures primarily 
performed intraoperatively. We propose a non-invasive 
method to accurately measure knee joint laxity in 3D. 

METHODS 
A device composed of a parallel manipulator and a multi-
axis force/moment sensor have been developed. The device 
is capable of imposing multidirectional loads to the knee 
joint through a mounting unit. The device is designed to be 
used in conjunction with a low-dose biplanar x-ray system 
and 3D image data in order to track tibiofemoral kinematics 
under applied loads. 
As proof-of-concept a cadaveric knee (female, age 73) was 
CT scanned (SOMATOM Definition Flash, Siemens) and 
subsequently mounted at 30 degrees of flexion in the device 
and placed inside a biplanar x-ray scanner (EOS, EOS 
imaging, France). Biplanar x-rays were obtained for eleven 
static load cases: anteroposterior loading (67 N, 134 N, -67 
N and -134 N), mediolateral loading (12 N, 24 N, -12 N and 
-24 N) and internal/external moment (3 Nm, 6 Nm and -3 
Nm). Subsequently, 3D bone geometry of femur and tibia 
were segmented from the CT image using Mimics 
(Materialise, Belgium). Bone position for each load case 
was reconstruction by registering the 3D bone geometry 
onto the biplanar x-ray images using an iterative closest 
point match between contours of the x-ray images and 
projected contours of the bone onto the image planes using 
Matlab (Mathworks, USA). The relative translations and 
rotations between the reconstructed tibia and femur were 
computed in AnyBody Modeling System (AnyBody 
technology, Denmark) following ISB recommendations. 

RESULTS AND DISCUSSION 
The primary tibiofemoral translation and rotation from the 
eleven different load cases is presented in Figure 1. 
Anteroposterior loading of 67 N, 134 N, -67 N and -134 N 
resulted in an anteroposterior translation of 3.49 mm, 4.22 
mm, -6.55 mm and -7.87 mm respectively. Mediolateral 
loading of 12 N, 24 N, -12 N and -24 N resulted in a 
mediolateral translation of 3.11 mm, 4.17 mm, -2.46 mm 
and -5.48 mm respectively. Internal/external moment of 3 
Nm, 6 Nm and -3 Nm resulted in an internal/external 
rotation of 10.15°, 12.72° and -20.23° respectively. 
This method is combining concepts from robotic 
arthrometry and stress radiography into one unified solution 
that potentially enables unprecedented 3D joint laxity 
measurements non-invasively. However, the method is still 
under development and several aspects must be improved 
and validated before it becomes clinically relevant. 

Figure 1: A flowchart representing the different processes 
in the proposed method. Included in the bottom of the figure 
are graphs displaying the primary tibiofemoral translation 
(mm) and rotation (degrees) in the different load cases.  

CONCLUSIONS  
We have displayed that the presented method is capable of 
obtaining knee joint laxity in 3D. The method enables 
advanced assessment of knee joint laxity and the interplay 
between ligaments. Furthermore, it may be used to improve 
subject-specificity of musculoskeletal models. 
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INTRODUCTION  
Handwriting is one basic ability and common performance 
in our daily living activities. Especially, it is crucial for 
school-aged children mastering their school-life. One of the 
issues while teachers teaching children to write is how to 
choose the writing utensils. Many commercially available 
pens or pencils are claimed that the more comfort of 
gripping feeling or energy saving may be achieved by the 
users. The diameter of pencils and markers is about 7mm to 
20mm. The large diameter and triangular shaped utensils are 
the common choices for children in kindergarten or first 
grade. However, previous research works did not provide a 
consistent result for the positive effect of these types of pen 
for better writing performance [1,2]. Moreover, the 
quantitative evidence with handwriting biomechanics for the 
effect of using pen with different barrel sizes and shapes are 
still limited. 

The specific question raised in this study was that would the 
kinetic performance of the fingers and pen be significantly 
different when writing the tasks with different utensil sizes 
and shapes? 

METHODS 
The handwriting kinetics was collected using the Force 
Acquisition Pen (FAP) system. This custom system was 
established as a shape of a common ball-point pen which 
contains three thin-beam force sensors and one button-shape 
transducer (TBS-5 and SLB-50, Transducer Techniques, 
Temecula LLC, CA, USA) to simultaneously detect the 
forces between the digits (thumb, index and middle fingers) 
and pen barrel and also the contact force between the pen-tip 
and writing surface, respectively. The analog force data was 
converted and collected through the instruNet network 
device (iNet-100, GW Instrument, Inc., MA, USA). The 
sampling rate was 70 Hz. The force data was filtered using a 
Butterworth low-pass filter with a cutoff frequency at 
3Hz.The barrel is made by aluminum and acrylic. There are 
three sizes of the diameter (13mm/17mm/21mm) of pen 
barrel. There are two types of shapes (Circular/Triangular). 

Participants were asked to randomly use six different FAPs 
to trace different size of circles. They were asked to do the 
same task after three days for the test-re-test reliability. 

This study conducted two kinetic parameters, namely 
average force (AF), force ratio (FR) to describe handwriting 
kinetics. The AF indicates the mean instant force. Four AFs 
were obtained (Thumb/Index finger/Middle finger/Pen-tip). 
The FR was defined as the instant force of the pen-tip 
divided by the instant total force of the three digits. The AF 
and FR were calculated only when the pen was touching the 
paper. The parameters were quantified using custom 
MATLAB programs (MathWorks Ltd., Natick, MA, USA). 

 The statistical analysis was performed using SPSS 20.0 
(Statistical Package for Social Sciences Inc. Chicago, IL, 
USA). One-way repeated ANOVA was performed on the 
AF with three size levels. T-test was performed on AF and 
FR with shape difference. The level of significance was set 
at p<0.05. 

RESULTS AND DISCUSSION 
Five females and five males were recruited and the average 
age was 25.9 4.5 years old. The intraclass correlation 
coefficient (ICC) of six FAPs was 0.854~0.927. Table 1 
shows the detailed statistical results. For circular shaped 
FAPs, one-way repeated ANOVA shows significant 
differences in AFs of three digits and pen tip. For triangular 
shaped FAPs, one-way repeated ANOVA shows significant 
differences in AFs of index finger, middle finger and pen 
tip. For shape difference, except for the AFs of thumb and 
middle finger of 13mm FAPs as well as the FR of 21mm 
FAP, the other AFs and FRs of FAPs shows significant 
difference between two shapes. For the condition of using 
13mm/17mm FAPs, compared to the circular FAP, 
participants used more force to manipulate the barrel rather 
than push the pen downward while using the triangular FAP. 

Table 1: Statistical analysis results of handwriting kinetics 
for six FAPs. 

Circular Triangular
13mm 17mm 21mm 13mm 17mm 21mm 

AFa T 2.2 1.0 2.6 1.3 1.8 0.9 b 2.4 1.0 2.0 0.7 2.5 1.0 
I 1.6 0.8 2.1 1.0 1.8 0.8 c 2.1 1.0 1.6 1.0 2.2 1.3 d e

M 2.2 0.9 2.8 1.3 1.9 0.8 b c 2.6 0.9 2.3 0.8 2.7 1.1 e 
P 1.6 0.8 2.1 0.8 1.7 0.7 b c 2.4 1.2 1.6 0.8 2.3 1.3 d e

FR .24 .09 .23 .08 .20 .07 .20 .06 .20 .07 .19 .07 
T: thumb, I: index finger, M: middle finger, P: pen-tip; a  :Newton 
Bonferroni post hoc test with significant difference:  
b: 17mm>21mm c: 17mm>13mm d:17mm<13mm e: 17mm<21mm 

CONCLUSIONS 
Six FAPs were designed with three different diameters and 
two shapes. The tests of reliability show great results 
indicating the feasibility of the proposed system. The results 
of the effect on barrel sizes and shapes shows that the effect 
of shapes is different with different barrel sizes. 
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INTRODUCTION  
Standard gait and musculoskeletal analysis is used in many 
biomechanical studies but requires large gait laboratories 
with specialized equipment. However, mobile, real-time 
sensors have the potential to monitor and aid athletes’ 
performance in the field. This could also be beneficial to the 
health sector in monitoring patient recovery especially after 
orthopaedic surgery. Therefore, there is a growing demand 
for portable gait and musculoskeletal analysis tools [1], and 
surrogate metrics for predicting joint loadings. 
In this study we aim to evaluate the use of small 
commercial inertial measurement units (IMUs) as a 
surrogate metric for knee joint loading [2]. Inertial sensor-
based gait recognition is a rapidly developing field. We 
evaluate Partial Least Squares Regression (PLSR) [3] as a 
statistical tool to predict knee joint adduction and tibial 
condylar loads from inertial sensor measurements of 
peak tibial accelerations, which we define as ‘tibial-shock’. 

METHODS 
An IMU sensor was used to collect data simultaneously 
during a gait lab analysis of 27 male basketball players 
performing standard walking (age 32.6 ± 11.4yrs; weight 
84.36 ± 15.55kg; height 185.3 ± 11.4cm, speed 1.1m/s). The 
marker placement used (Figure 1) gives an ideal marker-to-
body-segment ratio to determine the complete position and 
orientation of each segment of interest for rigid body 3-D 
movement. Figure 1 also shows the placement of the IMU 
sensor (anterior-medial of the distal tibia). The sensor was 
placed accordingly to minimize soft tissue artifacts and 
correlate ‘tibial shock’ acceleration with musculoskeletal 
knee joint loading. ‘Tibial shock’ is defined at heel strike. 

Figure 1: Subject marker set and IMU sensor placement. 

Following each subjects trial, OpenSim was used to predict 
knee joint adduction and total tibial joint contact.  A 
statistical analysis using PLSR was conducted to determine 
a predictive linear model between inputs of inertial ‘tibial 
shock’ and anthropometric measures (height, weight and 
condyle distance) to outputs of total knee tibial joint force 
and knee adduction. A ‘leave-1-out’ analysis was used to 
determine the error in prediction. 

RESULTS AND DISCUSSION 
When predicting the knee adduction torque simply from 
sensor ‘tibial shock’ a ‘leave-1-out’ analysis returned a root 
mean square (RMS) error of 6.8% of body weight (BW). 
However, when predicting medial condylar load from ‘tibial 
shock’ the RMS error was significantly higher at 54.6% 
BW. Adding anthropometric measurements did not 
significantly improve prediction results. 
Further analysis revealed that the error in 
prediction of joint load was linear and not random 
reflecting that the model was missing some predictive 
parameters. Correction for the linear error reduced the 
prediction RMS error to 22.2% BW for tibial condyle load.  

CONCLUSIONS 
The study revealed that mobile IMU sensors are able to act 
as a surrogate measure to predict knee adduction well but 
tibial joint contact still requires further investigation into 
missing prediction variables, most likely additional 
anthropometrics. We hypothesize that since muscle force is 
a major contributor to joint load then muscle volume (an 
integral component of muscle force) is likely a missing 
factor. 
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INTRODUCTION  
Mobility is essential for human health. Unfortunately, many 
musculoskeletal conditions, including cerebral palsy, 
osteoarthritis, running injuries, obesity, and stroke, limit 
mobility at a great cost to quality of life and healthy aging. 
The proliferation of wearable devices that monitor human 
activity is generating unprecedented quantities of data on 
human movement, behaviors, and health. Mobility data is 
also being collected daily by hundreds of clinical centers 
and research laboratories around the world. The mission of 
the Mobilize Center (mobilize.stanford.edu), an NIH Big 
Data to Knowledge (BD2K) Center of Excellence, is to 
overcome the data science challenges posed by mobility big 
data and improve human movement across the wide range of 
conditions that limit mobility. In this talk we will provide an 
overview of the Center’s research, training, and 
dissemination activities and share specific ways in which the 
biomechanics community can become engaged. 

METHODS 
Our data science efforts center around four themes. We are 
developing (1) robust and flexible optimization tools to 
generate personalized biomechanical models and 
simulations from diverse experimental movement data, 
including wearable sensors; (2) new statistical learning 
algorithms to make predictions and discover patterns from 
large sets of noisy, sparse, and complex data, whether 
discrete or time-varying; (3) tools to model the role of 
behavioral and social dynamics in human health based on 
information collected with smartphones and wearable 
activity monitors;  and finally, (4) machine-learning systems 
that integrate unlabeled data from diverse sources to aid 
clinical decision-making and transparently communicate 
with clinicians (Figure 1). We are disseminating these tools 
as open-source packages. 

To ensure that our data science research has a significant 
impact on human health, we are focusing our activities on a 
few critical biomedical problems. First, we are analyzing 
mobility data collected at Gillette Children’s Specialty 
Healthcare to predict and improve the outcomes of surgeries 
in children with cerebral palsy and gait pathology. Second, 
we are integrating data from biomechanics labs, hospitals, 
and observational cohort studies to identify new approaches 
to optimize mobility in individuals with osteoarthritis, 
stroke, running injuries, and other movement impairments. 
Third, we are analyzing wearable sensor data from millions 
of people to discover factors that motivate individuals to be 
more active. Fourth, we are integrating omics and portable 
biosensor data to enable early diagnosis of pre-diabetes 
through convenient mobile health platforms. 

In addition to the research, the Center is also training 
scientists at the intersection of data science and 
biomechanics. Our Massive Open Online Courses, including 
Mining Massive Datasets, Statistical Learning, and Convex 
Optimization, train tens of thousands of students and 
researchers. We have also established a Distinguished 
Postdoctoral Fellows and graduate student research program 
to create leaders in biomedical big data analytics.  

RESULTS AND DISCUSSION 
Our initial analyses of large datasets have already led to new 
insights that could inform public policy and clinical 
decision-making. For example, by mining smartphone data 
from millions of users, we have identified new social and 
environmental determinants of physical activity, which we 
are using to design evidence-based interventions aimed at 
increasing activity. We have built models to predict the pace 
of osteoarthritis progression over the course of eight years 
based on data collected in one visit and are starting to better 
understand how habitual physical activity affects cartilage 
microstructure. We have also identified key features that 
make children with cerebral palsy good candidates for 
surgery.  

CONCLUSIONS 
The proliferation of wearable technology and big data is 
poised to revolutionize movement research. In the face of 
growing volumes of data from varying sources, the 
biomechanics community must come together to discuss the 
challenges and opportunities that come with biomechanics 
big data and how proper application of statistical and 
machine learning methods, as well as sharing of data and 
tools, can help us overcome some of these challenges and 
lead to new insights. We hope that this session and similar 
future efforts can serve to accelerate research at the 
intersection of biomechanics and data science.  
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Figure 1: Vision of the Mobilize Center. We have
partnered with hospitals, biomechanics labs, and industry
affiliates to assemble a massive database describing human
motions, including trajectories of markers placed on the
body, video, ground forces, range-of-motion measurements,
muscle electromyography, muscle strength, accelerometer
and GPS recordings from wearable sensors, food intake,
sleep records, and electronic health records. Analyses of
mobility big data using our tools are generating important
new insights for surgical planning, gait modification,
prosthesis design, and exercise prescriptions. 
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INTRODUCTION  
Mechanical loads play a critical role in the development, 
maintenance, and regeneration of musculoskeletal tissue. 
Knowledge of musculoskeletal tissue loads during activities 
of everyday living or during sport is critical to prescribe 
appropriate interventions or identify mechanisms of injury. 
Traditional methods to estimate internal loads, such as 
muscle and joint forces, involve motion capture, force 
measurement, and biomechanical modelling. Although 
powerful, these methods are typically constrained to lab 
environments, thus limiting the ecological validity of the 
results. 

Wearable sensors, such as inertial measurement units 
(IMUs), provide an opportunity to measure and monitor 
human movement over an extended period of time in real-
world settings. When attached to body segments, IMUs 
provide useful measurement of segmental linear 
accelerations and angular velocities, which can be 
interpreted on their own, or combined with a biomechanical 
model to derive joint kinematics.  

This paper presents a framework that integrates data from 
body worn IMUs with biomechanical and statistical models 
to measure and monitor lower limb loads. Two applications 
of this framework include impact load monitoring for 
basketball players and knee load monitoring for patients 
who have experience total knee joint replacement. 

METHODS 
The framework we have developed consists of four 
components and uses accelerometer and gyroscope data 
sampled at 1000Hz from synchronised IMUs (IMeasureU 
Ltd, NZ) placed on the anterior distal third of each tibia. 

1. Time Series Analysis. The first step when processing large
IMU data files is to segment or classify the time-series data 
to obtain the epoch’s of interest. This step can be performed 
using principal component analysis (PCA) or frequency-
domain methods. For example, we might pull out regions of 
data during the day that correspond to walking and running 
if we wish to analyse those separately.  

2. Mechanistic Model. Prior to data collection, we perform a
series of calibration tasks with the purpose of developing a 
surrogate model to be used in the field. We collect motion 
capture and ground reaction force data and perform standard 
inverse dynamic analysis using an OpenSim biomechanical 
model (Stanford, CA). Our model is scaled to match the 
anthropometry of the subject using the Musculoskeletal 
Atlas Project [1]. We collect simultaneous IMU data during 
these trials for the purpose of improving the time series 
analysis (above) and developing the surrogate model. 

3. Surrogate Model. Using the IMU data from the
calibration trials in conjunction with the output variables 

from the mechanistic model (such as joint contact force) we 
create a surrogate of the mechanistic model. This is merely a 
statistical representation that mimics the response of the 
mechanistic model, given IMU data as input. To achieve this 
we use a Partial Least Squares Regression (PLSR), which is 
an efficient, multivariate-fitting method. This surrogate 
model can then be used to predict complex output variables, 
such as joint loads, from field-based IMU measurements. 

4. Mechanobiology model. Finally, we combine knowledge
of the tissue-level output variable with load frequency using 
a variance of the Daily Load Stimulus (DLS), which 
accounts for multiple loading events of different magnitudes 
[2].  

Figure 1: Framework for coupling wearable IMU data with 
various models to provide estimates of tissue-level loading 
stimulus. 

CONCLUSIONS 
We have presented a framework to incorporate wearable 
sensors with biomechanical models of tissue stress and will 
present example data collected from basketball players and 
patients who have had total joint replacement. 
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INTRODUCTION  
Cerebral palsy (CP) is a neurologic motor disorder resulting 
from a brain injury at or near the time of birth. Each injury is 
unique, and there is large variability between individuals in 
both the severity and presentation of the movement disorder. 
Though there are many treatment options including 
musculoskeletal surgeries to improve the gait of children with 
CP, identifying good surgical candidates is challenging, and 
treatment outcomes are variable. Previous studies have 
shown greater pre-operative gait deformity [1] and better 
motor control [2] to be predictors of positive treatment 
outcomes after single-event multi-level surgery (SEMLS). 
However, because CP patients who undergo a SEMLS are 
likely to have greater gait deviation than the average CP 
patient, the data used to train these models represent a skewed 
subsample of the whole CP population. Thus, it is unknown 
if the estimated relative effects of various patient 
characteristics on treatment outcome are biased to better 
represent the more severely affected patients. In this study, 
we aimed to (i) build a regression model for predicting patient 
response to a SEMLS intervention and quantify patient 
factors that were most predictive of outcome while (ii) 
correcting for bias in our training data by weighting patients 
based on their estimated likelihood of having received a 
SEMLS. 

METHODS 
We analyzed the affected limb(s) of patients with a diagnosis 
of CP between the ages of 5 and 18. To be included, the 
patient had to receive two gait analyses spaced between 9 and 
36 months apart with an intervening SEMLS on the affected 
limb. Normalcy of gait kinematics at the post-surgical gait 
visit was assessed using the Gait Deviation Index (GDI) [3]. 

A weighted linear regression model with l1-regularization to 
choose a sparse subset of predictive features was computed to 
predict post-surgical GDI. Candidate predictor variables 
included features computed from motion capture 
measurements (gait kinematics, kinetics, and temporal-spatial 
parameters), physical exam measurements, patient history, 
and surgical procedures performed. All variables were 
standardized to have 0-mean and unit variance so that scales 
of the variables would not affect the l1-regularization on the 
regression coefficients. The model was trained using 70% of 
the observations and tested on the remaining 30%. A 10-fold 
cross validation using the training data was done to choose 
the weight for the l1-regularization on the regression 
coefficients. To correct for potential sampling bias in the data 
used to train our regression model, we used inverse 
propensity score weighting [4]. The propensity scores, or 
likelihood of receiving a SEMLS based on pre-operative gait 
variables, were calculated with a random forest classifier 
trained using the same candidate features as the regression 
model. Due to the stochastic nature of the model-building 
process, we averaged effect sizes of features in the linear 
prediction model over 100 runs. 

RESULTS AND DISCUSSION 
We analyzed 1,133 limbs that met all inclusion criteria. The 
final regression models to predict post-operative GDI 
included on average 9 variables. Effect size was defined as 
the change in post-SEMLS GDI per one-point change in the 
standardized predictor variable. The seven variables with the 
largest effect sizes were included in over 80% of the 
regression models (Fig. 1). The models accounted for, on 
average, 43% of variance in the training data and 40% of the 
variance in the test data. This performance is comparable to 
previously published models (e.g., [2]), even with our more 
conservative modeling approach. 

CONCLUSIONS 
Propensity score–based weighting provides a method to 
correct for sampling bias in observational data without 
sacrificing model performance. While pre-surgical GDI was 
the strongest predictor of post-surgical GDI, other patient 
variables including normalized walking speed, selective 
motor control, and strength were also strong predictors of 
post-surgical gait kinematics normalcy and were all stronger 
predictors than any specific surgical procedure. These results 
suggest that common “patient-intrinsic” factors play a role in 
determining surgical outcome regardless of the specific 
surgical procedures performed and should be considered 
when planning treatment. 
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INTRODUCTION  
Progress in data science methods, and the ability to collect, 
store and manipulate “big data,” has the potential to improve 
biomechanical research methods and test broad hypotheses 
about biomechanical risk factors associated with walking and 
running gait-related musculoskeletal injury [1].  However, to 
build accurate classification models, an adequate number of 
samples are needed, which grows exponentially with the 
number of features used in the analysis.  To directly meet this 
need, our group has developed the infrastructure and 
established a worldwide and growing network of clinical and 
research partners, all linked through an automated three-
dimensional (3D) biomechanical gait data collection system: 
3D GAIT.  

METHODS 
The 3D GAIT system is a deployed turnkey motion capture 
platform specifically designed for gait analysis using a 
treadmill. The overall system design is a nexus of three main 
principles: ease-of-use/automation, biomechanics best 
practices, and data science best practices. Consequently, the 
system uses off-the-shelf passive motion capture technology, 
consisting of between three and six infrared cameras (Vicon 
Motion Systems, Oxford) along with retroreflective markers 
that are pre-configured for ease of placement on the subject. 

The 3D GAIT system derives a “characteristic” pattern from 
a spatio-temporal normalized set of gait cycles, which are 
segmented using a machine learning approach to account for 
inter-subject variability in technique [2]. These normalized 
gait cycles can then be analyzed by: 1) collapsing into a single 
representative time-series data set by various averaging 
techniques (i.e., median, weighted nearest-neighbor 
interpolant), and/or 2) extracting discrete features from each 
cycle separately, and merging into a representative feature set 
for a given subject (i.e., median peak angle, mean angular 
excursion). 

The clinicians and biomechanics researchers who use the 3D 
GAIT system consists of a growing worldwide network 
spanning Canada, the USA, Brazil, the UK, Spain, the 
Netherlands, Australia, New Zealand, and South Korea.  All 
clinical, demographic, and biomechanical data are 
automatically deposited into a centralized database which can 
then be applied to hypothesis-driven research. 

RESULTS AND DISCUSSION 
Despite the advancement of the 3D GAIT system, there are 
limitations.  For example, variability in kinematic variables 
may be attributed to measurement error, skin marker 
movement, and inconsistencies in marker placement.  Thus, 
we developed a novel software tool that uses real-time 
feedback to improve anatomical marker placement [3].  By 

directly addressing specific limitations, and developing novel 
solutions using a data science approach, we work towards 
achieving one of our overarching goals of providing new 
insights about how to improve gait biomechanics methods.  

This mindset can equally be applied to improve clinical 
practice. For example, our research [4] identified two distinct 
subgroups of kinematic running gait patterns in healthy 
runners using a hierarchical cluster analysis without reliance 
on a priori knowledge.  The results revealed that one cannot 
assume that running gait patterns within a sample will be 
representative of a population - a data science approach was 
able to reveal this insight. 

We have also studied the use of pre-intervention gait 
kinematics and patient-reported outcome (PRO) measures to 
predict post-intervention response to a 6-week hip 
strengthening exercise intervention in patients with knee 
osteoarthritis (OA) [5].  The result: a unique combination of 
PRO measures and kinematic variables successfully sub-
grouped knee OA patients with a cross-validated 
classification accuracy of 85.4%.   

A final example involves new methods we developed to 
predict the timing of gait events, using only kinematics, 
during walking and running, and agnostic of forefoot or heel-
toe running gait patterns [2]. This work represents a flexible 
yet unified approach that is independent of specific motion 
capture technology and can therefore facilitate and 
standardize the analysis of large volumes of data.  We have 
since integrated the aforementioned techniques into the 3D 
GAIT software and they are now used across the network. 

CONCLUSIONS 
The development of our research-to-clinic knowledge 
translation paradigm is unique within our field and work has 
just begun to unlock the potential of applying data science 
methods to help answer complex clinical and biomechanical 
questions.  We encourage the research community to openly 
share data, employ data science statistical methods, develop 
similar data research networks, and join our efforts to 
improve the field of gait biomechanics research. 
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The goal of my lab – called the Multi-scale Muscle 
Mechanophysiology (M3) Lab – is to develop multi-scale 
computational models and utilize a variety of experimental 
techniques to study skeletal muscle biomechanics and 
physiology. We strive for uniting innovative ideas with 
opportunities to have clinical impact, and we are currently 
applying our muscle modeling work to wide range of areas, 
including movement disorders, vision impairments, muscle 
atrophy in space, aging, muscular dystrophies, sports 
medicine, and speech disorders. The goal of this talk is to 
describe our relatively new line of work over the last five 
years involving computational modeling of soft palate 
muscle function during speech (Fig. 1).  We are developing 
these models in order to provide new insights into more 
effective approaches for cleft palate repair surgery. Since 
this clinical problem is not commonly studied in the ISB 
community, I hope this presentation will give the field an 
opportunity to learn about speech muscle function and 
provide an inspirational example of how our expertise and 
skills can have impact outside of traditional application 
areas of biomechanics. 
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Figure 1: Illustration of the form and function of the soft palate. 
 
Approximately one in every 700 infants is born with either a 
combined cleft lip/palate or an isolate cleft palate, making 
the cleft palate deformity one of the most common birth 
defects.  Volunteer organizations such as “Operation Smile” 
allow children in third-world countries to undergo the same 
surgeries that are performed on children in first-world 
countries. However, there are many children in the U.S. and 
abroad who have long-lasting health problems after cleft 
palate repair: roughly 25% require one or more follow-on 
surgeries and never recover full speech function. Despite the 
existence of long-time established surgical treatments, palate 
deformities continue to have a significant negative long-
term impact on a child’s physical and mental development. 
 
The palate is the roof of the mouth and is comprised of both 
hard and soft regions (Fig. 1).  The palatine bone forms a 
hard palate on the roof of the mouth, and the soft palate is 
comprised of several muscles; the primary mover is thought 
to be the the levator veli palatini muscle.  These muscles 
control the movement of the soft palate, which enables 
opening and closure of the airway between the nose and 
mouth. Lack of soft palate movement (velopharyngeal 
insufficiency) results in hypernasality and severe speech 
impairment; therefore, a successful soft palate repair is 
critical for speech development in children.  Cleft palate 

repair is performed in an attempt to restore the anatomy of 
the palate musculature (including the levator veli palatini) 
and provide proper velum movement during speech. The 
interventions and treatments for children with cleft palates 
remain suboptimal because the mechanics of palate muscles 
and the repair surgery are complex and poorly understood.  
For example, before our modeling work, there were no 
answers to simple questions like “how does surgical 
tensioning of the levator veli palatini muscle influence its 
force generating capacity after surgery?”  To address this 
need, we set out to create a modeling and simulation 
framework (Fig. 2) for predicting palate muscle function 
during speech with the goal of providing a more rationale 
basis for developing new approaches for cleft palate repair.  
In this talk, I will describe a series of modeling and imaging 
studies [1-4] that we have performed in order to (i) provide 
new insight into soft palate muscle form and function,  (ii) 
answer the question of the effects of surgical tensioning on 
palate muscle function, and (iii) suggest novel approaches 
for cleft palate repair surgery. 
 

levator veli pala ni 

palatoglossus 

palatopharyngeus 
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Figure 2: Image-based modeling of the soft palate leads to new 
insights into surgical approaches for cleft palate repair. 
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INTRODUCTION  
There has been a considerable increase in the number of 
musculo-skeletal models of the spine in the last decade. 
Some models were even applied in clinical practice [1]. 
However, the credibility of such models is largely dependent 
on the accuracy of the anatomical data they incorporate. 

Previous studies showed that models are very sensitive to 
the spinal geometry and muscle attachment sites [2]. 
Moreover, morphological muscle parameters such as fiber 
length, sarcomere length, optimum fiber length, tendon 
length, pennation angle, mass, and physiological cross-
sectional area can affect muscle and joint force estimations 
considerably [3]. Implementing these parameters in an 
accurate and consistent manner will facilitate more realistic 
simulation of the muscle contraction dynamics and, 
therefore, will increase models’ credibility. 

Earlier anatomical investigations on the spine primarily 
focused on the cervical and lumbar regions. Attachment 
sites and the morphological parameters of the neck muscles 
were measured from a single cadaver [4]. Other studies 
measured some of the morphological parameters and 
presented anatomical drawings to illustrate muscle 
attachments sites [5]. There is, however, no anatomical 
dataset which enables the development of a complete and 
coherent musculo-skeletal model for the entire human spine. 
The lack of such coherent dataset requires models piecing 
together data from several cadavers. This approach then 
necessitates scaling between the skeletal geometries of the 
cadavers and their muscle architectures. As a consequence, 
models using combined datasets may not be anatomically 
realistic. A musculo-skeletal dataset measured from a single 
body will enable a consistent model of the spine and is, 
therefore, a better approach for use in clinical practice [6]. 
Thus, the aim of this study was to obtain a complete and 
coherent anatomical dataset for the entire human spine. 

METHODS 
We obtained an embalmed body of a 79 years-old male 
(height: 154 cm, mass: 51 kg). We dissected muscles of the 
spine from the right side of the body and measured positions 
of muscle attachments at origin and insertion by using the 
NDI Hybrid Polaris Spectra tracking system. We also 
measured via points and wrapping surfaces for muscles with 
curved lines-of-action. Before dissection, we divided the 
muscles into a number of muscle-tendon elements to 
improve the simulation of the muscles’ function. Finally, we 
measured fiber length, tendon length, sarcomere length (by 
using the laser diffraction method, Figure 1c), optimal fiber 
length, pennation angle, mass, and physiological cross-
sectional area (PCSA) for each element [7]. 

RESULTS AND DISCUSSION 
In total, we measured 49 muscles using 321 elements. All 
bones with muscle lines-of-action are shown in Figure 1d. 

Total muscle PCSAs ranged from 0.09 cm2 for sternothyroid 
muscle to 18.50 cm2 for longissimus thoracis muscle. Mean 
sarcomere lengths ranged from 2.10 µm for sternothyroid 
muscle to 3.91 µm for semispinalis cervicis muscle. Mean 
optimal fiber lengths ranged from 0.6 cm for rectus capitis 
lateralis muscle to 25.1 cm for rectus abdominis muscle. 
Mean tendon lengths ranged from 0.4 cm for sternohyoid 
muscle to 20.5 cm for psoas major muscle. Morphological 
muscle parameters we measured fit with the range of data 
reported in literature. 

Figure 1: a, b, c: Experimental set-ups. d: The muscles 
measured in this complete dataset are highlighted.  

CONCLUSIONS 
In this study, we obtained a complete and coherent 
anatomical dataset for the entire human spine. This dataset 
includes segmented bone surfaces (in STL file format), 
three-dimensional coordinates of muscle attachment sites, 
and the morphological muscle parameters from a single 
male human cadaver. This dataset is freely available through 
http://www.utwente.nl/ctw/bw/research/projects/TwenteSpi
neModel. 

ACKNOWLEDGEMENTS 
This work was supported by a grant from fonds NutsOhra 
and the European Research Council ‘the BioMechTools 
project’. 

REFERENCES 
1. Bresnahan L, et al., Spine. 35:E761-E767, 2010.
2. Carbone V, et al., J Biomech. 45:2476-2480, 2012.
3. Modenese L, et al., J Biomech. 49:141-148, 2016.
4. Borst J, et al., Clin Biomech. 26:343-351, 2011.
5. Bogduk N, et al., Spine. 17:897-913, 1992.
6. Carbone V, et al., J Biomech. 48:734-741, 2015.
7. Breteler M, et al., J Biomech. 32:1191-1197, 1999.



EFFECT OF PROGRESSIVE DISSECTION ON THE 3D KINEMATICS OF A SHEEP SPINE 

1 Caroline A Grant, 2Nicolas Newell and 1J. Paige Little 
1Paediatric Spine Research Group, Queensland University of Technology, Brisbane, Australia 

2Department of Bioengineering, Imperial College London, UK 
Corresponding author email: ca.grant@qut.edu.au 

INTRODUCTION  
Previous studies examining the kinematics of the 
thoracolumbar spine and rib cage have been limited by the 
number of motion segments for which motion was tracked 
[1,2]. Additionally, the biomechanical effect of the soft and 
osseous tissue structures of the rib cage on the segmental 
motion of the spine has not been fully quantified [2]. While 
previous investigations have examined changes in spinal 
segmental rotation in the plane of primary motion, little has 
been done to examine the out of plane motion or how these 
tissue structures affect the magnitude and directions of 
spinal movement [2]. This study therefore aimed to 
determine the three-dimensional movement of all motion 
segments in the thoracolumbar spine, with the spine in an 
intact state and following progressive dissection of the 
ribcage, including resection of the intercostal muscles, 
cutting of the sternum, and removal of the ribs. 
METHODS 
An ovine thoracolumbar spine segment with intact rib cage 
(T1 – L7) was obtained. The T1 and L7 vertebral bodies 
(VB) were potted in dental acrylic and positioned in a 6DOF 
robotic testing facility. The rotation of each individual VB 
was tracked using an Optotrack Certus. To achieve this, 
three-marker rigid bodies were affixed to each spinous 
process (T2-T14 and L1-L6) as well as to the base and 
robotic arm, for a total of 21 marker frames. 3D printed 
marker frames were custom designed for each level to 
ensure free unhindered movement and constant visibility of 
the marker frames during all movements of the spine. 
Under displacement control, five cycles of movement were 
applied to the T2 VB with the last cycle being used for 
analysis. Three movements were conducted – flexion to a 
total of 27deg, lateral bending to 42deg and axial rotation to 
25deg. The spine was tested for each load case, first in its 
intact state and then following three stages of progressive 
dissection including: i) resection of the intercostal muscles, 
separating the ribs from each other; ii) sectioning the 
sternum between T2 and T3; and iii) removal of the ribs, 
leaving approximately 50mm of rib attached to each VB. 
Three dimensional rotations of each VB were obtained from 
the rigid body markers as Euler angles using the XYZ 
convention. 
RESULTS AND DISCUSSION 
For lateral bending, progressive dissection of the spine 
resulted in a shift in the distribution of the VB rotations in 
the primary direction of motion (Figure 1). As the ribcage 
structures were dissected, increased rotation was seen from 
T2-T10 and decreased rotation from T11-L6. An out of 
plane buckling behavior was also observed. This was largest 
in the intact state, with T2-T12 experiencing a flexion of up 
to 13.2° (T5), and T14-L6 experiencing an extension of up 
to 11.2° (L4). After all stages of the progressive dissection, 
including removal of the ribs, this decreased in magnitude to 
-5.4° (T7) and 4.2° (L4). The progressive dissection also led 
to the neutral point between flexion and extension to be 
shifted down the spine from T13 to the L1/2 disc between 
the intact and no ribs conditions. A coupled axial rotation 

was seen throughout the upper thoracic spine (T2-T11), but 
did not change greatly with dissection. 

Figure 1: Absolute VB rotations for primary lateral 
bending. Primary direction of motion (left) and the out of 
plane flexion/extension direction (right) 

In flexion, only very small changes were seen in the 
distribution of VB rotations in the primary motion direction, 
for each stage of dissection. However, the out of plane 
rotations showed progressive increases in coupled lateral 
bending, with a buckling behavior across the length of the 
spine - T2-T9 curved to the right and T10-L6 towards the 
left. In the intact spine the magnitude of this lateral bend 
peaked at -2.9° (T14), and 2.7° (T3). This approximately 
doubled with the cutting of the intercostals, and after 
removal of the ribs was -9.5° (T14) and 10.3° (T3). A 
coupled axial rotation was also seen, primarily in the upper 
thoracic spine and most dramatically after cutting the 
intercostals, peaking at -10.5° at T4 with the ribs removed. 
In contrast, primary axial rotation saw only small changes in 
VB rotation with progressive dissection. Coupled out of 
plane flexion was seen in the lower thoracic spine and 
extension in the lumbar spine, but at most levels, this was 
less than 3° for each condition. 

CONCLUSIONS 
The soft and osseous tissues of the rib cage play an 
important part in the movement of the whole spine, both in 
the primary direction of rotation and in coupled out of plane 
rotations.  In lateral bending, the intact spine showed the 
largest flexion/extension movements. In direct contrast, 
removing either soft or osseous rib cage tissues increased 
the lateral rotations occurring during flexion. 
The observed coupled rotations and their changes with 
dissection are important considerations for computational 
modelling of the biomechanical behaviour of the spine and 
have clinical relevance in studying biomechanical aspects of 
pathologies such as scoliosis, which involve atypical 
rotation of the spinal VB. 
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INTRODUCTION  
Low back pain (LBP) is a common debilitating condition [1] 
related to spinal biomechanics, although there is not a clear 
pathway between the deformation of spinal structures and 
pain. LBP is often associated with an unusual lower limb 
stability strategy [2], which could either contribute to the 
pain, or be an attempt to protect the spine from injury. 
Understanding these strategies is essential to develop new 
treatments, requiring knowledge of the loading experienced 
by the spine for different types of movement. Computational 
models are now widely used for predicting loading and 
deformations of bones. In this study, a lumbar spine and 
lower limbs musculoskeletal (MSK) model is coupled with a 
finite element (FE) model of the lumbar spine to predict the 
deformations of spinal structures. A preliminary validation 
study of the MSK model was conducted and is presented 
here. 

METHODS 
An MSK model was developed in OpenSim. This model is 
composed of five articulated lumbar vertebrae linked 
proximally to a two-segment ribcage and distally to the 
sacrum and pelvis. The model also includes head, neck and 
arms with mass properties only. Bone geometry for the 
upper body is segmented from the Visible Human Dataset 
CT-scans. Muscle actuators in the lumbar region are adapted 
from existing models [3, 4]. Stiffness of intervertebral discs 
and lumbar ligaments is modeled with bushing elements at 
each lumbar joint. The lower limbs are adapted from an 
existing MSK model [5] both for geometry and muscle 
properties. 

To estimate muscle and joint reaction forces (JRF) that can 
be used later as boundary conditions in a FE model, a 
pipeline of simulations based on a subject’s movement was 
used. Movement data was recorded with the passive optical 
motion capture system from Vicon Nexus. Inverse 
kinematics and inverse dynamics simulations were used to 
compute joint angles, forces and moments. An optimization 
problem was solved to compute the muscle forces required 
to produce the calculated forces and moments. This 
optimization problem consists in minimizing the overall 
muscle activation with a quadratic muscle recruitment 
criterion. A JRF analysis was performed to estimate the 
forces and moments corresponding to the internal loads 
carried by the joint structures. A preliminary validation 
study was carried out by comparing JRF in the lumbar spine 
to in-vivo measurements at L1-L2, L3-L4 and L4-L5 [6] 
joints and simulation results from other MSK models of the 
lumbar spine [7, 8] in static positions. Three lumbar spine 
positions are presented: 30° flexion, 15° extension and 20° 
lateral bending. 

RESULTS AND DISCUSSION 
Intervertebral JRF in the different static positions were 
normalized to upright standing results to make comparison 
between models and subjects possible.  

Figure 1 shows results at the L4-L5 joint. The JRF estimated 
by the model are in good agreement with in-vivo 
measurements from Wilke et al. [6]. When compared to 
other MSK studies [7, 8], the model also gives consistent 
JRF estimations. Overall, the results are within the range of 
the different studies. Similar results are found at other 
vertebral levels.  

Figure 1: Comparison between JRF at L4-L5 level. 

Although dynamic validation is still needed for daily living 
tasks (walking, sitting down and standing up, climbing and 
descending stairs), and load carrying activities, the model 
shows promising results with basic positions of the spine. 
To increase the consistency of bone geometry and joint 
locations in the model, new full-body MRI scans are 
currently being acquired from healthy volunteers. Different 
cost functions are also being tested by the authors to change 
the muscle activation pattern depending on the activity. 
These improvements to the MSK model are hoped to give a 
more accurate estimation of JRF and muscle forces. This 
will impact directly the understanding of LBP mechanisms, 
since these forces are used as boundary conditions in the FE 
model currently under development.  

CONCLUSIONS 
A MSK model of the lumbar spine and lower limbs has been 
developed and statically validated. The combination of this 
model with a FE model of the lumbar spine is expected to 
give insights on how the structures of the spine deform 
under loadings experienced in daily life activities. This will 
help in the understanding of potential LBP mechanisms.  
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INTRODUCTION  
Low back pain (LBP) is a widespread problem with a 
lifetime prevalence of 58-84% in western countries [1] and 
although considered idiopathic, lifting is an independent 
risk factor [2]. Several models of the spine have been 
developed to estimate intervertebral joint and spinal 
muscle forces from kinematic and kinetic data, including 
two using the modelling software OpenSim [3,4,5]. 
However, few OpenSim full-body models have been 
developed [6,7,8] and to the authors’ knowledge, none of 
the publicly available models have been validated 
specifically for lifting tasks, which involve greater trunk 
range of motion than walking or running. The aim of this 
study was to validate muscle activation and intervertebral 
loads estimated by a full body OpenSim model with a 
detailed lumbar spine, specifically for lifting tasks. The 
results for a single subject are presented in this abstract. 

METHODS 
The OpenSim model used in this study is a modified 
version of a full-body model [6] that includes a detailed 
lumbar spine [3] with five articulated lumbar intervertebral 
joints and 238 muscle fascicles to represent the erector 
spinae (ES), rectus abdominis (RA), internal oblique (IO), 
external obliques (EO), psoas major, quadratus lumborum, 
multifidus, and latissimus dorsi. 

Kinematic and kinetic data of three lifting tasks with a 
load of 5 kg (two-handed squat (SQ), two-handed stoop 
(2ST), and one-handed stoop (1ST) were collected for one 
male participant (30 yrs, 81.9 kg), with a 12-camera Vicon 
motion analysis system (Oxford Metric, UK) and two 
force platforms (AMTI, USA), with sampling rates of 100 
Hz and 2000 Hz, respectively. EMG was recorded at a 
sampling rate of 2000 Hz using 10 surface electrodes 
(Delsys, USA) placed bilaterally over the RA, IO, EO, 
lumbar ES and thoracic ES muscles [8]. 

The model outputs were verified using two approaches: 1) 
comparison between the muscle activation patterns 
estimated by the OpenSim model and the corresponding 
measured surface EMG signals; 2) comparison between 
spinal loads estimated by the model and those recorded by 
telemeterised vertebral body implants during lifting tasks, 
expressed as a percentage of neutral standing load [9]. 

RESULTS AND DISCUSSION 
The back muscle activation predicted by the model closely 
matched the activation patterns measured by EMG placed 
on the thoracic and lumbar ES (Figure 1) for the lifting 

techniques evaluated. The L1 maximum vertebral 
compressive loading estimated by the model (592% and 
600% of standing load, for SQ and 2ST, respectively) were 
comparable to the average L1 maximum compression 
vertebral loads recorded by telemeterised implants for 
three subjects lifting a 7 kg load (465% and 507% of 
standing load, for SQ and 2ST, respectively). 

Figure 1: Comparison between the measured EMG and 
the muscle activation estimated by the OpenSim model for 
the right lumbar Erector Spinae during a squat. 

CONCLUSIONS 
The preliminary validation results indicated that the full 
body OpenSim model evaluated in this study estimates 
spinal muscle activations similar to the measured EMG 
and spinal loads of reasonable magnitudes for the lifting 
tasks undertaken. 
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INTRODUCTION  
Globally, back pain causes more disability than any other 
condition, with intervertebral disc (IVD) degeneration being 
a major cause [1]. The development of new interventions for 
the IVD are currently hampered by the lack of available pre-
clinical testing methods, meaning many devices fail at 
animal testing or clinical trial. Whilst in silico models hold 
some promise as a testing tool, the validation of these 
models at tissue level has not yet been fully performed, 
potentially leading to imprecise predictions of the IVD 
behaviour. The aim of this study was to develop a 
methodology to quantify the IVD bulge in vitro and use the 
technique to validate specimen-specific finite element (FE) 
models of the tissue.  

METHODS 
Experimental methods. Two sub-adult bovine tails (2 – 2.5 
years) were obtained from a local abattoir. A total of four 
osteodisc (OD) samples from the coccygeal region were 
harvested, isolating the intervertebral disc from other soft 
tissues and leaving approximately 15 mm of bone at each 
end. The samples were potted in PMMA endcaps and forty 
glass fiducial markers were placed on the surface of the IVD 
and sub-divided circumferentially in eight different regions 
(ie five markers distributed axially every 45°).  

The specimens were imaged using a HR-pQCT scanner 
(XtremeCT, Scanco Medical AG, Switzerland) at an 
isotropic voxel size of 82 µm. Each specimen was 
compressed axially, using a customized rig designed to fit 
within the imaging chamber of the CT system. Each 
individual specimen was scanned at two stages: before 
compression, and after 1 mm of applied axial compression 
was held for 1.5 hours, minimising the risk of scanning 
errors due to the viscoelastic effects in the tissues. 

Computational methods. All specimens were modelled 
with a specimen-specific approach. The geometry of each 
individual specimen was captured using 3D scan data from 
the unloaded scan. The CT images were segmented to 
isolate bone, soft tissues, individual glass fiducials markers, 
and the cement endcaps in Simpleware ScanIP v7.1 
(Synopsys, Mountain View, USA). The mechanical 
properties of bone and PMMA cement were modelled using 
isotropic elastic linear materials [2]. The IVD was modelled 
using non-linear elastic mechanical properties previously 
derived for an independent set of bovine IVD specimens. 
Boundary conditions similar to the experimental set up were 
applied to the FE models.  

The coordinates of the center of the glass fiducial markers in 
the aligned images at all compression stages were extracted 
using a bespoke script (Python 2.7, www.python.org) and 
the IVD bulge was derived as the local radial displacement. 
In the FE model, the mean of the coordinates of the closest 
nodes to the markers (5-10 nodes) were used to derive the 

predicted IVD bulge at each marker, and compared against 
the measured IVD bulge for each individual marker. The 
agreement between the in-silico predicted IVD bulge and 
the in-vitro measured IVD bulge was assessed using 
concordance correlation coefficients (CCC) [4]. 

RESULTS AND DISCUSSION 
All specimens were successfully compressed and imaged at 
an applied displacement of 1 mm. The in-vitro IVD bulge at 
an axial compression of 1 mm were determined from the 
marker positions (5 markers at each circumferential location 
for each disc), resulting in a mean bulge of 0.36 mm (st.d.= 
0.19 mm). A very good agreement (CCC=0.6458) was 
observed between the in-vitro measured bulge and the in-
silico predicted bulge (Figure 1). 

Figure 1: Bland-Altman plot of the in-silico vs in-vitro 
measured IVD bulge (n=4). 

This study demonstrated that using non-linear elastic 
material properties derived previously resulted in a good 
agreement between the experimental and computational 
approach. The accuracy could be further improved by tuning 
the non-linear mechanical properties of the FE models to 
correlate not only the IVD bulge but also the overall load-
displacement behaviour using optimisation tools.  

CONCLUSIONS 
The methodologies presented have introduced new means 
for the calibration and validation of the non-linear behaviour 
of the disc not only at a small scale, but as a whole unit in a 
realistic environment. The latter could be potentially used in 
the assessment of interventions such as nucleotomy, 
discography and new therapies that aim to repair the 
structural integrity of the disc and nucleus. 
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INTRODUCTION  
Rocker outsole shoe is commonly prescribed to diabetic 
patients to reduce the risk of plantar ulceration. It is well 
stablished that the primary biomechanical role of the rocker 
outsole is to offload the plantar aspect of the forefoot [1]. 
Shear forces have been previously affiliated to the etiology 
of diabetic foot ulcers [2]. However, there is an obvious 
paucity of research on the effect of the rocker outsole design 
on the shear impulse in diabetic patients. While the impulses 
can be measured during walking [3], the majority of studies 
concentrated on the vertical component of the Ground 
Reaction Force (GRF).   

Anterior-posterior (AP) shear impulses which are termed 
positive and negative impulses respectively [4], change the 
momentum of the body in forward direction. However, 
Medial-lateral (ML) shear impulses act to push the body 
away (negative) and towards (positive) the contralateral side 
[4]. It is envisaged that the rocker outsole design can alter 
these impulses by changing the contact angles and forces 
during the shoe-ground interaction. Therefore, the purpose 
of this study was to investigate the effect of different rocker 
outsole designs on AP or ML shear impulses. 

METHODS 
Ten female participants with diabetes aged 55.6±5.25 years, 
with no history of previous ulceration were recruited to the 
study after ethical approval was granted by the local 
university. Three different (A, B and C) designs of toe-only 
rocker outsoles (with the rocker angle, apex angle and heel 
height of A:10°, 80°, 2 cm; B: 15°, 95°, 3.5 cm; C: 20°, 95°, 
4 cm, respectively) were used. These designs were 
previously shown to be most effective in plantar pressure 
reduction in diabetic patients [5]. GRFs were collected while 
subjects walked with each of the three rocker outsole shoes 
in a random order with a controlled self-selected speed over 
a 10-meter walkway. A Kistler force plate was used to 
record the GRFs of right and left feet at 100 Hz from a total 
of six trials. AP and ML GRFs of each trial were time-
normalized and then integrated to find the shear impulses, 
and further averaged over left and right trials, separately. 
Main outcome measures were: the negative, positive and 
total AP and ML impulses as well as the AP and ML 
positive/negative impulse ratios. A repeated measures 
ANOVA followed by an adjusted post hoc with Fisher's 
Least Significant Difference (LSD) analysis was performed 
with a confidence interval of 95% using SPSS software.  

RESULTS AND DISCUSSION 
The positive and total ML impulses of the left foot were 
both significantly (P<0.05) lower in A compared to B and C 

while there was no significant difference between B and C 
(Figure 1). This can be mainly due to the different apex 
angle of the rocker A (80°) compared to the apex angles in 
the other two rockers (95°). 

Figure 1: Significant results for three rocker outsoles A, B 
and C. * indicates statistical significance at p<0.05.  

The negative AP impulse for the left foot was also 
significantly (P<0.05) lower in A compared to B and C, with 
no significant difference between B and C. This can be 
related to much bigger differences in height between A and 
B/C compared to the height difference between B and C 
with rocker C having the least height. The positive AP 
impulse for the left foot was significantly (P<0.05) lower in 
A compared to C, with no significant difference between A 
and B or between B and C. This finding can be the 
consequence of a more considerable increase in the rocker 
angle from 10° in A to 20° in C. No significant difference 
between different rocker outsoles were found for the right 
foot.  

CONCLUSIONS 
The results of this study showed that the outsole design of 
the rocker can influence the shear impulses. Although it has 
been frequently demonstrated that the offloading capability 
of the rocker outsoles increases while increasing the rocker 
angle, it might have negative effect on the shear impulses. 
This can influence the effectiveness of rocker by increasing 
the risk of mechanical trauma/ulceration to the foot during 
walking.  
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INTRODUCTION  
The lifetime risk of a person with diabetes developing a foot 
ulcer is up to 25%, and peripheral neuropathy (PN) 
increases this risk 4-fold. Foot biomechanics is considered 
to be a major contributor to the development of plantar foot 
ulceration in people with diabetes; with high plantar 
pressures the most commonly cited risk factor. Plantar 
ulcers typically occur in locations of high plantar pressures, 
particularly in the forefoot region of people with PN [1]. 

Limited foot joint mobility and reduced toe strength have 
been attributed to increased plantar pressures during walking 
[2, 3]. However, there has not been a comprehensive study 
that looks at both of these factors and their effect on plantar 
pressures in people with diabetes or PN. Therefore, the aim 
of this study is to determine the relationship between muscle 
strength, range of motion (ROM) of the foot and ankle, and 
plantar pressures in people with type 2 diabetes. 

METHODS 
Twenty-four men and women diagnosed with type 2 
diabetes over the age of 50 (mean age = 68 ± 8.03 years) 
were initially recruited for this study. The presence of PN 
was determined using the Michigan Neuropathy Screening 
Instrument [4]. Toe flexor strength was assessed while each 
participant stood on an emed pressure platform (Novelgmbh). 
During each trial, participants were instructed to push down 
as hard as possible onto the platform under two conditions: 
i) using their lesser toes (2-5), or ii) using only their hallux.
Maximum force under the hallux and lesser toes were 
calculated and then normalised to body mass (%BW).   

The participants then walked across the pressure platform 
using the second-step method. Pressure data were analysed 
using Novel Projects (Novelgmbh) by dividing each footprint 
into 10 regions using the Novel mask set.  Peak plantar 
pressures and pressure-time integrals (PTI) were calculated 
for the metatarsal (MTH) and toe regions. Static range of 
motion was measured using a goniometer to assess the 
participant’s maximum dorsiflexion range of motion at the 
first metatarsal and ankle. 

Ankle strength (max force, kg) was measured using hand-
held dynamometry. The participants were asked to perform 
the following four movements; dorsiflexion, plantarflexion, 
inversion and eversion while the examiner held the hand-
held dynamometer stationary. Correlation co-efficients were 
calculated to determine the relationships between the plantar 
pressure variables and the foot strength and range of motion 
variables using SPSS (p <0.05). t-tests were conducted to 
compare variables in those with (n=14) or without (n=10) 
PN. 

RESULTS AND DISCUSSION 
Strength at the ankle and toes was significantly reduced in 
the diabetes PN group compared with the diabetes only 
group (P < 0.01; see Figure 1). Hallux strength was 
negatively correlated with peak pressure under the MTHs (r 
= -0.42 to r = -0.43) and lesser toe strength was negatively 
correlated with peak pressure and PTI under the lateral 
MTHs (r = -0.46 to r = -0.47; p ≤0.03).  Furthermore, 1MTH 
ROM was negatively correlated with peak pressure and PTI 
at the 1MTH, hallux and 5MTH (r = -0.44 to r = -0.53; p 
≤0.03). Ankle strength or ROM did not significantly 
correlate with any of the plantar pressure variables. 

Figure 1: Ankle strength of neuropathic and non-
neuropathic diabetes participants; * indicates significant 
difference between groups (p ≤0.01). 

CONCLUSIONS 
The results from this study show that the strength of the 
ankle and toe muscles are reduced in the presence of PN in 
patients with diabetes.  Furthermore strength of the toes and 
1MTH ROM moderately correlated with the pressure 
distribution under the forefoot of older people with diabetes 
during walking, whereby increased strength and flexibility 
reduced the peak pressure under the MTH.  These findings 
suggest that older people with diabetes who have stronger 
toe flexor muscles use their toes more during walking and 
reduce the loading under the metatarsal heads.  Further 
research is warranted to determine whether interventions 
designed to strengthen and mobilise the toe muscles and 
joints may be effective in reducing forefoot plantar 
pressures in individuals with diabetes at risk of ulceration. 
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INTRODUCTION  
Consequences of alterations of foot biomechanics in the 
presence of Diabetes and diabetic neuropathy has been 
studied for decades, and is still a dramatic research issue 
worldwide [1]. From the specific point of view of foot loading 
during locomotion, however, an overall agreement is far to be 
reached in terms of a comprehensive, clinically relevant 
biomechanical model [2]. In order to shed more light on this 
controversial topic, a wide study has been designed which 
relies on an integrated methodology based on pressure and 
kinematics measurements [3]. Main aim of the study is to 
detect and quantify the impact of Diabetes-associated 
modifications on foot function by isolating and modeling the 
role of each possible confounding factor. This paper reports 
on phase 1 of the study, i.e. investigation of role of type I and 
type II Diabetes, prior to the onset of neuropathy and foot 
deformities, while strictly controlling the remaining relevant 
biological and clinical variables. 

METHODS 
From January 2016, a wide sample of diabetic patients and 
healthy volunteers was examined through integrated 
pressure-kinematics measurements based on the IORfoot 
model and 5 foot regions of interest (ROIs) [3,4]. At present, 
140 participants have been enrolled and assessed under 
controlled, self-selected cadence. Five consistent trials have 
been collected for each foot. Patients were clinically stratified 
based on the type – I or II - of Diabetes and, within each type, 
grouped according to: presence/absence of neuropathy; 
presence/absence of deformities or functional limitations; 
BMI; age; walking cadence. The hereby reported, preliminary 
study was conducted on a limited sample of 30 feet, equally 
distributed among three subgroups i.e. type I diabetics (T1), 
type II (T2) diabetics, and matched controls (C). Inclusion in 
the three groups was strictly controlled as for: walking 
cadence (range 50-55spm); BMI (<30kg/m2); absence of 
deformity or functional limitation. Inclusion in the diabetic 
groups was also controlled as for the absence of Neuropathy. 
Based on previous correlation studies [4] the range of motion 
of Shank-Calcaneous joint in the frontal plane (ShCa RoM) 
was selected as kinematic variable. Being stance phase 
durations strictly comparable, pressure-time integral (PTI) 
was preferred to peak/mean pressure to investigate foot 
loading under the total foot and the 5 ROIs. 1-way ANOVA 

(p<0.05) with Bonferroni-Holm correction was finally 
applied to all parameters and groups.  

RESULTS AND DISCUSSION 
Interestingly, T1 and T2 performed differently with respect to 
C and between them (Table 1). T1, who only differed from C 
for the presence of long-term Diabetes, however showed a 
significant shift of loading from midfoot and forefoot to toes, 
associated with a moderate – not statistically significant - 
RoM reduction. T2, likely due to Diabetes but also in possible 
association with older age, showed significant changes in 
both loading and kinematic variables with respect to C, 
namely: lower PTI at toes; higher maximum PTI and PTI at 
forefoot; a significant ShCa RoM reduction. Further, T2 
significantly differed from T1 for the lower loading of 
hindfoot and toes, and the higher loading of forefoot. 
Further, deeper investigation is necessary to better 
characterize the possible role of age (comparable in C and T1, 
higher in T2) and different duration of disease (higher in T1) 
which could not be avoided in these preliminary groups. 
However, the hereby reported findings well highlight the 
biomechanical changes that Diabetes alone, i.e. without 
neuropathy or deformity complications, may entail on foot 
biomechanics according to different types of Diabetes itself. 

CONCLUSIONS 
Even though preliminary, the results of this study show that 
when integrated, rigorous analyses of pressure and 
kinematics over foot segments are performed, valuable 
classifications of foot biomechanics can be defined also in the 
complex area of diabetic foot, where a large number of 
confounding factors affect classes or categories of patients. 
Particularly helpful resulted, as reasonable, the control of 
variables which greatly affect ground reaction, like walking 
cadence and BMI. 
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Table 1: Mean values (SD) of biological, clinical and biomechanical variables. 
age (years) BMI SFC YoD n PTI-ROI1 PTI-ROI2 PTI-ROI3 PTI-ROI4 PTI-ROI5 PTI-total foot ShCa RoM 

C 47.8 
(10.5) 

23.6 
(3.2) 

51.7 
(3.6) 

 50 65.2 
(12.4) 

24.1 
(10.1) 

118.9 
(26.3) 

79.9 
(56.0) 

34.1 
(20.8) 

131.5 
(38.0) 

7.6 
(2.4) 

T1 49.6 
(15.2) 

24.6 
(3.5) 

52.5 
(3.1) 

26.8 
(8.6) 

41 69.6 
(17.2) 

19.2* 
(7.4) 

104.3* 
(38.3) 

87.7 
(53.5) 

47.0* 
(29.3) 

124.2 
(41.3) 

6.9 
(2.4) 

T2 61.6 
(6.8) 

23.8 
(3.4) 

52.0 
(4.0) 

15.6 
(9.6) 

49 61.0§ 
(14.2) 

22.5 
(13.3) 

150.4*§ 
(63.3) 

77.6 
(41.6) 

28.4§ 
(15.6) 

158.3*§ 
(57.7) 

6.0* 
(1.2) 

Legend: *statistically different from C; §T2 statistically different from T1; SFC=single foot cadence (steps per minute); YoD=years of disease (years); 
n=number of footprints; ROI1=hindfoot; ROI2=midfoot; ROI3=forefoot; ROI4=big toe; ROI5=toes2-5.
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INTRODUCTION  
High plantar peak pressure is an important risk factor of 
foot ulceration in diabetes. Custom-made (orthopedic) 
footwear aims to relieve these high-pressure areas by 
redistribute pressures to other foot regions. Several 
innovative orthopedic footwear concepts that use pressure 
analysis in the design and evaluation of the footwear have 
been developed for the high-risk diabetic foot. The aim of 
this study was to evaluate the offloading effect of these 
different footwear concepts with the ultimate goal to 
determine the building stones for the best orthopedic shoe 
for high-risk diabetic patients. 

METHODS 
Twenty-four diabetic patients (16 male, mean age 65.8 
years) at high ulcer risk were included in this cross-
sectional comparative study. Four different innovative 
orthopedic footwear concepts were tested: fully-custom-
made (DIAFOS-A) and semi- custom-made (DIAFOS-B) 
shoes that were designed using a scientific-based 
algorithm and evaluated and, if indicated, modified based 
on in-shoe plantar pressure measurements [1,2], barefoot 
pressure and foot shape based custom-made insoles that 
were modified, if needed, based on in-shoe pressure 
measurement (DIABETEC), and barefoot pressure and 
foot shape based custom-made insoles that were designed 
and manufactured using automated computer assisted 
technology (TrueContour) [3]. Concepts 2-4 were tested in 
Podartis Goodsport shoes that had a stiffened rocker 
outsole. 

These concepts were additionally compared to athletic 
footwear (ASICS Gel-Nimbus 17) and a standard non-
therapeutic shoe (Pulman New Comfort). All concepts 
were evaluated in random order with Pedar-X (Novel, 
Munich) during walking at a comfortable speed that was 
standardized between conditions. Peak pressures were 
calculated for the metatarsal heads, hallux, midfoot and 
heel regions and compared across concepts using repeated 
measures ANOVA (P < 0.05).  

RESULTS AND DISCUSSION 
The four innovative shoe concepts all showed significantly 
lower peak pressures at the metatarsal heads compared to 
the standard shoe. At metatarsal heads 1 and 2-3, the 
lowest peak pressures were present with DIAFOS-A, with 
significant differences found compared to almost all other 
concepts (Table 1). At metatarsal heads 4/5, DIAFOS-B 
showed the lowest peak pressures, significantly lower than 
for the TrueContour concept and the athletic shoe. Small 
pressure-reducing effects of the innovative footwear 
concepts was found for the hallux region. 

CONCLUSIONS 
The results prove the value of a scientific-based data-
driven approach to footwear design. 

The lowest metatarsal head peak pressures were achieved 
with footwear concepts that used in-shoe plantar pressure 
measurements to guide modifications to the footwear after 
they were manufactured. In almost all these cases 
pressures were lower than 200kPa, a level found to 
indicate some protection against ulceration [1,4]. 

Lowest pressures were generally found with the shoes that 
were fully custom-made shoes, which is understandable 
from the point of view that this type of footwear has most 
options for incorporating pressure-relieving elements and 
for modification. 

The design and manufacturing principles of in particular 
footwear concepts DIAFOS A and B may be used for 
definition of the most optimal orthopedic shoe for the 
high-risk diabetic foot patient.  
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Mean and standard deviation per concept per region (in kPa).  
*** = sign. difference vs. all other concepts;  # = sign. difference vs. TrueContour; ^ = sign. difference vs. DIABETEC; 
* = sign. difference vs. athletic shoe; $ = sign. difference vs. standard shoe

DIAFOS-A DIAFOS-B DIABETEC TrueContour Athletic Standard P-value 

MTH1 132 ± 41*** 155 ± 52* 173 ± 76# 199 ± 79*** 227 ± 80*** 281 ± 103*** <.001 

MTH2-3 141 ± 34#,^,* 149 ± 31#,* 171 ± 42 197 ± 60 198 ± 40 302 ± 75*** <.001 

MTH4-5 117 ± 34* 112 ± 26#,* 119 ± 31# 134 ± 42 133 ± 38 161 ± 61*** <.001 

Hallux 156 ± 41$,* 167 ± 44$ 171 ± 41 175 ± 52 185 ± 56 205 ± 73 <.001 



BIOMECHANICAL CHARACTERISTICS OF PEOPLE WITH ACTIVE DIABETES-RELATED PLANTAR 
FOOT ULCERS DURING ULCER HEALING 

1 8 7 Malindu E Fernando, 2, 8Robert G Crowther, 4, 5Peter A Lazzarini, 3Kunwarjit S Sangla, 9Petra Buttner, 1, 6Jonathan 
Golledge

1Vascular Biology Unit, Queensland Research Centre for Peripheral Vascular Disease, College of Medicine and Dentistry, 
James Cook University, Townsville, Australia 

2 Sports and Exercise, School of Health and Wellbeing, University of Southern Queensland, Ipswich, Queensland, Australia 
3 Department of Diabetes and Endocrinology, The Townsville Hospital, Queensland, Australia 

4 Allied Health Research Collaborative, Metro North Hospital & Health Service, Queensland Health, Australia 
5 School of Clinical Sciences, Queensland University of Technology, Brisbane, Australia 

6 Department of Vascular and Endovascular Surgery, The Townsville Hospital, Queensland, Australia 
7 Podiatry Service, Kirwan Community Health Campus, Townsville, Queensland, Australia 

8 Movement Analysis Laboratory, Sports and Exercise Science, James Cook University, Townsville, Australia 
9 Centre for Chronic Disease Prevention, James Cook University, Cairns, Queensland, Australia 

Corresponding author email: malindu.fernando@my.jcu.edu.au 

INTRODUCTION  
Little is known about the gait characteristics and plantar 
pressures in people with diabetes related foot ulcers during 
ulcer healing [1]. The aim of this study was to investigate 
the key gait characteristics and plantar pressures at baseline, 
three months and six months in cases with foot ulcers 
compared to diabetes controls without ulcers [2]. 

METHODS 
Standardised protocols for three-dimensional movement 
analysis were utilised to evaluate ten gait characteristics 
(angular joint kinematics, ground reaction forces and spatio-
temporal characteristics) in cases and controls 
longitudinally. Mean peak plantar 
pressure and pressure-time integral measurements at 10 
plantar foot sites (the hallux, lesser toes, metatarsals 1 to 5, 
mid-foot, medial heel and lateral heel) during barefoot 
walking were also collected. Measurements 

were performed at three study visits: baseline, three and six 
months. Linear mixed effects random-intercept models 
were utilised to assess whether gait outcomes and plantar 
pressures differed between cases and controls after 
adjusting for age, sex, body mass index, neuropathy status 
and follow-up time. Standardised mean differences 
(Cohen’s d) were used to measure effect size.  

RESULTS AND DISCUSSION 

Twenty-one DFU cases and 69 controls commenced the 
study and 16 cases and 63 controls completed the study. 
Seven out of ten gait characteristics that were different 
at baseline remained different between cases and controls 
during follow-up. These characteristics included a lower 
pelvic obliquity at toe-off (d =-0.5) and a lower minimum 
pelvic obliquity during gait (d= 0.69) in cases compared to 
controls during each study visit. The minimum anterior-
posterior ground reaction force (d=-0.40), range of 
anterior-posterior ground reaction force (d=-0.40), the 
final vertical ground reaction force (d=-0.44) and the 
total vertical ground 

reaction force (d=-0.32) were all lower in controls 
compared to cases during each visit (all p<0.05). 
Walking speed (d=0.38) was faster in controls 
compared to cases during each visit (all p<0.05).  

Cases had a higher mean peak plantar pressure at several 
foot sites including the lesser toes (d =0.36), and mid foot 
(d=0.36) and a higher pressure-time integral at the hallux 
(d= 0.42), metatarsal 1 (d= 0.33) and mid foot (d=0.64) 
compared to controls at baseline and follow-up.   

Perhaps the most important finding of our study is the 
presence of significantly higher anterior-posterior and 
vertical ground reaction forces in cases compared to 
controls throughout follow-up. These findings confirm our 
earlier suggestion that the combination of these two gait 
features are likely to not only increase the vertical loading 
and hence the plantar pressures on ulcerated plantar tissue, 
but contribute to significant shearing force, especially in the 
anterior-posterior direction.  

CONCLUSIONS 
Seven out of ten gait characteristics between cases and 
controls remained different throughout follow-up and 
plantar pressures during gait were higher in patients with 
foot ulcers compared to patients without foot ulcers 
throughout follow-up. These results support the need for 
on-going offloading in people with chronic foot ulcers. 
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INTRODUCTION  
Breathing function depends on interaction between the rib 
cage and diaphragm. In previous studies 3D modelling of the 
thorax joints during breathing motion was achieved allowing 
quantification of segmental costovertebral kinematics in 
healthy subjects [1] and cystic fibrosis patients [2]. 
Diaphragm muscle shape and kinematics during breathing 
were shown to be possibly altered in patients with 
emphysema [3]. In addition, literature reports a radiographic 
method for measuring inspired volume attributable to 
diaphragm motion [4]. Therefore the aim of this study was to 
develop a method based on spiral CT data to determine 3D 
shape and kinematics of diaphragmatic domes (DDs), and to 
estimate the part of the change in lung volume attributed to 
each DD displacement over the inspiratory capacity (IC). A 
secondary objective was to integrate the DDs model into 
previously developed thorax joints kinematics model in 
breathing [1,2]. Finally the effect of lung hyperinflation on 
DDs shape and kinematics was tested in a group of patients 
with cystic fibrosis. 

METHODS 
Data sample and 3D reconstruction: Retrospective codified 
spiral-CT data obtained at total lung capacity (TLC), middle 
of inspiratory capacity (MIC) and at functional residual 
capacity (FRC) were processed following previously 
published method for determining costovertebral joints 
kinematics [1,2]. Twelve asymptomatic subjects (AS) and 10 
patients with cystic fibrosis (CF) and lung hyperinflation 
were included in the study. Lungs were reconstructed at each 
lung volume using segmentation software (Figure 1A). 
Shape and volume displacement computation: A series of 92 
anatomical landmarks (ALs) were placed on the inferior area 
of each lung corresponding to the location of the right and left 
diaphragmatic domes (RDD /LDD). The ALs were then 
registered in previously developed 3D model of the entire 
thorax joint kinematics (Figure1B). 
Delaunay triangulation was then used to create diaphragmatic 
domes surfaces at each lung volume (Figure 1C). From these 
surfaces, various geometrical parameters were computed 
such as sagittal /coronal radius of curvature. In addition, 
approximation of the global vertical displacement of each DD 
(change in cylinder height obtained from volume divided by 
area of projected surface) and the volume enclosed between 
two successive surfaces were computed. 
Statistical analysis: A mixed model analysis of variance was 
performed. Laterality and volume level were considered as 
within-subject factors and the pathology considered as 
between subject factor. Bonferroni post hoc tests were 
performed when appropriate. 

RESULTS AND DISCUSSION 

The pathology had a significant influence on DD 
displacement (p<0.01) and radii of curvature in both sagittal 
(p<0.01) and coronal (p<0.05) planes (radii were greater in 
CF than in AS corresponding to more flattened DD; DD 
displacement were lower in CF than AS group). The side had 
no significant influence on DD displacement (p=0.08) and 
coronal radius of curvature (p=0.16) but a significant 
influence on the sagittal radius of curvature and volume 
displaced by DD. Regardless of the side, the volume 
displaced by DD did not differ between groups (p=0.24) and 
corresponded to, respectively, 42±10% and 39±11% of their 
IC. When considering a rib cage-diaphragm ratio (Volume 
displaced by DDs / Volume displaced by rib cage), no 
significant difference was observed between groups (p=0.47; 
Mean ratio: 1.54±0.73 in AS; 1.78±0.84 in CF). 

Figure 1: A: 3D lung reconstructions at each breathing pose 
(TLC in red, MIC in green, FRC in blue). B: 3D model of the 
entire thorax with diaphragmatic domes. C: Delaunay 
triangulation of right and left DD at each lung volume. Colors 
correspond to those of lung reconstructions. 

CONCLUSIONS 
The present method enables computing various 
morphometric parameters and the volume displaced by each 
DD over inspiratory capacity directly from the 3D 
reconstruction of the lungs. Results have shown that lung 
hyperinflation observed in patients with CF leads to an 
alteration of DD radii of curvature and displacement while 
the volume displaced by DD and the rib cage/diaphragm ratio 
did not differ between groups. The present method is 
promising for evaluating effect of other disease or the effect 
of treatment on DD behavior. 
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INTRODUCTION  
Modelling is a frequently used tool enabling to improve 
understanding of joint mechanical behavior in various 
clinical conditions. The kinematics of numbers of joints has 
been quantified for gait analysis (i.e. upper and/or lower 
limbs). However, in vivo thorax joint kinematics remains a 
poorly investigated topic while musculoskeletal structures 
are among the most common source of chest pain [1]. 
Moreover, thorax joints are the most solicited joints since 
the respiratory rate represents between 17000 to 29000 
cycles a day and some billions of cycles during lifetime. 
Recent work have estimated the relation between 
costovertebral joints (CVJ) kinematics and lung volumes 
from in vivo CT data [2,3] but no quantified analysis is to 
date available on the entire close kinematic chain that takes 
into account the anterior joints of the thorax (i.e. the 
sternocostal (SCJ) and manubriosternal joints). Therefore, 
the aim of the present study was to investigate: -the 
respiratory kinematics of the seven first rib pairs (i.e. “true 
ribs”) relative to the vertebra and sternum by using 3D 
modelling approach; -the sternal angle variations and the 
relation between joint kinematics and sternum displacement.  

METHODS 
CT data and 3D bone models 
Retrospective codified spiral-CT data of twelve 
asymptomatic adults were processed. These CT data were 
performed at total lung capacity (TLC), middle of 
inspiratory capacity (MIC) and at functional residual 
capacity (FRC). 3D reconstruction of each bone of interest 
was obtained from CT data segmentation techniques. 

Anatomical landmarks and kinematics computation 
Virtual palpation was used to locate a series of anatomical 
landmarks (ALs) on each vertebra, rib, manubrium and 
sternum body at the three available breathing poses. The 
ALs were then used to define anatomical coordinate systems 
of the bones of interest (Figure 1) and to compute joint 
kinematics using rigid body transformations and helical axis 
method. A fusion method [4] of ALs with 3D models was 
used to obtain visualisation of both motion and kinematic 
parameters (i.e. bones motion; mean helical axes (MHA) 
orientation and position (Figure 1). 

RESULTS AND DISCUSSION 
Sternum displacement relative to Th7 vertebra occurred 
mainly anteriorly and superiorly. The mean displacement 
was 9.6±7.1 mm, 17.8±5.9 mm and 0.8±2.3 mm along x-, y- 
and z-axis respectively. 
The mean sternal angle was significantly decreasing from 
16.7°±5.5° at TLC to 14.9°±5.2° at MIC (p=0.016) and to 
12.4°±4.9° (p=0.0011) at FRC which confirms a small ROM 
(4.4° ± 2.7°) available at manubriosternal joint.  

CVJ ROMs gradually decreased from 17.4°±7.3° at CVJ1 to 
9.7°±2.4° at CVJ7. SCJ ROMs gradually decreased from 
15.5°±1.7° at SCJ1 to 7.6±0.8° at SCJ7.  
At both SCJ and CVJ, the MHA were oriented obliquely 
anteriorly, medially and inferiorly at all rib levels. The 
direction cosines ranged from 0.31 to 0.58 on the x-axis; 
from -0.49 to -0.58 on the y-axis and from 0.35 to 0.74on 
the z-axis. No difference was found between the orientations 
on the x and z-axes at both SCJ and CVJ. A significant 
positive correlation was demonstrated between CVJ (and 
SCJ) ROMs and sternum cephalic displacement (Figure 1 
right). 

Figure 1: Left:  A: 3D representation of bones and anatomical 
coordinate systems of interest. B: 3D representation of the mean 
helical axes of the left seven first SCJ and costal cartilages (frontal 
view).  
Right: rib angular displacement as a function of cephalo-caudal 
displacement of the sternum at CVJ (top) and SCJ (bottom). 
Results are given for each of the 12 subjects, at rib1 and rib7. 
ROMs are expressed in degree and sternum displacement in mm. 

CONCLUSIONS 
This is the first study in humans that achieved quantification 
of 3D kinematic parameters of both costovertebral, 
sternocostal and manubriosternal joints in breathing 
movements. The present 3D modelling approach based on in 
vivo measurements enables a combined qualitative and 
quantitative analysis of the thorax joints behavior in 
breathing. The substantial amount of quantitative data 
represents a relevant basis that could be integrated into a 
multiscale model of the entire respiratory system. 
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INTRODUCTION  
The endolymphatic hydrops (EH) is a disorder of the inner 
ear and is associated with abnormal fluctuations in the 
endolymph fluid. This anomalous flow causes an increase of 
endolymphatic pressure of the cochlea. Hallpike et al. [1] 
proposed that EH is a pathogenesis of the Meniere’s disease 
based on autopsy cases in which the volume of the endolymph 
was larger than that in the normal cochlea. The primary 
symptom of EH is as follows: Low frequency hearing loss is 
observed at initial stage. Recovery of hearing level at low 
frequencies and decrease of hearing level at high frequencies 
are observed at interval stage. And severe high frequency 
hearing loss is observed after repeating these stages. We aim 
to analyze the relationship between hearing level objectively 
assessed by DPOAEs (Distortion Product OtoAcoustic 
Emissions) and increase of the endolymphatic pressure using 
the finite element cochlear model which includes activity of 
the outer hair cells. DPOAEs (Figure 1 (a)) are one of acoustic 
phenomena which are considered to be derived from active 
cochlea, and distortion components nf1 ± mf2 (n and m are 
arbitrary integer constants) are generated when the cochlea 
was simultaneously stimulated by two pure tones with 
different frequencies f1, f2 (f1 < f2).  

METHODS 
The human cochlear finite-element model was constructed 
following the model of Koike et al. [2]. The model is 
simplified to avoid complexity of calculation and includes 
activity of the outer hair cells (amplification mechanism) 
because the human cochlea under physiological conditions 
have a motility which amplifies the vibration of the basilar 
membrane (BM) of the cochlea.  

The BM separates the endolymph and the perilymph and is 
vibrated by the pressure difference between the endolymph 
and the perilymph. However, increase of the endolymph 
volume in the case of  EH causes pressure unbalance between 
each surface of the BM. Therefore, EH was represented by 
applying static pressure on the entire surface of the BM of the 
active cochlear model. A geometric non-linearity was 
considered, but a non-linearity of the material properties did 
not considered. Next, two pure tones with different 
frequencies f1, f2 and amplitude L1, L2 (f2 / f1 = 1.2, L1 - L2 = 
10 dB, L2 is equivalent to the sound pressure level of 50 dB 
at the ear canal) were simultaneously applied to the stapes 
head of the model, and distortion components on the stapes 
and the BM were calculated. The effects of applying pressure 
to the BM was investigated by calculation with changing the 
static pressures. The range of the static pressure was 
determined based on the experimental values [3] of the 
endolymphatic-perilymphatic pressure gradient in guinea pig 
ears with EH. A calculation with the static pressure of 0 Pa 
represents the intact cochlea. In addition, a passive model, in 
which the amplification mechanism was not concerned, was 
also calculated in the same way of the intact cochlear model 
for comparison. 

Figure 1: (a) Measurement of DPOAEs and cross-section of 
the cochlea. (b) Amplitudes of DPOAEs components (2f1-f2) 
at the BM and the stapes footplate obtained from the active 
cochlear models under the different static pressure. Input 
frequency f2 was 2 kHz. 

RESULTS AND DISCUSSION 
The BM was highly-deformed at the apex area by increasing 
the static pressure load. This result is considered to be caused 
by the dimension of the BM (thinner and wider at the apical 
side than the basal side). 

DP components (2f1-f2) were obtained from the active model, 
irrespective of the static pressure applied on the BM, at not 
only the stapes footplate but also the BM. By contrast, those 
were not obtained from the passive model. Figure 1 (b) shows 
an example of amplitudes of DP components obtained from 
the active model. The DP component levels at the BM have 
almost same value regardless of the static pressure. On the 
other hand, the DP component levels at the stapes footplate 
decreased with increasing the endolymphatic pressure. These 
results are matched with the measurement result [4] which 
shows that the threshold of DPOAEs in the group of late stage 
of EH was higher than that in the group of early stage. The 
deflection at the apical side of the BM caused by the EH 
increases the structural stiffness of the BM and makes the BM 
difficult to vibrate.  

CONCLUSIONS 
EH was simulated with applying the static pressure on the 
surface of the BM of the active cochlear model. The 
application of pressure caused deformation of the BM and 
makes the BM difficult to vibrate. These changes are 
considered to be the reasons for decrease of the levels of DP 
components at the stapes footplate when the endolymphatic 
pressure increased. 
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INTRODUCTION  
From physical point of view, breathing process is a flow of 
air through a system of tubes and other specific parts. 
During breathing, the direction of the flow changes 
periodically. Between the turns, the flow is interrupted. 
During all phases of breathing, respiratory system 
produces noise which includes specific phenomena 
depending on properties of the respiratory system and 
breathing conditions. All this suggests that an appropriate 
analysis of respiratory sound recordings may prove very 
helpful in diagnosis in some conditions, when 
conventional methods do not provide reliable results. 

An example of such condition is asthma in small children. 
Its diagnosis by mean of conventional spirometry requires 
cooperation of the patient at high level of coordination, 
which is often difficult to reach in small children (aged 3 
years or less). Thus, physicians are often left just with 
simple auscultatory examination. It is important to note 
here that early diagnosis of asthma may help significantly 
reduce symptoms of the disease in higher age. Necessary 
diagnostic information can, however, be obtained by more 
sophisticated analysis of the acoustic recordings. How 
important such possibility can be becomes obvious if we 
realize that there are about 300 million people worldwide 
suffering from asthma [1]. These patients live with feeling 
of constricted chest and physical activity is strongly 
limited [2] due to difficulties in breathing demonstrated by 
presence of  wheezing in respiratory sounds. 

METHODS 
In our experiment, 9 volunteers (4 healthy and 5 asthmatic 
children) aged 8 -12 years were investigated.  

All recordings were obtained from examinations done by 
physicians from Department of pneumology in University 
Hospital Motol, Prague using commercially available 
electronic stethoscope (middle price category). Recordings 
were taken in physical repose of volunteers and after their 
minor physical activity (10 squats).  

Analysis of the recorded signals was performed in MatLab 
environment using the fast Fourier transform (FFT). The 
complete data processing consisted of three steps. First, 
the boundaries between inspiration and expiration were 
identified. Then the harmonic analyses of each inspiration 
and expiration were done. Finally, results of both previous 
steps were organized into graphs to display the time course 
of identified significant frequencies occurrence in 
analyzed recordings. Those frequencies are color-coded in 
the graphs, depending on their amplitudes. 

RESULTS AND DISCUSSION 
A representative example of obtained results is shown in 
graphs on Figure 1. Boundaries between inspirations and 

expirations in both graphs are marked by vertical turquoise 
lines.  

Figure 1: Comparison of healthy volunteer (upper graph) 
and asthmatic patient (lower graph) 

The upper graph presents results from a healthy volunteer. 
At the first glance, there are well seen significant 
Differences in inspiration and expiration phases are clearly 
visible. The bottom graph shows the results from an 
asthmatic patient. The noise at frequency range from 150 
to 700 Hz is highly expressed here. Noise at that frequency 
region is present in inspiration phases of a healthy 
volunteer, too, but it is missing during expiration phases. 
The asthmatic patient exhibits repeatedly significant 
wheezing at cca 400 – 600 Hz (marked by white ovals).  

There were only minor deviations from the pattern shown 
in Figure 1 in all other recorded healthy and asthmatic 
volunteers. 

CONCLUSIONS AND FURTHER INVESTIGATION 
The results obtained so far suggest that automated 
breathing sound analysis should be feasible and applicable 
in clinical practice. At present, a more extensive study is 
being started which should already have sufficient 
statistical power.  

As the above described approach is very sensitive to the 
FFT setup, we started using wavelet analysis as an 
alternative in a hope that it may eliminate this problem and 
make the method more robust.  
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INTRODUCTION  
Freezing of Gait (FoG) in people with Parkinson’s disease 
(PD) is an environmentally sensitive, intermittent problem 
that occurs most often during turning, gait initiation, and 
passing through doorways [1]. Due to its intermittent nature, 
this phenomenon has been difficult to study in the laboratory, 
and its pathophysiology is still controversial. A typically 
observed feature of FoG is the trembling of the legs, that has 
been objectively quantified with high frequency (3-8Hz) 
oscillation measured with inertial sensors on the legs [2,3]. 
We hypothesize that FoG is due to lack of release of hip 
abductor muscle activity for lateral anticipatory postural 
adjustments (APAs) in preparation for a stepping during gait 
and turning. Here, we characterize the muscle activation 
patterns and leg movements prior and during freezing 
episodes to better understand the neural mechanisms 
responsible for FoG.  

METHODS 
Nineteen idiopathic PD subjects with a clinical history of FoG 
(FoG+, MDS-UPDRS III 49±10, Age 66±9) and 18 
idiopathic PD subjects without FoG (FoG-, MDS-UPDRS III: 
39±14, Age 64±6) were recruited from the Movement 
Disorders Clinic of the Parkinson Center of Oregon.  
The participants performed: - a freezing assessment course 
with starts, multiple passes through a doorway, and 180° 
turns, and – a 2 minutes long walk while wearing 8 Opal 
inertial sensors (APDM.com) mounted on the posterior trunk, 
on each shin, each foot, each wrist and on the sternum. In 
addition, wireless sEMG (Cometa Wave) were collected 
bilaterally on the tibialis anterior (TA), gastrocnemius 
medialis (GM) and at the hip on the tensor fasciae latae 
(TFL). The wireless EMG system was synchronized to the 
Opals. Based on shin angular velocities, heel-strike (Hs) and 
toe-off (To) events for each right and left steps were 
extracted. sEMG signals were collected with a sample rate of 
2000 Hz, then rectified, low pass filtered (20 Hz) in order to 
obtain the linear envelope, and expressed as a percentage of 
gait cycle. Onset and duration of sEMG burst of activity were 
determined by a threshold (20% of the max peak of each 
muscle) and visually inspected.  
The FoG ratio (power spectral density ratio between high and 
low frequency shank acceleration) was computed for the 
overall freezing course. Then, for the three steps preceding a 
turn (in FoG-) or a turn that resulted in a FoG episode (in 
FoG+), the following variables were calculated: - duration of 
stance/swing activity for TA, GM and TFL, - onset of activity 
from Hs for the TA, GM, and contralateral TFL, -offset of 
activity for the ipsilateral TFL from Hs and successive onset. 
The same set of variables were computed for 3 steps during 
straight-ahead gait without FoG. In addition, the medio-
lateral acceleration during the course was inspected.  

RESULTS AND DISCUSSION 
All FoG+ subjects exhibited FoG during the assessment. The 

FoG ratio was significantly larger in FoG+ compared to FoG- 
(1.25±0.3 vs 0.5±0.3, p=0.007). We observed that: i) FoG+ 
showed increased co-contraction of the TFLs during straight-
ahead gait, but not prior to a FoG episode, compared to FoG-
; ii) FoG+ showed a reduced activity of the TIB in the swing 
phase during straight-ahead gait compared to FoG-, and even 
further reduction prior to a FoG episode; iii) FoG+ showed a 
reduced activity of the GAS in the stance phase during 
straight-ahead gait compared to FoG-, but an increase of GAS 
activity prior to a FoG episode; iv) FoG+ showed reduced AP 
trunk acceleration compared to FoG- during straight-ahead 
gait and prior to FoG, while ML trunk acceleration is similar 
between groups. In addition, the TFL co-contraction was 
significantly associated with the FoG Ratio during the 
freezing course in the FoG+ group, and not during straight-
ahead gait (r=-0.62, p=0.005).   

Figure 1: Representative right and left shin angular velocity 
and respective muscle envelopes during the stance and swing 
phase in FoG- and FoG+.  

CONCLUSIONS 
We observed increased ipsilateral TFL activity and reduced 
contralateral TFL activity in FoG+ compared to FoG-, 
consistent with impaired APA inhibition and inadequate 
postural preparation for a step. These observations suggest 
that abnormal temporal muscle activation patterns during 
FoG episodes may be due to abnormal coupling of 
anticipatory postural adjustments with stepping rather than a 
disruption of central pattern generators.  
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INTRODUCTION  
Typical self-selected hopping rate is 2.0-2.2Hz [1,2]. 
Minimal changes in mechanical demands occur at faster 
rates, but notable changes in mechanical demands exist at 
slower rates [1,3].  Altered demands are likely accompanied 
by altered neuromotor control strategy to maintain 
consistent hopping at slow rates [3]. Therefore, this study 
examines the structure of movement variability – a window 
into neuromotor control – during hopping at typical & slow 
rates. 

METHODS 
23 healthy volunteers (age 31±8yr, 10♂) performed ≥25 
unipedal hops at 2.0 & 1.7Hz. Preferred kicking/stance limb 
for the task of kicking a ball for distance were determined.   

The referent joint configuration (θ) was calculated at each 
1% of stance by averaging sagittal foot-to-floor, and ankle 
& knee intersegmental angles across trials.  A forward 
kinematic model linked changes in these angles to changes 
in vertical leg length. The Jacobian matrix (J(θ)) of this 
linkage was computed at each 1% of stance.  Elemental 
variance projected onto the J(θ) null space is task-irrelevant 
variability (VUCM), which allows consistent vertical leg 
length across hops.  Elemental variance projected onto the 
J(θ) null-orthogonal space is task-relevant variability 
(VORT), which hinders vertical leg length consistency across 
hops [4].  The index of motor abundance (IMA), the 
normalized difference between VUCM & VORT, measures the 
degree of vertical leg length stabilization.   

Only stance phase was analyzed, as control of vertical leg 
length during flight is not an expected goal of the control 
system. Stance was normalized to 100 frames then divided 
into 7 equal bins (S1-S7).  S1-S3 represent early, mid- & 
late impact absorption (ABS), S4 the most crouched 
position, and S5-S7 early, mid- & late propulsion (PROP) 
toward flight.  VUCM, VORT & IMA were averaged per bin. 
Repeated measures ANOVAs (2 limb x 7 bin, α=0.05) were 
run on bin-average differences in VUCM (i.e. VUCM-1.7Hz – 
VUCM-2.0Hz), VORT & IMA between hopping rates. If limb*bin 
interactions were found with repeated measures ANOVA, 1-
way ANOVAs were run per bin. 

RESULTS AND DISCUSSION 
1-way ANOVA indicated kicking (vs stance) limbs tended 
to increase VUCM more during late-ABS (S3, p=0.15), seen 
in Figure 1 (left). Kicking limbs tended to increase VORT 
more from mid-ABS through mid-PROP (S2-S6, 
0.10≤p≤0.15), seen in Figure 1 (center). While hopping at 
1.7Hz generally increased both task-irrelevant (VUCM) & 
task-relevant (VORT) variability, this tendency was 
exaggerated in kicking limbs for VORT. There was no 
difference in IMA shifts, as seen in Figure 1 (right). 
Kicking & stance limbs similarly increased IMA during 
early-ABS & late-PROP (bins S1 & S7) and decreased IMA 
from mid-ABS through mid-PROP (bins S2-S6) when 
shifting from typical to slow hopping.  

The self-stabilizing properties of musculotendinous units 
contribute to the attractor state of ~2Hz for hopping and thus 
likely cannot be exploited by the control system during 
1.7Hz hopping [3]. This may explain the bilaterally similar 
decreases in IMA throughout most of stance (S2-S6). 
Transitions from flight to stance (S1) & stance to flight (S7) 
may entail more performance consistency if greater control 
effort is exerted (i.e. when the neuromotor control system 
cannot exploit musculotendinous unit properties) during 
more demanding slow hopping.  

CONCLUSIONS 
VUCM- & VORT-response to altered mechanical demands may 
differ with limb preference.  However, both limbs achieve 
similar behavior in terms of stabilization of vertical limb 
length in response to altered demands. 
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Figure 1: Bin-average values of VUCM (left), VORT (center), & IMA (right) across the seven stance bins for the preferred stance 
(purple) & kicking (blue) limbs during hopping at 2.0Hz (solid lines) & 1.7Hz (dashed lines). Bars display the average 
difference in VUCM, VORT & IMA between 2.0Hz & 1.7Hz hopping. 
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INTRODUCTION  
Knee osteoarthritis (OA) causes pain, reduced muscular 
strength and stiffness to the affected joint [1]. In response, the 
motor control mechanism is altered, potentially 
compromising stability during acts of daily living [2]. 
Reduced walking stability can be quantified in terms of 
increased gait variability [3]. The Uncontrolled Manifold 
(UCM) method has previously been used to quantify gait 
variability by calculating combinations of elemental variables 
(joint degrees of freedom) that successfully stabilise (‘good 
variance’) or compromise (‘bad variance’) the stability of the 
centre of mass (COM) [4]. Successful COM stability is said 
to have been achieved when the ‘good variance’ outweighs 
the ‘bad variance’. 

Improving our knowledge of the relationship between gait 
variability and COM stability in lesser-abled populations may 
enable us to investigate the possibility of using the UCM 
method as a biomarker for gait instability. The aim of this 
study was therefore to use the UCM method to quantitatively 
evaluate sagittal and frontal plane variability from cycle-to-
cycle during normal walking in an osteoarthritic population. 

METHODS 
Fifty adults (25 males/25 females) with end-stage OA of the 
knee walked on a self-paced treadmill for 2 minutes. A 
motion capture system was used to record 50 consecutive gait 
cycles from each patient. Kinematic variability of gait was 
then analysed using the UCM method in MATLAB. The 
position of the COM was chosen as the task variable for the 
analysis, and sagittal and frontal plane kinematics of the hips, 
knees and ankles were defined as the elemental variables. 
Balanced ratios of ‘good’ to ‘bad’ variances were calculated. 
A ratio > 0 suggests that the task in question (COM 
stabilisation) was successful. 

RESULTS AND DISCUSSION 
Results showed that our patient cohort were able to maintain 
a stable COM whilst walking, as the ‘good variance’ 
outweighed the ‘bad variance’ throughout the gait cycle. This 
suggests that the patients adopted variable combinations of 
hip, knee and ankle kinematics to stabilise the COM whilst 
walking. This is known as kinematic synergy. The greatest 
magnitudes of instability (reflected by low balanced ratios) 
occurred during initial contact and terminal stance.  Active 
extension of the knee joint to approximately 5° is required 
during these gait cycle events, meaning that the events are 
highly quadriceps dependent. These results suggest that 
stability during gait could be improved in knee OA patients 
through strengthening the quadriceps.  

CONCLUSIONS 
Overall, this study identified and quantified components of 
the gait cycle where patients with knee OA are most unstable. 
Employment of this technique may therefore allow specific 
personalised prescription for prehabilitation and 
rehabilitation.  
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The median nerve is prone to compression neuropathy 
at the wrist, leading to carpal tunnel syndrome. Carpal 
tunnel syndrome is currently the most common hand 
disorder in the general population, and the number of 
cases continues to rise with the increasing amount of 
work that demands use of the hands and upper 
extremities. Symptoms associated with carpal tunnel 
syndrome include pain, paresthesia, numbness, 
weakness, and loss of sensory/motor function in the 
hand. If left untreated, carpal tunnel syndrome can lead 
to irreversible degeneration of the median nerve, 
debilitating the hand.   

While the etiology of carpal tunnel syndrome is 
multifactorial, pathomechanics associated with the 
carpal tunnel is one of the main contributors to the 
development of this hand disease. Many 
biomechanical factors can cause the compression of 
the median nerve in the confined space inside the 
carpal tunnel. The size of the carpal tunnel can be 
reduced by hypertrophy of the transverse carpal 
ligament, bony deformation, and wrist positional 
deviation; the contents of the carpal tunnel can be 
expanded by a number of space-occupying factors 
such as muscle intrusion and synovium thickening. In 
addition, carpal tunnel pressure elevation is known to 
impair the physiological function of the median nerve. 

Decompression of the median nerve is routinely 
achieved by carpal tunnel release surgery to 
transecting the transverse carpal ligament. While 
carpal tunnel release is effective in reducing carpal 
tunnel pressure and improving symptoms, the invasive 
procedure of transecting the transverse carpal ligament 
disrupts the biomechanical and physiological integrity 
of the wrist. Surgical complications include 
inflammatory reactions, hypertrophic scarring, 
adhesion, edema, injuries to unintended structures, 
post-operative grip weakness and pillar pain, and 
symptom recurrence. Attempts have been sought for 
alternatives that decompress the median nerve while 
preserving the transverse carpal ligament. In our 
research to understand carpal tunnel mechanics and to 
search for alternative treatments of carpal tunnel 
syndrome, we found novel mechanisms of increasing 
the cross-sectional area of the carpal tunnel by 
biomechanically manipulating the carpal tunnel. 

Through cadaveric experimentation, human subject 
studies, geometrical modeling and finite element 
analysis, we have shown that shortening the carpal 
arch width and/or elongating the transverse carpal 
ligament are effective in increasing the arch area and 
reducing carpal tunnel pressure, and therefore 
potentially decompressing the median nerve and 
relieving carpal tunnel syndrome symptoms.   
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INTRODUCTION  

Carpal tunnel syndrome (CTS) is multifactorial and the most 
common peripheral neuropathy affecting the median nerve. It 
has a prevalence of 3% - 4% of the general population [1, 2]. 
Signs and symptoms associated with CTS include swelling, 
pain, tingling or numbness in the thumb, index, middle and 
half of the ring fingers. In severe cases these signs and 
symptoms can  result to muscle weakness and atrophy along 
with sensory loss to the affected fingers [3]. 

Various biomechanical studies have evaluated the 
compressive and tensile properties of the carpal tunnel 
complex. However, more recently Ugbolue and colleagues 
have investigated the biomechanical properties of the 
transverse carpal ligament (TCL) and carpal tunnel complex 
by method of indentation [4] and using a Maillon Rapide 
Delta setup [5] respectively. This study reports the 
compliance measurements of the TCL and overlying soft 
tissues after running laboratory compressive biomechanical 
tests.  

METHODS 

Ethical approval was obtained from the Laboratory of 
Human Anatomy, University of Glasgow and from the 
Department of Biomedical Engineering, University of 
Strathclyde, ethical committees. Six embalmed cadaveric 
specimens amputated at the mid forearm and aged 82 ± 6.29 
years were tested. The biomechanical properties of the TCL 
and the overlying soft tissue layers were tested by 
indentation using a BOSE Electroforce 3200 materials 
testing machine [4]. The indenter was attached to the BOSE 
450N dry load cell (Model: 10-32 THD) and fitted to the 
upper actuator of the machine. The cadaveric hands were 
placed and secured on a custom made aluminium specimen 
platform and adjusted until the indenter was aligned and 
perpendicular to a defined central location on the palmar 
surface directly above the TCL. The experimental procedure 
entailed performing four indentation trials for each specimen 
at the following different levels of dissection: (a) Intact 
hand, (b) Skin removed – epidermis, dermis, subcutaneous 
adipose and palmar aponeurosis removed, (c) Removal of 
one muscle group – Thenar or Hypothenar muscle, (d) TCL 
exposed with carpal tunnel contents intact. The test protocol 
started with a preconditioning cycle where indenter was 
lowered to 0.5N preload with the specimen. Ten sine wave 
preconditioning cycles of -4.5mm displacement at a rate of 
2Hz were performed. The specimen was allowed a 10s 
recovery period before performing a displacement ramp of -
4.5mm at 2mm/s and held at constant displacement 
(constant strain) for 1800s. Each specimen was allowed a 
one hour recovery period between the different indentation 
trials. Compliance was expressed as the reciprocal of the 

stiffness measurements. Descriptive statistics and t-tests 
were performed to compare the difference between the 
dissection levels. P value was set to 0.05.  

 Table 1: Compliance (mm/N) and peak load (N) 
measurements at different hand dissection levels  

RESULTS AND DISCUSSION 

All other dissection levels produced lower compliance 
values and higher peak loads when compared to the intact 
dissection level. The removal of the hypothenar muscles 
first showed an increase in compliance compared to the 
‘Skin Removed’ level of dissection. There were no 
significant differences between the ‘Thenar Removed’ and 
‘Hypothenar Removed’ conditions, P = 0.13.  

Previously published work by Zong-Ming Li (2005) has 
investigated gender differences in carpal tunnel compliance 
using healthy participants [6]. Our compliance 
measurements on average are close but slightly higher by 
0.078 mm/N. 

CONCLUSIONS 

Our results provide useful carpal tunnel complex 
compliance information of potential biomechanical changes 
that occur at the different levels of dissection. The reported 
carpal tunnel complex compliance measurements benefit 
clinicians and provide biomechanical data that could 
improve current hand and wrist models.  
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INTRODUCTION  
To improve our understanding of the neuro-mechanics of 
finger movements, a comprehensive musculoskeletal model 
is needed. The aim of this study was to build and test a 
musculoskeletal model of the hand and wrist comprising all 
muscles, the carpo-radial, metacarpal and phalangeal joints.  

METHODS 
We built a 3D dynamic model comprising the segments of 
hand and wrist as well as the muscles of forearm and hand 
in OpenSim (3.3 Stanford, USA). In total, the model 
comprises 19 segments (the carpal bones were modeled as 
one segment) with 23 degrees of freedom and 43 muscles.  

All required anatomical input data, including bone masses 
and inertias, joint axis positions and orientations and muscle 
morphological parameters (i.e. PCSA, mass, optimal fiber 
length and tendon length as well as muscle origins, 
insertions and via-points) were obtained from a cadaver of 
which the data set was recently published [1]. 

Model validity was investigated by first calculating model 
moment arms for the following muscles:  
 The index finger’s extrinsic muscles (flexor digitorum

profundus (FDP), flexor digitorum superficialis (FDS) 
and extensor digitorum communis (ED)) 

 The index finger’s intrinsic muscles (dorsal interosseous
(DI), lumbricals (Lu), palmar interosseous (PI)) 

 The wrist muscles (extensor carpi radialis longus
(ECRL), extensor carpi radialis brevis (ECRB), extensor 
carpi ulnaris (ECU), flexor carpi radialis (FCR), flexor 
carpi ulnaris FCU)   

And compare them with experimental measurements [2,3]. 

Secondly, using static optimization muscle forces during 
thumb-index pinching (2-10 N) were computed and 
compared with those measured intraoperatively [4]. The 
square sum of muscle activation was used as cost function. 
To compare model and experimental moment arms 
correlation coefficients (r) and root mean square deviation 
(RMSD) over the whole range of motion were calculated 
using Matlab (2014a, Mathworks, Natick, USA). 

RESULTS AND DISCUSSION 
Correlation coefficients were high for all intrinsic and 
extrinsic muscles (r>0.83 and >0.93, respectively). The 
magnitudes of moment arms were quite similar for the 
extrinsic muscles as RMSD ranged from 8 to 15 %. 
However, moment arms of intrinsic muscles predicted by 
the model and those measured experimentally differed to a 
greater extent, as indicated by a higher RMSD (19, 27 and 
61% for PI, Lu and DI), but their patterns were comparable 
(Fig. 1). 

For ECRB, ECRL, FDP and FDS, patterns of moment arms 
at wrist flexion-extension (data not shown) were similar to 
experimentally measured data (r>0.97). The deviations from 
experimental moment arms for ECRB and FDS were 
relatively small (RMSD = 19.4 and 15.4%), but were higher 
for ECRL and FDP (31.2 and 34.7 %). The level of 
similarity was less for ECU, FCR and FCU; correlation 
coefficients were 0.75, 0.69 and 0.51 respectively. The 
deviations for FCR and FCU were relatively small 
(RMSD<15.4 %), but was rather high for ECU (41.6 %). 

Figure 1: Comparison of experimentally measured (Exp) [2] and 
computed flexion/exertion moment arms of MCP joint of index 
finger during MCP joint movement. (a) Extrinsic muscles; (b) 
intrinsic muscles. For muscle abbreviations see the text.  

Computed FDS and FDP forces of index finger during the 
pinch task were within one standard deviation of those 
measured in-vivo forces. In both cases, a linear relationship 
between muscle and finger-tip forces were found. The 
model estimates of the ratios of FDP and FDS forces to 
fingertip force were 2.52 and 2.31. Intraoperatively assessed 
ratios were 2.2±0.8 and 1.5±1.0 for FDP and FDS, 
respectively [4]. 

CONCLUSIONS 
Good agreement between experimentally measured and 
computed moment arms as well as the FDS and FDP muscle 
tendon forces during pinch was found, providing a first 
indication of model validity.  
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INTRODUCTION  
Anatomical structure affects function in joints. This 
morphology likely dictates the way forces travel through the 
joint. Since the wrist is composed of multiple joints, with 
complex ligamentous structures, the anatomical structure of 
the wrist remains incompletely understood, affecting our 
ability to understand wrist joint biomechanics.  

The structural intricacy is increased by differences between 
wrists in regards to the bony shape of the joints. We believe 
that these morphological patterns provide the basis for 
variations in the biomechanical behaviour of distinct wrists. 

Most studies have evaluated the structure of the midcarpal 
joint. In a previous study we described two wrist structural 
types centered on the morphology of the midcarpal joint. 
The purpose of this study was to further describe these two 
wrist patterns using multiple measurements performed on 
plain wrist radiographs. We hypothesized that we will be 
able to better describe the two distinct anatomical patterns 
using radiologic measurements independent of the 
midcarpal joint. 

METHODS 
A database of 171 normal adult wrist posteroanterior (PA) 
radiographs was created. Radiographs that were read by the 
radiologist as “normal” then underwent further scrutiny by 
two hand surgeons for quality and the quality of wrist 
positioning.  

Radiographs were evaluated for: radial inclination, radial 
height, radial length, ulnar variance, volar tilt, d2/w2, lunate 
and capitate type. Two lines of reference were used: a 
continuation of the line of the anatomical axis of the radius 
into the metacarpals (3 points in the middle of the radial 
shaft) and a continuation of the anatomical axis of the index 
metacarpal (3 point in the middle of the shaft in its 
narrowest area). We measured the distance between the 2 
lines and the angle between them. We measured and 
calculated the percent of the distal capitate facet that 
articulates with the lunate, the percent articulation with the 
scapholunate ligament and scaphoid bone. The percent 
articulation of the radial capitate that articulates with the 
scaphoid and the trapezoid was also measured. Wrist type 1 
was defined as a lunate type 1 and a spherical distal capitate 
articulation. Wrist type 2 was defined as a lunate type 2 and 
a flat distal capitate articulation.  

Statistical analysis included Chi square and t-tests as well as 
logistic regression analysis 

RESULTS AND DISCUSSION 

Type 1 and 2 wrists differed significantly in the length of the 
capitolunate joint within the midcarpal joint. Specifically 
type 1 wrists were positively associated with a larger 
distance of the facet between the capitate and the distal 
lunate (p=0.01), a shorter articular facet (line) between the 
lunate and proximal hamate (p=0.004).  

The wrist types differed in the measurement of the middle 
carpometacarpal (CMC) joint. Specifically the length and 
percent circumference (of capitate) of the articular line 
between the distal capitate and the base of the middle 
metacarpal base was longer in type 1 wrists (p=0.004). 

In type 1 wrists we found a positive association between the 
lengths of the articulation between the capitate and the base 
of the third metacarpal and the articulation between the 
capitate and the lunate (p=0.03) and a negative association 
with the articulation between the capitate and the hamate 
(p=0.02). 

In type 2 wrists we found a positive association between the 
lengths of the articulation between the capitate and the 
hamate and the articulation between the capitate and the 
scaphoid, the facet between the capitate and the base of the 
ring and index metacarpals. There was also a positive 
association between scaphoid-capitate facet length and the 
index CMC articulation. Other measured parameters did not 
differ between the two wrist types. Based on these 
observations, two distinct wrist patterns could be estimated 
assuming that a longer facet indicates a larger contact area.  
Figure 1: 1=contact line between capitate-base middle 
metacarpal, 2=line between capitate-base metacarpal 4, 
3=capitate-hamate, 4=capitate-lunate, 5=capitate-scaphoid, 
6=capitate trapezoid line, 7=capitate-index metacarpal. 

FIGURE 1: 

CONCLUSIONS 
1) We were able to describe the two wrist patterns not only
within the midcarpal joint but also by differences in the 
CMC joints as well as the facets between the capitate and 
the hamate and scaphoid bones. 
2) These findings should next be translated into 3
dimensional structures to evaluate the true contact areas. 
3) These findings may be used in finite analysis to estimate
the transfer of forces in different wrist functions.
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INTRODUCTION  
Previous research has investigated the influence of 
technique parameters on ball release speed almost 
predominately using male fast bowlers with ball release 
speeds in excess of 85 mph (135 km/h). Despite females 
having known differences in anthropometry and strength 
compared to males, the coaching of female fast bowling is 
based on the knowledge acquired on their male counterparts. 
Biomechanical comparisons between male and females in 
other throwing motions (baseball pitching and javelin 
throwing) have shown that there is a gender difference 
evident1,2. Since female athletes generate less muscle torque 
and power it is hypothesized that gender differences exist in 
the kinematics of cricket fast bowling.  

METHODS 
Twenty elite female (age: 19.8 ± 3.2 years; mass: 64.48 ± 
8.8 kg; height: 1.67 ± 0.07 m) and male (age: 20.1 ± 2.6 
years; mass: 81.5 ± 8.3 kg; height: 1.88 ± 0.08 m) fast 
bowlers were tested. Kinematic data were collected at the 
England and Wales Cricket Board (ECB) National Cricket 
Performance Centre, Loughborough University which 
provides an indoor practice facility allowing fast bowlers to 
bowl using their normal run-up on a standard artificial 
cricket wicket. An eighteen camera Vicon MX motion 
analysis system (OMG Plc, Oxford, UK) operating at 300 
Hz was used to collect three-dimensional kinematic data of 
six stock deliveries. Forty-seven 14 mm retro-reflective 
markers were attached to the subject and an additional 
marker was attached to the ball in order to calculate ball 
speed. All marker trajectories were filtered using a fourth-
order low pass Butterworth filter with a cut-off frequency of 
30 Hz. The best three trials were averaged and 14 kinematic 
parameters previously associated with ball release speed 
were determined for each trial. Gender differences were 
tested for each variable using Independent Samples t tests 
within SPSS v.23 (SPSS Corporation, USA). 

RESULTS AND DISCUSSION 
Females displayed significantly slower ball release speeds 
(Table 1). Five of the 14 kinematic variables showed 
significant differences between genders (Table 2). 
In this study, female fast bowlers were found to have 
significantly slower run-up speeds than their male 
counterparts. Previous research has indicated that a faster 
run-up is linked to fast ball speeds by increasing the amount 
of linear momentum which can be converted to angular 
momentum at front foot contact3. This difference may 
explain the difference in ball release speed and is likely a 
consequence of gender differences in anthropometry and 
lower limb strength to support increased run-up speeds 
during back foot and front foot contact. Although there was 
no significant difference in the delivery stride as a 
percentage of standing height, the plant angle of the front 
leg was significantly different, indicating that female fast 

bowlers lack the strength to drive off the back leg into front 
foot contact.  
The lack of kinetic energy from the run-up appears to 
change the kinematics of the upper body. In previous 
research3 using male bowlers, the linear momentum is 
converted to angular momentum via a straight front leg at 
front foot contact. This angular momentum then drives the 
trunk forward and coupled with a delayed bowling arm at 
release increases ball speed. The female fast bowlers in this 
study however may use a kinematic chain more typically 
associated with throwing mechanics (Chu et al., 2009) since 
significant differences were found in the timing of the 
minimum separation angle between the pelvis and 
shoulders, the increase in trunk flexion and a reduction in 
the delay of the bowling arm.  

Table 1: Kinematic comparison between genders 
Variable Female Male p

   Ball speed (m/s) 28 ± 1 35 ± 2 <0.01* 
 Run-up speed (m/s) 5.3 ± 0.5 5.8 ± 0.6 0.01* 

   Delivery stride  
   (% of height)

76 ± 8 79 ± 7 0.36 

Front Foot Contact 
(FFC) 
   Knee angle (°) 167 ± 7 164 ± 6 0.21 
   Shoulder angle (°) -23 ± 17 -29 ± 22 0.32 
   Plant angle (°) 40 ± 3 36 ± 4 <0.01* 
Ball Release (BR)
   Knee angle (°) 172 ± 25 167 ± 19 0.46 
   Shoulder angle (°) -126 ± 18 -140 ± 15 <0.01* 
   Ball height  
   (% of height) 

110 ± 3 113 ± 4 0.01* 

FFC to BR 
   Knee flexion (°) 21 ± 13 18 ± 11 0.37 
   Knee extension (°) 18 ± 13 12 ± 7 0.07 
   Shoulder forwards  
   rotation (°) 

122 ± 18 116 ± 18 0.29 

   Thoracic flexion (°) 36 ± 7 31 ± 8 0.08 
Pelvis-Shoulder 
separation angle 
   Minimum (°) -45 ± 13 -40 ± 10 0.14 
   Time (s) 0.5 ± 0.02 0.3 ± 0.02 0.02* 
* Female and male groups significantly different (p<0.05).

CONCLUSIONS 
This study indicates that gender differences may exist within 
the kinematics of cricket fast bowling. Coaches should be 
aware of the differences but more research is required to 
investigate the optimal female fast bowling technique. 
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INTRODUCTION  
Field studies in biomechanics of cycling are important for 
sports scientific community, but performance of track 
cycling still lacks information [1]. Different of road cyclists, 
track cyclists change vertical body orientation with respect 
to the frontal plane to make possible the bend trajectory [2], 
and the straight phase of the velodrome may impose 
different demands to the athlete compared to the bend phase 
[3]. These moments are fundamental in the competitions, 
because they represent acceleration and need for control of 
the bicycle to maintain the speed during the curve. For these 
reason this study determine the electromyographic and 
kinematics characteristics of lower limbs in track cyclists 
during the bend and straight trajectory in the velodrome. 

METHODS 
Four professional track cyclists from the national team of 
Chile were recruited for this study. Each athlete used a 
standard discipline bicycle, with a front/rear gear ratio of 
50x14. They performed a standardized warm-up for 10 
minutes and then completed 250 m laps by maintaining 
three different paces: 16, 18 and 20 s per lap [1]. Bilateral 
muscle activation was recorded through wireless surface 
electromyography (Noraxon Inc., USA) from rectus femoris, 
vastus lateralis, biceps femoris, semitendinosus, anterior 
tibial and lateral gastrocnemius. The onset-offset and 
amplitude of the signal [2,4] and the co-contraction index 
for the rectus femoris/biceps femoris (pair 1) and vastus 
lateralis (pair 2) were determined. Inertial sensors (Noraxon 
Inc., USA) were used to obtain bilateral sagittal hip and 
knee angles. Data were compared between bend and straight 
trajectory, as well as between the lower limbs though 
analysis of two-way variance (ANOVA) considering a 
significance level of 0.05. The local ethics committee 
approved this study. 

RESULTS AND DISCUSSION 
Both lower extremities (except for vastus lateralis at pace of 
16 s) present a greater activation time and amplitude in the 
bend; furthermore, these variables were higher in right lower 
limb during the curve (p<0.05). Regarding the muscle co-
contraction index, the results show a significant increase in 
right lower limb in both muscle pairs, being greater in pair 
2, during the bend, for all lap times evaluated (p<0.05). 
Moreover, during the straight trajectory, it was observed a 
similar behavior for 16 and 18 s time lap (p<0.05) (Table 1). 
The kinematics data show higher left knee extension during 
the bend (p<0.05). The circular trajectories in track cycling 
induce changes in muscular physiological behavior when the 
athletes are exposed to centrifugal forces [5], this 
phenomenon is maintained despite of changes in exercise 
configuration like lap times or workload and cadence [6]. 

Table 1: Mean and standard error of the variables amplitude muscle 
activation, timing muscle and co-contraction index, for the lower limbs 
during the bend and straight trajectory in the lap times 16, 18, 20 s.

Amplitude (%) Crank Activation (°) Co‐Index (%) 
Time lap Trajectory Lower 

Limbs 
RF VL RF VL Pair 1 Pair 2 

16 s Bend R *134 ± 6 *132 ± 9   251 ± 16   165 ± 27 *78 ±24 *104 ± 19

L  129 ± 10   127 ± 5   252 ± 8   163 ± 10  52 ± 21  69 ± 22

Straight R  127 ± 9   123 ± 5   210 ± 41   153 ± 27  105 ± 44  99 ± 28

L   127 ± 4   140 ± 3   226 ± 20   173 ± 25   43 ± 17   61 ± 16 

18 s Bend R *139 ± 5 *141 ± 3 *265 ± 18 *195 ± 35 *93 ± 20 *104 ± 5 

L  132 ± 15   136 ± 4  239 ± 22   172 ± 18  50 ± 17  69 ± 30

Straight R  129 ± 9   132 ± 9  225 ± 34   159 ± 28 *82 ± 21  *65 ± 24

L  129 ± 9   131 ± 11  223 ± 33   138 ± 45  46 ± 29  48 ± 15

20 s Bend R *141 ± 2 *139 ± 2 *237 ± 25 *178 ± 37 *73 ± 27  81 ± 30

L  138 ± 5   133 ± 9  217 ± 31   169  ±17  62 ± 28  81 ± 53

Straight R  128 ± 14   131 ± 20  203 ± 31   154 ± 21  91 ± 23  82 ± 14

L  136 ± 8   131 ± 10  225 ± 33   144 ± 16  44 ± 13  54 ± 10

*Significant difference (p<0.05) between right and left lower limbs. 

CONCLUSIONS 
Our results suggest that there is more muscle work in the 
lower right limb during the curve phase in the velodrome, 
which may induce the greater pattern of co-contraction in 
the muscles surrounding the knee joint, aiming to stabilize 
this joint as a result of the work generated. In addition, this 
asymmetric work can be considered as a motor strategy to 
control laterality to counteract the centrifugal force that the 
cyclist undergoes during the bend. 
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INTRODUCTION  
Hammer throw is an athletic throw discipline where 
performance is measured by distance thrown. Due to its 
projectile nature, hammer speed at release has the greatest 
influence on distance thrown. It has been suggested within 
coaching literature that thorax movement strongly 
influences the development of speed within the throw [1]. 
Angle between thorax and pelvis (thorax-pelvis separation 
angle) has been previously used to describe thorax motion in 
the hammer throw. It is recommended thorax-pelvis 
separation angle should increase during the single support 
phase of each turn and decrease during double support [1,2]. 
Quantitative assessment of the impact of this coaching 
recommendation on performance has not been undertaken.  

The purpose of this study was to assess the impact of thorax-
pelvis separation on performance. Specifically, the impact of 
reducing separation angle during double support. Behavior 
during double support was focused on as throwers are at 
their most stable during this time and probably capable of 
making technique adjustments if found to be beneficial. 

METHODS 
Six four turn hammer throwers (two male, four female) 
participated. Each participant performed ten throws with a 
competition standard hammer. All throws were performed at 
an outdoor throwing facility after twilight conditions. Retro-
reflective makers were positioned on the hammer’s cable at 
known distances from the hammer’s head. Markers were 
also positioned on the sterno-clavicular notch, xiphoid 
process, spinous process of the C7 vertebra, spinous process 
of the T10 vertebra, left and right anterior superior iliac 
spine, and left and right posterior superior iliac spine of each 
participant.  

Throughout each throw positional data of each marker were 
recorded using a 21 infra-red camera system (Oxford 
Metrics, Oxford, UK) sampling at 250 Hz. Distance thrown 
was also measured using competition measurement 
protocols. All recorded video footage were post-processed 
in Vicon Nexus (Oxford Metrics, Oxford UK). Anatomical 
marker data and Vicon-Nexus modelling functions were 
used to determine thorax-pelvis separation angle. Hammer 
marker data were used to determine hammer speed [3]. 

Thorax-pelvis separation angle at its smallest within each 
turn of each throw was determined. This discrete data point 
was chosen as it occurs during double support [1] when the 
thrower is at their most stable. Performance was measured 

using distance thrown and hammer release speed. Speed was 
examined in addition to distance as throwers may have 
utilized non-optimal release angles and heights which may 
have negatively influenced throw distance. Data were 
grouped for each turn and Pearson’s correlation was 
determined to measure the strength of the relationships 
between minimum separation angle within each turn and the 
two performance measures. Scatterplots were used to 
confirm linearity and check for influential observations. 
Significance was set at p < 0.05 and post hoc power 
analyses were performed to assess statistical power.  

RESULTS AND DISCUSSION 
Very large negative correlations were observed between 
release speed and minimum separation angle within each 
turn (Table 1). These associations indicate throwers attained 
higher release speeds when thorax-pelvis separation was 
reduced to a smaller amount during double support. The 
same was observed in the first two turns for the relationship 
between throw distance and minimum separation angle 
(Table 1). This relationship was weaker in the final two 
turns however, these correlates were not significant. Post-
hoc power analyses indicate there was adequate saturation 
(power > 0.80) for most significant associations. 

These findings have important implications as they indicate 
throwers may be able to increase release speed by reducing 
the angle between thorax and pelvis to a smaller amount 
during double support. This in turn could improve throw 
distance. While the same strength of association was not 
observed for throw distance it is hypothesized other aspects 
such as release angle and height may have been non-optimal 
for this cohort which could have negatively impacted throw 
distance regardless of the release speeds attained.  

CONCLUSIONS 
For this cohort a strong relationship exists between thorax-
pelvis separation angle and performance. Throwers may be 
able to improve performance by focusing on reducing 
thorax-pelvis separation angle during the double support 
phases. Future work to assess if throwers are capable of 
adjusting technique in the manner should be done.  
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Table 1: Pearson’s correlation (r), significance level (p), and post-hoc power for the associations between minimum separation 
angle and both release speed and distance thrown for each turn.*denotes significance (p < 0.05) 

Turn 1 Turn 2 Turn 3 Turn 4 
r p power r p power r p power r p power 

Speed -0.93* 0.01 0.95 -0.97* 0.00 0.99 -0.87* 0.02 0.84 -0.84* 0.04 0.78 
Distance -0.86* 0.03 0.73 -0.82* 0.05 0.74 -0.70 0.12 0.52 -0.61 0.20 0.40 
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INTRODUCTION  
In cricket, the impact location of the ball on the bat face has 
a substantial effect on the subsequent post-impact ball 
trajectory, with impacts further from the sweetspot or 
longitudinal axis of the bat resulting in lower ball speeds [1], 
and often causing the bat to twist and the ball to depart on 
unintended trajectories [2]. Evidently, the impact location 
has a considerable influence on the success of the batting 
stroke, and thus is an important measure of success in 
cricket batting.  Despite this, there has been minimal 
research investigating methods for determining an accurate 
measure of ball impact location during a dynamic hitting 
motion.  The purpose of this study was to develop and 
validate a methodology for accurate determination of bat-
ball impact location, as well as the timing of impact and 
instantaneous post-impact ball velocity using motion capture 
data in a whole body kinematic data collection environment. 

METHODS 
Data were recorded using an 18 camera Vicon Motion 
Analysis System (OMG Plc, Oxford, UK) operating at 250 
Hz.  Five 15 x 15 mm squares of Scotchlite 7610 reflective 
tape were attached to a standard size adult cricket ball and 
four 14 mm spherical reflective markers were positioned on 
the back corners of the blade of a short-handle adult cricket 
bat.  A participant (26 years, 1.88 m, 93.2 kg) of premier 
league club standard performed three forward drives and 
three pull shots against a bowling machine with inbound 
velocity of 24.1 ± 0.7 m·s-1.  Measured impact location was 
derived from the impression left in a fine powder coating on 
the bat face and digitised using Image-Pro Analyser 
software (Media Cybernetics Inc., MD, USA).   

Logarithmic ball displacement equations were derived for 
the anterior-posterior and medio-lateral directions from 
knowledge that the drag force acting on a body is 
proportional to the squared velocity of that body, and that 
the deceleration of a body is proportional to the force acting 
on it (Eq. 1).  Vertically, the addition of acceleration due to 
gravity led to the derivation of a second equation (Eq. 2). 
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where x = displacement; t = time; k and v0 are constants; and 

a =  kg /  

Curves were fitted in MATLAB (Version 8.0, The 
MathWorks Inc., Natick, MA, 2012) utilising a Trust-

Region-Reflective Least Squares algorithm to determine 
separate values for k and v0 for individual trials in each of 
the three directions, both pre- and post-impact.  Separate 
one-term Fourier models of displacement in the time domain 
were fitted to the four corners of the bat face in each 
direction for 36 ms prior to the frame before impact.  Time 
of impact was determined as the mean time at which the pre- 
and post-impact ball curves, plotted against time, intersected 
in the vertical and anterior-posterior planes.  Impact location 
of the ball centre relative to the local coordinate system of 
the bat was then calculated from the ball centre and bat face 
marker positions at the estimated impact time (calculated 
from the curve equations) using global to local coordinate 
system rotation matrices. 

RESULTS AND DISCUSSION 
R2 and RMSE values for the goodness of fit of the pre- and 
post-impact ball curves averaged 0.99 ± 0.04 and 7.5 ± 2.6 
mm, while those for the bat curves averaged 1.00 ± 0.00 and 
0.8 ± 0.2 mm respectively.  Comparison of the calculated 
and measured ball impact locations on the bat face resulted 
in mean absolute differences of 6.4 ± 4.2 and 7.1 ± 4.4 mm 
in the medio-lateral and longitudinal planes of the bat 
respectively.  Comparison of instantaneous post-impact ball 
velocity from the curve equations with velocity via 
differentiation of post-impact ball position over ten frames 
revealed an absolute difference of 0.4 ± 0.6 m·s-1. 

The high mean R2 and low mean RMSE values for all pre- 
and post-impact ball curves justify the use of the logarithmic 
equations, and demonstrate that such equations are 
appropriate for modelling cricket ball trajectories shortly 
before and after impact.  Measured errors in calculated 
impact location on the bat were found to be similar in 
magnitude to the RMSE values found in the pre- and post-
impact ball curve fitting stages of the methodology.  This 
indicates that no major additional errors were generated 
through the calculation of curve intersection timing, or the 
transformation of position data from a global to local 
coordinate system; therefore suggesting that the largest 
absolute errors are found in ball tracking and ball centre 
calculation. 

CONCLUSIONS 
This study has successfully developed and validated a 
methodology for the accurate determination of impact 
location of a cricket ball on the bat face, as well as the 
identification of bat-ball contact timing and post-impact 
instantaneous ball velocity, allowing researchers to more 
accurately determine shot success and precisely estimate 
joint and bat kinematics at the point of impact. 
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INTRODUCTION  
A knuckleball is the most mysterious pitch in the baseball 
pitching. A fundamental knuckleball behavior is slow speed 
with very low numbers of spins. It is known that the airflow 
around the seam causes unpredictable turbulent flow behind 
the ball during the flight. For this phenomenon, low spin rate 
is necessary for the fluctuation (3). However, a knuckleball 
throwing skill is still unknown and there are several types of 
the pitching and ball holding styles. Theoretically, it is 
obvious that for the non-spin ball, the time integration of the 
angular moment must be zero during the pitching motion. 
However, at the final moment of the ball release, the 
pitcher’s fingers usually roll on the ball surface. This causes 
torque for the ball by the outer product between the contact 
force and the moment arm. Normally, it makes back spin for 
the ball. Therefore, the knuckleball pitcher must have their 
special skill for the knuckleball pitch. The purpose of this 
study was to investigate the mechanism of the knuckleball 
pitching using the inverse dynamics.  

METHODS 
Twelve motion capture cameras (VICON MX-T20) were set 
up around the pitcher with 500Hz sampling rate. 14mm 
diameter reflective markers were attached on the subject’s 
upper margin of sternum, shoulder, elbow and wrist joints 
and 6mm hemisphere markers were attached on the hand, 
fingers for the identification of the anatomical landmarks. 
Eight 6mm hemisphere markers were on the ball surface as 
well. In order to identify the ball release, two high speed 
video cameras (Phantom Ltd., Miro M110 and Miro ex4) 
were set up at the sampling rate of 2kHz from the side and 
behind the pitcher. A subject was an amateur knuckleball 
pitcher (22yrs, 176cm, 68kg). The subject threw sixteen 
knuckleball pitches and his motion and the ball trajectory 
were captured. The authors conducted kinematical and 
kinetical assessment on both the pitchers dominant upper 
extremity and the ball. A rigid body linked segment model 
was adopted for the knuckleball pitching motion (Fig.1). The 
fingers were modeled as a single link as the hand. As shown 
in Fig.1, the upper extremity was simplified as three links. In 
order to estimate the joint reaction forces and torques, the 
authors solve the Newton-Euler equations for these three 
links from the distal end of the segments.  Using the visible 
ball markers, the center of ball was calculated by the 
equation of the spherical surface. The authors calculated the 

spin rate of each pitch. In this study, four successful 
knuckleball pitches which had very low spin rate (<  4.0 rps) 
were analyzed. Kinematical and kinetical parameters, 
including joint forces and the torques (F1-F4, 1-4) were 
obtained. For the calculation, the contact free moment on the 
ball surface was assumed to be zero.  

RESULTS AND DISCUSSION 
As for the kinematical parameters of the upper extremity, the 
flexion angle of the elbow was about 40 degree at the 
release, on the contrary, 20 degree for the fastball in the 
previous studies (1, 2). The maximum angular velocity of 
the pronation was 4398.2 deg/s for the knuckleball, 6483.7 
deg/s for the fastball in the previous study (4). A significant 
characteristic of the knuckleball pitching can be seen on the 
wrist torque (Fig.2). The magnitude of the radial/ulnar 
torque was remarkably larger than that of the fastball (4). 
For the fastball, curve, change-up and any other pitch, the 
palmar/dorsal wrist torque is always dominant. On the other 
hand, the knuckleball pitch showed a different tendency. It 
was thought that the large ulnar torque makes wrist stiffen at 
the late phase of the pitch, which is similar to the cock of the 
golf swing.  

CONCLUSIONS 
The authors examined a knuckleball pitching motion by the 
inverse dynamics. Results showed that the knuckleball 
pitching motion requires the wrist cock at the release by the 
ulnar large torque for the non-spin ball release. 
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Figure 2: The wrist torque during the 
knuckleball pitching. 

Figure 1: A linked segment model of the ball-hand. 
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INTRODUCTION  
The orientation of a runner’s foot at the instant of ground 
impact can have a profound influence on lower limb 
biomechanics. It has been suggested that a forefoot running 
technique is mechanically advantageous as it affords the 
runner greater opportunity to recycle the energy associated 
with foot-ground impact via elastic stretch and recoil of the 
tendons and ligaments of the ankle and foot [1]. 
Consequently, the popularity of running “re-training” 
programs that promote a forefoot landing technique to 
improve running performance and reduce injury risk have 
surged [2] 

While the influence of foot-strike technique on knee and 
ankle mechanics has been well described, the influence foot-
strike technique has on the biomechanics of the foot, in 
particular the longitudinal arch, remain largely unknown. 
Therefore the aim of this study was to investigate the 
influence of foot-strike technique on longitudinal arch 
mechanics and intrinsic foot muscle function during running. 

METHODS 
Thirteen healthy participants ran barefoot on a force-
instrumented treadmill at 10 km/hr with a fore-foot (FFS) and 
rear-foot (RFS, preferred) strike running technique, while 
kinetic, kinematic and electromyographic (EMG) data were 
collected simultaneously. 

Three-dimensional motion of the foot and shank was captured 
at 200 Hz while ground reaction force (GRF) and EMG data 
were captured simultaneously at 4000 Hz. Intramuscular 
EMG was recorded from the two largest intrinsic foot 
muscles: abductor hallucis (AH) and flexor digitorum brevis 
(FDB). Analysis of kinetic, kinematic and EMG data was 
performed using custom written software in Matlab 
(Mathworks, USA). Marker trajectories and GRF data were 
digitally filtered with a recursive 20 Hz low pass Butterworth 
filter. EMG signals were high-pass filtered using a recursive 
Butterworth filter at 35 Hz. 

The longitudinal arch was modelled as a single “mid-foot” 
joint representing motion of the rear-foot (calcaneus) relative 
to the forefoot (metatarsals). A decrease in mid-foot angle is 
indicative of mid-foot dorsiflexion, or a reduction in LA 
height. Mid-foot plantar flexion is represented by an increase 
in mid-foot angle, and indicates an increase in arch height.An 
inverse dynamic analysis was performed to estimate joint 
moments generated about the mid-foot. Mid-foot joint 
moments were calculated during the stance phase after the 
centre of pressure had progressed distal to the axis of the mid-
foot joint.  

Root mean square (RMS) EMG signal amplitude was 
calculated using a moving window of 50 ms. Mean EMG 
RMS amplitude was calculated during the stance and swing 
phase for each stride cycle. 

A one-way repeated measures analysis of variance (ANOVA) 
was used to describe the influence of foot-strike technique on 
running mechanics and intrinsic muscle activation.  

RESULTS AND DISCUSSION 
The mid-foot was more plantar flexed (higher arch) at foot 
contact when running with a fore-foot running technique 
(RFS 0.2o ± 1.8o v FFS 6.9o ± 3.0o, ES = 2.7, P ≤ 0.05), 
however there was no difference in peak mid-foot 
dorsiflexion in stance (RFS -11.6o ± 3.0o v FFS -11.4o ± 3.4o, 
ES =0.06, P = 0.63, Figure 1).  

Moments generated about the mid-foot were substantially 
greater when running with a fore-foot running technique 
compared to a rear-foot technique (RFS 2.1 ± 0.4 Nm/kg v 
FFS 2.6 ± 0.4 Nm/kg, ES = 1.3, P ≤ 0.05). 

Stance phase muscle activation was greater for both FDB 
(RFS 31.6 ± 11% max v FFS 37.8 ± 11% max, ES = 0.7, P ≤ 
0.05) and AH (RFS 32.8 ± 8.9% max v FFS 38.5 ± 9.3% max, 
ES = 0.63, P ≤ 0.05) when running with a fore-foot technique. 
Swing phase activation was also greater when running with a 
fore-foot technique in AH (RFS 8.5 ± 5.8% max v FFS 14.2 
± 10.6% max, ES = 0.67, P ≤ 0.05). 

Figure 1: Mid-foot angle (left) and mid-foot plantar flexion 
moment (right) when running with a forefoot (dashed) and 
rear-foot (line) running technique. 

CONCLUSIONS 
Foot-strike technique substantially influences the mechanical 
function of the mid-foot during running. When running with 
a fore-foot technique an increase in intrinsic foot muscle 
activation is observed, presumable to aid in generation of the 
larger plantar flexion moment that is generated when running 
in this manner.  
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INTRODUCTION  
Although instrumented treadmills are becoming more 
common in gait analysis, there is still controversy 
surrounding potential differences in kinematics and kinetics 
between these two modes of gait. Most studies have 
modeled the ankle as a single joint [1], often with motion 
restricted to one plane of motion [2]. These simplifications, 
combined with other factors (e.g. soft-tissue artifact), have 
made it difficult to definitely determine differences between 
overground and treadmill gait. Therefore, a method that 
accurately quantifies independent motion of the tibiotalar 
and subtalar joints is required to fully understand how 
treadmill and overground gait differ.  

We have developed an advanced imaging technique, dual 
fluoroscopy (DF) that can accurately measure in vivo motion 
of the tibiotalar and subtalar joints in three dimensions (3D) 
during dynamic activities. The objective of this preliminary 
study was to quantify and compare tibiotalar and subtalar 
kinematics during treadmill and overground gait to ascertain 
whether kinematic differences exist on a per-subject basis.  

METHODS 
Following ethics board approval (IRB#65620) and informed 
consent, five healthy adult volunteers (gender: 3M/2F, age: 
30.0±3.6 yo; BMI: 24.0±2.7) were enrolled in this study. 
Subjects walked on a treadmill at a comfortable pace (1.0 
m/s) while DF images were acquired. As the motion of the 
treadmill moved the foot out of the combined field-of-view 
of the fluoroscopes, heelstrike and toe-off were captured as 
separate trials and a portion of midstance was not captured. 
During a separate session, subjects walked at a self-selected 
pace while DF images were acquired. Subject-specific CT 
scans were used in conjunction with the DF data to quantify 
in vivo tibiotalar and subtalar joint throughout each activity, 
as described previously [4]. Joint angles were normalized to 
the stance phase of gait. The maximum and minimum 
dorsiflexion (D), plantarflexion (P), inversion (In), eversion 
(Ev), internal rotation (IR) and external rotation (ER) and 
their respective locations during stance were compared 
between treadmill and overground walking. The joint angle 
differences between treadmill and overground walking were 
calculated for tibiotalar and subtalar D/P, In/Ev, and IR/ER.  

RESULTS AND DISCUSSION 
The mean (± standard deviation) difference between 
treadmill and overground walking D/P angles was 
1.85±1.37° and 0.94±0.80° for the tibiotalar and subtalar 
joints, respectively. The mean difference between treadmill 
and overground walking In/Ev angles was 7.73±5.27° and 
1.57±1.43° for the tibiotalar and subtalar joints, respectively. 
The mean difference between treadmill and overground 
walking IR/ER angles was 6.76±6.41° and 1.84±1.33° for 
the tibiotalar and subtalar joints, respectively.  

The most notable trends in joint angles were for tibiotalar 
D/P. On average, subjects exhibited a maximum tibiotalar 

D/P of 7.2° and 9.7° that occurred at approximately 83% 
and 78% of stance, respectively, during treadmill and 
overground gait, respectively (Figure 1). On average, 
subjects exhibited a minimum tibiotalar D/P angle of -10.7° 
and -11.5° that occurred at approximately 9% and 10% of 
stance, respectively, during treadmill and overground gait, 
respectively (Figure 1). Our preliminary results indicate 
overground walking may induce higher peak D and P angles 
compared to treadmill gait. Treadmill peak D occurs later in 
stance, suggesting that stance between this peak and toe-off 
is influenced by the motion of the treadmill and occurs 
quicker than during overground gait. 

Figure 1: Tibiotalar D/P during 2 trials of treadmill 
(dashed/dotted lines) and overground walking (solid lines) 
for three representative control subjects. 

CONCLUSIONS 
Our results indicate that subjects have altered tibiotalar 
In/Ev and IR/ER between treadmill and overground gait. 
Additionally, treadmill locomotion may cause lower peak 
dorsiflexion and plantarflexion values during gait. These 
variations should be taken into consideration when 
evaluating subject gait. 
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INTRODUCTION  
Ankle osteoarthritis (OA) is a debilitating condition that can 
cause pain, diminished quality of life, and is becoming 
increasingly prevalent in the US due to an aging population. 
It has been clinically hypothesized that ankle OA is caused 
by abnormal kinematics (i.e. joint angles and translations) in 
the tibiotalar and subtalar joints [1]. Despite this proposed 
connection, kinematics of the tibiotalar and subtalar joints 
have not been extensively studied, especially during motions 
that are demanding, such as stair ascent/descent. Often, 
ankle motion is measured by tracking the trajectories of 
reflective markers attached to the skin. As there are no 
reliably palpable bony landmarks about the talus, skin 
marker motion capture cannot delineate motion between the 
talus and calcaneus. 

We have developed a high-speed dual fluoroscopy (DF) 
system that can measure three-dimensional in vivo bone 
motion for the tibiotalar and subtalar joints. The primary 
goal of this preliminary study was to use DF to investigate 
the kinematic roles of the tibiotalar and subtalar joints 
during stair ascent and descent.  

METHODS 
Following ethics board approval (IRB#65620) and informed 
consent, six healthy adult volunteers (gender: 3M/3F, age: 
29.2±3.8 yo; BMI: 23.5±2.7) were enrolled in this study. 
Subjects completed stair ascent and stair descent activities 
while DF images were acquired. Model-based markerless 
tracking was used to determine the positions of the tibia, 
talus, and calcaneus and tibiotalar and subtalar joint 
kinematics throughout each activity, as described previously 
[2]. The rotational and translational range of motion (ROM) 
was determined for each trial and averaged across subjects. 

RESULTS AND DISCUSSION 
The most distinct trends were seen in tibiotalar 
dorsi/plantarflexion (D/P) angles during stair ascent (Figure 
1) and descent. Both the tibiotalar and subtalar joints
showed decreases in D/P throughout stair ascent (Figure 1). 
The tibiotalar joint exhibited an increase in D/P during stair 
descent, while the subtalar joint exhibited a comparatively 
small decrease in D/P. During stair ascent, the D/P range of 
motion (ROM) at the tibiotalar and subtalar joints was 
37.68±6.14° and 6.63±2.66°, respectively. During stair 
descent, the D/P ROM at the tibiotalar and subtalar joints 
was 47.69±6.84° and 6.96±3.88°, respectively.  

Throughout stair ascent, the tibiotalar joint exhibited a 
constant decrease in external rotation, while the subtalar 
joint exhibited a constant increase in inversion and internal 
rotation. In fact, the inversion/eversion (In/Ev) ROM was 
4.58±0.61° and 8.49±1.49° for the tibiotalar and subtalar 
joints, respectively. Rotation was similar between the two 
joints during stair ascent, where the internal/external 

rotation (IR/ER) ROM was 10.21±3.16° and 10.29±1.47° 
for the tibiotalar and subtalar joints, respectively.   

During stair descent, the tibiotalar joint exhibited a steady 
increase in eversion and external rotation, while the subtalar 
joint exhibited a steady increase in inversion and internal 
rotation. The In/Ev ROM was 9.70±5.96° and 11.73±4.59° 
for the tibiotalar and subtalar joints, respectively throughout 
stair descent. The IR/ER ROM was 12.73±1.31° and 
8.67±3.19° for the tibiotalar and subtalar joints, respectively 
during stair descent.  

Figure 1: Tibiotalar (left) and subtalar (right) 
dorsi/plantarflexion (D/P) angles during stair ascent for 
three representative control subjects who had min, max and 
average D/P angles. Dorsiflexion = (+).  

CONCLUSIONS 
These results are in accordance with our previous findings 
during treadmill walking and single-leg heel-rise that the 
tibiotalar joint is primarily responsible for D/P while the 
subtalar joint is primarily responsible for In/Ev [2] and 
extends this implication to stair ascent and descent activities. 
The current study provides further evidence that the joint 
responsible for IR/ER motion may be activity-dependent. As 
the first study investigating the effect of stair ascent and 
descent activities on tibiotalar and subtalar joint motion 
using DF, these data will serve as the foundation to identify 
how ankle OA and other disorders alter tibiotalar and 
subtalar joint motion.  
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INTRODUCTION  

Multi-segment foot models have become increasingly popu-
lar due to the increased accuracy and ease-of-use of motion 
capture technology. Sub-division of the foot into multiple 
segments has helped in clinical diagnosis and treatment plan-
ning in the case of foot deformities, as well as furthering our 
understanding of foot biomechanics. 

There is currently no consensus on exactly how the foot 
should be divided, especially in the forefoot region. There is 
also debate as to whether it is appropriate to consider the 
whole forefoot segment as a single rigid body, particularly 
given the anatomical connections of the metatarsals to the 
bones of the mid- and hindfoot, along with the flexibility of 
the medial longitudinal arch. 

This study aimed to quantify the rigidity of the forefoot (FF) 
and hindfoot (HF) segments as defined in a multi-segment 
foot model widely used in clinical work (the Oxford Foot 
Model [1,2]). It was hypothesized that the FF would be less 
rigid than the HF and that the deformations of the two seg-
ments would differ over the gait cycle.  

METHODS 

Static (standing) and walking data were collected from 43 
healthy adult subjects (22 male, 21 female) using a Vicon 
Motion Capture System. HF markers were placed on the pos-
terior distal aspect of the heel, sustentaculum tali, lateral cal-
caneus, and posterior calcaneus (wand marker) [1,2]. FF 
markers were placed between the second and third metatarsal 
heads, on the bases of first and fifth metatarsals, and on the 
head of the fifth metatarsal [1,2]. 

The rigidity of each segment was quantified using the rigid 
body error	ߪோா	 [3,4] calculated for each frame of a repre-
sentative gait cycle chosen from six separate walking trials; 
-ோா is a measure of how well the tracking marker configuߪ
ration at each frame compares to the configuration of the 
same markers in a reference configuration (here, the static 
trial).  

RESULTS AND DISCUSSION 

There was no statistical difference (p>0.11) in the average 
 over the gait cycle between the male (m) and female (f)	ோாߪ
participants for either the FF or the HF, although ߪோா values 
for women were smaller than those for men (mean ± std dev 
in mm): mFF (2.28±0.43), fFF (2.19±0.70), mHF 
(0.87±0.46), fHF (0.82±0.33). The FF was significantly less 
rigid compared to the HF (p<0.01).  

The patterns of deformation of the two segments differed over 
the gait cycle (Fig. 1), with HF ߪோா staying relatively con-
stant while FF ߪோா  differed between stance and swing 
phases and changed abruptly near 10% and 50% of the gait 
cycle.  

Figure 1: FF and HF ߪோா over one full gait cycle. Means േ1 
standard deviation (mm). 

CONCLUSIONS 

Neither the FF nor the HF segment was perfectly rigid. On 
average the FF ߪோா was greater than that of the HF. This is 
as expected since all HF markers are on one bone – the calca-
neus, whereas the FF markers are spread across the metatar-
sals. Both skin-movement error and segment flexibility are 
captured in ߪோா, and although the latter is likely to be more 
dominant in the FF, this study is unable to verify how much 
each effect contributes to the total ߪோா.  

The patterns of deformation of the two segments are con-
sistent with our general understanding of how foot shape 
changes during gait. The FF markers most nearly resemble 
their static-trial configuration during the single-limb support 
phase of stance (hence the lower FF ߪோா in this period); this 
is when load is transmitted through the forefoot and the met-
atarsals are most spread. Graphs such as Figure 1 could be 
useful clinically in quantifying the progression over time of a 
foot condition such as flexible flatfoot.  

Further work is required to assess the repeatability of ߪோா 
and to study how its change during the gait cycle might differ 
in adults and children and in different clinical populations. It 
would also be interesting to assess ߪோா to help guide possi-
ble sub-divisions of the FF (e.g., medial versus lateral).   
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INTRODUCTION  
Lateral ankle sprains are among the most common injuries 
in the physically active people and as a consequence to lead 
to repetitive injuries due to joint instability and 
neuromuscular control deficits [1]. Manual Therapy, for 
example, mobilization with movements (MWMs) has 
proposed as a technique to improve joint range of motion 
and functional outcome by combining physiological and 
accessory movements [2]. 
Dynamic postural control deficits are commonly seen in 
people with functional ankle instability (FAI) [1,3]. Whether 
the MWMs could improve dynamic postural control 
immediately remains largely unknown. We have 
hypothesized that immediate effects of dynamic postural 
control and ankle dorsiflexion range could improve after 
MWMs intervention in active physically people with 
functional ankle instability 

METHODS 
A total of 40 participants, which divided into functional 
ankle stability (FAI) group (age: 21.1 ± 0.8 years; height: 
166.1 ± 4.0 cm; mass: 57.2 ± 4.8 kg, mean±95CI) and age- 
and BMI-matched healthy group (age: 20.7 ± 1.0 years; 
height: 166.8 ± 4.7 cm; mass: 59.1 ± 4.2 kg), voluntarily 
involved with the meet of inclusion and exclusion criteria. 
Mobilization with movements (MWMs) technique [2] was 
applied to the talocrural joint in the injured side (FAI) and 
dominant side (healthy control), respectively. 
Weight-bearing ankle dorsiflexion lunge test (WBLT) was 
used to test the range of motion of dorsiflexion. Y Balance 
test (YBT) was used to examine the dynamic postural 
control of the lower limb in the anterior (ANT), 
posteromedial (PM) and posterolateral (PL) directions. 
Muscle activation of Peroneus Longus (PL), Peroneus 
Brevis (PB), Tibialis Anterior (TA) and Soleus muscles in 
the injured leg and dominant leg were examined by surface 
EMG (BagnoliTM Desktop EMG system, Delsys Inc. USA). 
Onset time of muscle activation during the drop landing task 
was processed by a custom-design program [4] (Matlab 
R2015a, MathWorks Inc. USA) from raw EMG data 
transferred from a data acquisition unit (Micro 1401, CED 
Limited, UK). All measurements were examined in a 
randomized order before and after MWMs interventions. 
All variables in WBLT, YBT and onset time of muscle 
activation of pre-intervention and post-intervention (within-
group, between-group) was examined any significant 
difference using independent t-test and paired t-test (SPSS 
22, IBM Corp., USA). Significance level was set up as 0.05  

RESULTS AND DISCUSSION 
All variables of WBLT and YBT were significantly 
increased after MWMs compared to pre-intervention in both 

groups (p<0.001). Interestingly, significant reduced onset 
time of Peroneus Longus (PL) was found in FAI group after 
MWMs intervention (p=0.047, Figure 1). There was no 
significant difference of onset time of muscle activation 
during drop landing tasks in healthy control between pre- 
and post- MWMs intervention (Figure 1). 
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Figure 1: Onset time of muscle activation (Mean±SD) of 
Peroneus Longus (Pre_PL vs. Post_PL), Peroneus Brevis 
(Pre_PB vs. Post_PB), Tibialis Anterior (Pre_TA vs. 
Post_TA) and Soleus (Pre_SOL vs. Post_SOL) in FAI group 
and healthy control group between pre- and post- MWMs 
intervention (* indicates the significant difference between 
Pre_PL and Post_PL). 

CONCLUSIONS 
The immediately improved effects of dynamic postural 
control, ankle dorsiflexion range and of ankle eveter muscle 
activation following MWMs could contribute to reducing 
the re-injury in people with FAI. 
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INTRODUCTION  
As well as being tensile load-bearers, tendons can also be 
joint-positioning vs energy-storing. Accordingly, tissue 
properties, (e.g. biochemical composition and biomechanical 
properties) may also differ by function. By understanding the 
relationships between biochemistry, tissue biomechanics and 
structure in functionally-different tendons, more effective 
injury-prevention and rehabilitation may become possible.  

The aim of this study is to investigate the role of underlying 
biochemical and structural changes in modulus and ultimate 
tensile strength of functionally distinct tendons.  

METHODS 
Three tendons were freshly dissected from both forelimbs of 
n=14 sheep; these were the energy-storing storing tendons of 
the superficial (SDFT) and deep digital flexors (DDFT) and 
the positional medial extensor tendon (MET). One limb was 
allocated to biomechanics/biochemistry, the other for 
histology. Each tendon was dissected longitudinally to 
produce; (1) ex vivo “controls”; (2) specimens “stress-
deprived” 3 weeks in tissue culture. Collagen alignment was 
imaged from specimens stained with Picrosirius red. 
Biomechanics specimens were frozen prior to testing.  

Biomechanics specimens were thawed for cross-sectional 
area measurement, tested in tension to failure (5%/s, Instron 
8874, 250N load cell) and measured for glycosaminoglycan 
(GAG) and collagen by spectrophotometry. By adjusting for 
cross-sectional area and gauge-length, the stress-strain curves 
produced from force-displacement data were analysed for 
elastic modulus (maximum gradient) and ultimate tensile 
strength (UTS). Effects of tendon type and stress-deprivation 
were tested by mixed model analysis and associations of 
biomechanics and biochemistry were tested by pairwise 
correlations.  

RESULTS AND DISCUSSION 
Before stress-deprivation (Figure 1), the positional MET had 
significantly higher modulus (+97% 95%CI[68%,127%]) and 
UTS (+62% 95%CI[41%,82%]) than the energy-storing 
SDFTs and DDFTs. Interestingly in biochemistry, the MET 
had the lowest GAG content (-33%[-46%,-20%] vs DDFT, -
53%[-62%,-44%] vs SDFT). In energy-storing tendons, the 
SDFT was significantly different from the others, having the 
highest GAG (+53% [45%,62%] vs DDFT) and collagen 
(+5.2% [0.7%,9.7%] vs DDFT). Compared to the MET, the 
DDFT also had higher GAG, but was not different in collagen 
content.  

Stress-deprivation (Figure 1) significantly reduced modulus 
(-55%[-74%, -36%]) and UTS (-48%[-63%,-38%]) in the 
MET, but not in the energy-storing SDFT nor DDFT. In 
contrast, GAG was reduced in the energy-storing SDFTs (-
37% [-48%, -26%]) and DDFTs (-27% [-36%, -19%]), but 
not the MET. Total collagen content decreased in the SDFTs 
(-8% [-13%, -3%]), but increased in METs (+6% [3%, 8%]). 

Despite these findings, no significant associations were found 
between biomechanics and biochemistry, regardless of 
tendon type or treatment.   

In contrast to biochemical composition, histological collagen 
alignment observations were consistent with biomechanics 
results. All tendons had highly aligned collagen fibrils at 
baseline. Consistent with reductions to modulus and UTS 
after stress-deprivation, the MET’s collagen was less aligned 
and severely disrupted. In contrast, in the energy-storing 
SDFT and DDFT the structure appeared more intact, with 
good alignment and less gapping (vs MET). This is consistent 
with modulus and UTS being maintained after stress-
deprivation in these tendons. 

CONCLUSIONS 
Distinctions between tendon types existed in biomechanics 
and biochemistry before treatment, however these were 
disrupted by the immobilising effects of the in vitro stress-
deprivation. Deterioration of histological structure, but not 
biochemical composition, was consistent with reductions to 
modulus and UTS. Further investigation is needed to relate 
the change in GAG and collagen to the tissue’s loading 
environment and its effect on tissue biomechanics. 
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INTRODUCTION  
Bone has a hierarchical structure at different structural 
levels and is often regarded as a composite material 
consisting of mineral particles of apatite crystals 
(Ca10(PO4)6(OH)2) and organic matrix of Type I collagen in 
microscopic scale [1]. The mechanical properties of bone at 
macroscopic scale depend on the structural organization and 
properties of constituents in the microscopic scale. Recent 
studies found that osteoporosis is not just a simple loss of 
bone mass or bone mineral content, but involves significant 
changes in the biochemical and physical properties of the 
collagen matrix. 
Raman spectroscopies have been used to study normal and 
osteoporotic tissue, as well as to investigate compositional 
changes associated with various bone diseases [2]. The aim 
of this study are to observe the mechanical behaviors of 
mineral and collagen phases in bone tissues by using Raman 
imaging system and to investigate the relationship between 
the micro-deformation by X-ray diffraction (XRD) and 
Raman shifts of both mineral and collagen phases in cortical 
bone tissue. 

METHODS 
Raman microscope system (inVia Reflex, Renishaw, UK) 
and X-ray diffractometer (Nano-viewer, Rigaku, Japan) 
were used. A continuous laser beam (laser excitation: 532 
nm; laser power: 50%) is micro-focused on the specimen 
through a microscope, and the photons interact with the 
molecules of the specimen by Raman scattering. Raman 
shifts of 441 points (observing area with 3030 μm; 21×21 
points with 1.5 μm step) for each specimen were collected in 
the case of unloading, 5, 10, 15 and 20 N loading by the 
tensile loading system. The grating was 1800 g/mm and the 
effective spectral range was 160-1900 cm-1. Each laser 
exposure time was 1 sec. 
In the XRD experiment, the micro-deformation of both 
mineral and collagen in bone tissue were measured by wide-
angle X-ray diffraction (WAXD) caused by the lattice 
structure of apatite crystals and small-angle X-ray scattering 
(SAXS) caused by the periodic structure of collagen 
molecules, respectively. The diffraction images were 
recorded by imaging plates mounted on 75 mm and 763.5 
mm camera length at WAXD and SAXS experiments. The 
specimens were loaded by the micro-tensile device during 
XRD. Each X-ray irradiation time was 30 min. 

RESULTS AND DISCUSSION 
By using Raman spectroscopy, both spectrum of apatite 
crystals and collagen matrix could be observed as the 
phosphate v1 band at approximately 960 cm-1 and the bands 
associated with collagen (Amide III at 1250 cm-1, CH2 wag 
at 1450 cm-1, and Amide I at 1665 cm-1) The most intense 
peak in the bone spectrum is phosphate v1 (v1PO4

3-). From 
all experiments, the Raman shifts of mineral and collagen 

phases to lower wave numbers were observed with increase 
of applied tensile stress. Also, the changes in Raman shifts 
against applied tensile load was distributed as gaussian 
distribution in the measurement area. 
As the results of XRD experiments under tensile loading, 
the strain of mineral and collagen matrix increased with 
increasing bone tissue strain. The mineral strain showed 
lower value than bone tissue strain and collagen matrix 
strain showed higher value. The collagen matrix strain 
allowed tensile deformation as compared with mineral 
phase. Figure 1 shows the relationships between micro-
strain measured by XRD and Raman shifts of mineral and 
collagen phases in cortical bone. This result shows the 
Raman shifts of mineral and collagen phase in bone tissue 
were well related to micro-deformation of both constituents. 

CONCLUSIONS 
This study investigated the relationship between the micro-
deformation by X-ray diffraction and Raman shifts of both 
mineral and collagen phases in cortical bone tissue. The 
Raman responses of mineral and collagen phase in bone 
tissue were well related to stress state. It was confirmed that 
Raman spectroscopy is sufficiently useful to evaluate the 
stress or strain state based on the microscopic response of 
constituents in bone tissue. 

(a) Mineral    (b) Collagen 

Figure 1: Relationships between micro-strain measured by 
XRD and Raman shifts of (a) mineral and (b) collagen 
phases in cortical bone. 
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INTRODUCTION  
The cytoskeleton provides mechanical rigidity to the cell 
and changes its structure to meet a variety of cellular 
functions. The change of cytoskeleton is mainly related to 
the actin which is the most abundant protein in eukaryotic 
cells. For this reason, researchers have investigated factors 
that modulate the actin cytoskeletal structure. However, 
reconstructed actin networks in vitro show a random 
structure, which is not similar to the inhomogeneous and 
anisotropic cytoskeleton of cells in vivo [1]. The origin of 
such a discrepancy is still unclear. Recently, it was revealed 
that mechanical flow inside cells called cytoplasmic 
streaming exists inside cells. The cytoplasmic flow is 
attributed to dynamic behaviors of the cell such as 
contraction, external forces applied to the cell, and porous 
material properties of the cytoplasm [2]. Here, we 
investigate how the mechanical flow plays a role in 
determining the structure of the actin cytoskeleton. We 
develop a computational model of the cytoskeleton network 
consisting of actin and actin binding proteins formed under 
the mechanical flow. We analyze the alignment and bundle 
thickness of actin filaments as a function of kind of actin 
binding protein as well as the mechanical flow. 

METHODS 
For modeling of the actin cytoskeleton, actin filaments 
shaped with a rigid bar are randomly dispersed in a 2D field 
of view. The structure of the actin cytoskeleton is altered by 
the drag force produced by flow, crosslinking or bundling of 
actin filaments by actin binding proteins at each simulation 
step.   

Crosslinking of two filaments occurs when the filaments are 
intersected with the crosslinking probability depending on 
the type of actin binding protein. α-actinin and filamin each 
has a higher probability to form a parallel and perpendicular 
crosslinking, respectively. Individual filaments are allowed 
to be translated or rotated in response to the applied flow. 
Actin bundles are defined as more than two filaments spaced 
less than the size of actin binding protein.  

Filaments orientation is characterized by analyzing 2D FFT 
of the actin network [3]. Bundling degree is calculated by 
obtaining the thickness distribution for individual actin 
bundles.  

RESULTS AND DISCUSSION 
To validate our computational model, the actin network 
formed without flow was analyzed. Both the actin/α-actinin 
and actin/filamin structures were isotropic. However, more 
actin bundles were observed only in the actin/α-actinin 
network. Actin/filamin structures exhibited more orthogonal 
crosslinks of actin filaments as shown in Figure 1. The 
actin networks shown in the simulation was similar to the 
fluorescent images of actin/α-actinin network [4] and 
actin/filamin network [5] synthesized in vitro. 
We investigated the effect of flow on the actin cytoskeleton 
structure depending on the type of actin binding protein. For 

actin/α-actinin network, the applied flow played a 
significant role in increasing the alignment of the filament, 
but little in bundle thickness. In contrast, the flow applied to 
actin/filamin network enhanced the bundle formation but did 
not affect the filament alignment. These results indicate that 
the effect of the flow on the actin network organization 
depends on the type of the actin binding protein.  

Figure 1: Actin networks polymerized with α-actinin and 
filamin. The color scale represents the thickness of actin 
bundle. 

CONCLUSIONS 
With computational modeling, we investigated how 
mechanical flow and actin binding protein regulate the actin 
network organization. The actin/α-actinin network showed 
enhanced alignment and actin/filamin network exhibited 
increased bundle thickness when the flow was applied 
during network formation. Our results may contribute to 
understanding how the cytoplasmic streaming dictates the 
cytoskeleton organization in cells.  
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INTRODUCTION  
Articular cartilage tissues found at the bone ends of 
diarthrodial joints function under variety of physiological 
loading.  It responds to external loading via its specialized 
structural arrangement of constituents, water swollen 
proteoglycan macromolecules trapped inside a collagen 
network. Although proteoglycan is known to facilitate 
compressive load bearing ability [1], role of proteoglycan 
when responding to loading from low to high strain-rate has 
been rarely investigated systematically. Therefore, through 
chemical degradation of proteoglycans and simultaneous 
mechanical testing this study aims to establish the 
proteoglycan contribution to strain-rate dependent 
mechanical behavior of knee cartilage.     

METHODS 
Visually normal (ICRS macroscopic score=0), 8 mm 
diameter, osteochondral cartilage samples (2–3 mm intact 
subchondral bone) were harvested from the medial femoral of 
ten adult red kangaroo knee (n=10). Mechanical indentation 
testing on samples was conducted at four strain-rates, i.e. 10-

4/s, 5x10-4/s, 5x10-3/s and 10-2/s subjected to 25% engineering 
strain. In order to reduce potential tissue damage maximum 
nominal stress on samples was limited to 3.0MPa. After every 
test, samples were microscopically examined to check the 
cartilage surface integrity. From the ten samples tested one 
was identified to be damaged after the first set of mechanical 
tests and was removed from the testing. The thickness of 
samples was estimated based on the average ultrasound speed 
reported for knee cartilage, which is 1627 m/s [2]. The testing 
was done on Instron testing machine (Model 5944, Instron, 
Canton, MA, USA) using a 3mm diameter plane-ended, 
polished indenter with 0.1mm radius rounded edge.  The 
rounded edge was introduced to reduce possible local tissue 
damage due to stress concentration at the indenter edge. After 
every test, prior to the next test, samples were allowed to 
recover in PBS-inhibitor (PBS: P4417-100TAB, Sigma-
Aldrich, Castle Hill, NSW, Australia; Inhibitor: 5 mM 
benzamide-HCL and 5 mM EDTA) solution for 
approximately an hour.  After the first set of mechanical tests, 
samples were incubated in 0.1 mg/ml Trypsin–PBS solution 
at 37 oC for 4hrs and were tested again at the aforementioned 
four strain-rates.4hrs trypsin-PBS treatment is reported to 
remove significant portion of proteoglycans without affecting 
the collagen architecture [3]. 

RESULTS AND DISCUSSION 
Trypsin treatment reduced the stiffness of the knee cartilage 
significantly at all strain-rates as indicated by the decreases in 
Young’s modulus (p<0.005) (Fig 1). The percentage 
decreases in Young’s modulus due to trypsin treatment was 
83.7±5.9%, 85.0±3.6%, 64.7±15.4% and 53.6±19.5% for 10-

4/s, 5x10-4/s, 5x10-3/s and 10-2/s strain-rates, respectively. 

Figure 1: Proteoglycans role on strain-rate-dependent 
behavior knee cartilage   

Percentage decreases in Young’s modulus at the lowest two 
strain-rates (i.e. 10-4/s and 5x10-4/s) were considerably larger 
than at the highest two strain-rates (i.e. 5x10-3/s and 10-2/s), 
with an average difference of approximately 25%. Further, 
the percentage decrease in Young’s modulus at 10-4/s was 
significantly higher than percentage decrease in Young’s 
modulus at 5x10-3/s and 10-2/s (p<0.05). However, no 
significant differences in the percentage decrease in Young’s 
modulus were identified at the two lowest strain-rates 
(p=0.512). Moreover, the percentage decrease in Young’s 
modulus at 5x10-4/s was significantly different to the 
decreases at 5x10-3/s and 10-2/s (p<0.005). Also, the 
percentage decreases in Young’s modulus at the two highest 
strain-rates were not significantly different either (p=0.403).  

CONCLUSIONS 
Together, these results concluded that proteoglycans play a 
more significant role in tissue behaviour at low strain-rates 
than at high strain-rates in knee cartilage. It has been noted in 
the literature that the equilibrium properties of knee cartilage 
are governed by proteoglycans, while the dynamic properties 
are governed by the collagen network [4] which is similar to 
the results of the current study where proteoglycan 
contribution decreased with increasing strain-rate. 
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INTRODUCTION  
Bone changes in both quality and quantity with ageing and 
other bone related diseases such as glucocorticoid 
osteoporosis, and the changes are generally in the direction 
of affecting the fracture resistance mechanisms at different 
hierarchical levels of bone tissue [1], and the challenge has 
been to quantify what these changes are. However, there 
have been to date relatively few studies on the nanoscale 
changes in the deformation mechanisms of the mineralised 
bone matrix in ageing bone. Therefore, it is crucial to apply 
multiscale imaging techniques that can quantify these 
alterations in situ. In this study, the deformation of the 
skeletal tissue at the material level was measured, to 
quantify how changes in bone quality with ageing 
(independent of any associated diseases like osteoporosis) 
and secondary osteoporosis may reduce mechanistic 
competence at the material level, independent of associated 
BMD reductions at organ level [2].  

METHODS 
We combined in situ synchrotron imaging (SAXS/WAXD) 
with micromechanics to directly measure fibrillar [3] and 
mineral particle deformation of the bone matrix when 
subjected to loading. Human ageing was considered as a 
phenomenon in itself separate from any induced disease 
phenotype. A mouse model of premature ageing (removal of 
the klotho gene) [4] was used, exhibiting multiple 
phenotypes very similar to those observed during human 
ageing. A most prevalent bone disorder glucocorticoid 
induced osteoporosis developed in mouse model via ENU 
mutagenesis. Glucocorticoid induced osteoporosis (GIOP) is 
the most common form of secondary osteoporosis, affecting 
1-3% of the general population. [Lane et al, Weinstein et 
al.]. 

RESULTS AND DISCUSSION 
Using the nanomechanical imaging method, it was found 
that the effective fibril modulus was significantly higher (up 
to ~ 200%) in klotho mice when compared to wild-type 
mice. Mineralised fibrils in klotho mice deform to lower 
strain values (~ 0.3 %) before reaching the plastic regime, 
whereas wild-type fibrils have a larger strain zone over 
which the stress/fibril-strain plot remains linear (~ 0.85 %).  
In osteoporotic specimens, a significant (p<0.05) reduction 
of ~79% of fibril modulus occurs in GIOP bone relative to 
wild-type. The fibril-to-tissue strain ratio was much higher 
in GIOP mice (1.25±0.43 S.D.) compared to 0.57±0.2 S.D. 
for wild-type mice. Furthermore, the maximal fibril strain 
for GIOP bone specimens (0.63 %±0.22 S.D.) was 

significantly higher (p<0.05) compared to the wild-type 
mice (0.3 %±0.25 S.D.).  

Figure 1: Percentage change in BMD (black) and effective 
fibril modulus (grey) between GIOP and Klotho mice and 
their respective wild-type littermates 

As an overview of the efficacy and sensitivity of the current 
synchrotron X-ray technique compared to currently used 
gold standard for assessing bone fracture risk - DXA - the 
whole-body BMD changes in the mouse models studied 
above were plotted against changes in effective fibril 
modulus in Figure 1. BMD were assessed by DXA analysis 
for GIOP and klotho mice and their respective wild-type 
littermates. The percentage changes in BMD from wild-type 
to GIOP and klotho mice are significantly lower compared 
to changes in effective fibril modulus.  

CONCLUSIONS 
In summary, the studies performed here demonstrate that the 
technique is highly sensitive, compared to BMD 
determination methods like DXA, and show that small 
changes in mineral content or collagen deformability in 
metabolic diseases, when combined with abnormal nano- 
and microscale mineralisation, altered remodelling and 
possibly changes in the organic matrix structure, can lead to 
significant reductions in bone mechanical competence and 
fracture risk. 
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INTRODUCTION  
Peak joint loads during gait are associated with progression 
of knee osteoarthritis (OA) [1]. Previously, subgroups with 
distinct walking gait patterns were identified in a knee OA 
cohort [2]. However, no study has yet examined whether 
also joint loading indices (peak knee moments, static 
alignment) differ among gait patterns in OA. 

Subchondral bone (SB) adapts to its local mechanical 
environment. Comparing proximal tibia SB 
microarchitecture among gait subgroups may also provide 
insights into the loading history of the corresponding joints. 

The aims of this study, in end-stage knee OA patients 
undergoing total knee replacement, were (1) to identify 
subgroups with distinct walking patterns; (2) to compare 
joint loading indices and proximal tibial subchondral bone 
microarchitecture parameters among these subgroups.  

METHODS 
Patients: 25 knee OA patients (age 68±7, BMI 34±4 kg/m2) 
scheduled for total knee replacement (TKR) underwent gait 
analysis. 

Gait analysis: Peak knee flexion (KFM), extension (KEM), 
adduction (KAM) and internal-external rotation moments, 
were collected using 12 Vicon cameras and 4 force 
platforms, and analysed with Visual3D v5 (C-motion Inc., 
MD, USA). The knee adduction moment impulse was also 
computed and moments normalized by bodyweight. Peak 
tibio-femoral joint contact force (JCF) was calculated with a 
musculoskeletal model [3] and the mechanical axis 
deviation (MAD) obtained from full-length anterior-
posterior weight-bearing radiographs. 

Cluster analysis: Peak knee moments were input into 
principal component and k-means cluster analysis, to 
identify subgroups with relatively homogeneous walking 
patterns. Analysis was performed with MATLAB 
(MathWorks, MA, USA). 

Micro-CT: Following surgery, entire tibial plateaus were 
retrieved and scanned with micro-CT. Subchondral bone 3D 
microarchitecture including bone volume fraction (BV/TV) 
was analysed in four subregions of interest, in antero-medial 
(AM), antero-lateral (AL), postero-medial (PM) and 
postero-lateral (PL) condyles. 

Statistics: Differences in joint loading indices and SB 
microarchitectural parameters among subgroups were 
assessed (Kruskal Wallis and Mann Whitney U tests). 

RESULTS AND DISCUSSION 
Cluster analysis revealed three subgroups with distinct 
walking gait patterns: biphasic (n= 7), flexor (n= 9) and 
counter-rotators (n= 9) (Fig. 1a). The peak KAM and KAM 
impulse (Fig.1b) were highest in the biphasic subgroup, 

followed by flexor and counter-rotators (-0.65, -0.40, -0.21 
Nm/kg and 44, 26, 15 Nm.s/kg, respectively). Interestingly, 
subchondral M:L BV/TV ratio was also significantly higher 
in biphasic and flexors than in counter-rotators (2.2, 1.9 and 
1.0, respectively, Fig. 1b); however, it was not significantly 
different between biphasic and flexors. MAD was 
significantly higher in biphasic and flexors than counter 
rotators (41, 21 and -21 mm, respectively). JCF did not 
differ between subgroups. 

 

Figure 1: (a) Average knee moment curves, (b) KAM 
impulse and M:L BV/TV ratios. Lines indicate significant 
difference (p< 0.05) between subgroups 

CONCLUSIONS 
This study identified three distinct walking patterns in knee 
OA patients undergoing TKR. Biphasics, compared with 
flexors and counter-rotators, exhibited significantly higher 
KAM and KAM impulse and were more varus-aligned, 
suggesting a higher medial-to-lateral tibiofemoral load ratio 
during gait. However, despite these higher indices of KAM, 
the M:L BV/TV ratios did not differ between the biphasic 
and flexor subgroups. Thus, different loading mechanisms 
between biphasic and flexor gait subgroups may produce 
comparable loads upon the tibial plateau and corresponding 
microarchitectural bony responses, despite lower KAM 
indices in flexors. Hence, in patients with a flexor gait 
pattern, conservative treatments designed to reduce KAM 
indices, may not be appropriate. 

Understanding how joint loads vary among gait patterns and 
are related to bone microarchitecture may be useful for 
identifying, and improving the management of, persons at 
risk for development of knee OA. 
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INTRODUCTION  
The repetitive loading of bone is associated with 
microdamage accumulation that can reduce the overall 
quality of bone. This process, known as mechanical fatigue, 
is an inevitable consequence of physical activity and believed 
to be the predominant etiology of stress fracture. 

Stress fractures account for 15% of all overuse injuries in 
runners [1]. A typical vertical ground reaction force (vGRF) 
profile in heel-toe running illustrates a bimodal shape 
characterized by a low magnitude/high frequency impact and 
a high magnitude/low frequency active profile. Several case-
control studies have observed an association between 
increased vGRF loading rates during impact and individuals 
with a history of stress fracture [2].  

To assess the mechanical fatigue of bone at the material level, 
small cadaveric samples are cyclically loaded until failure. 
However, the waveforms used for these tests are typically 
sinusoidal and not representative of the loading patterns 
experienced in vivo. The purpose of this study was to use 
vGRF-like profiles, including those that have been broken 
down into their respective impact and active phase 
components, to examine the fatigue behavior of bone. 

METHODS 
Thirty-eight cylindrical samples, 35 mm in length and 7 mm 
in diameter, were cored out from fresh-frozen bovine cortical 
tibiae and femora. Samples were machined into a waisted 
geometry with a central gauge diameter of 5.25 mm. 
Mechanical testing was performed on an Electroforce 3000 
(TA Instruments, USA) or Electropuls 3000 (Instron, USA) 
test frame. Prior to fatigue testing, bone apparent density was 
determined and initial elastic modulus was quantified with a 
bone-mounted extensometer (MTS, USA).  

The vGRF profile was based on ensemble measurements 
from heel-toe running. Extraction of the impact and active 
phases of running was accomplished using a previously-
reported cubic spline routine [4]. The force applied to the 
active and raw vGRF profiles were chosen to induce a peak 
compressive stress of 110 MPa. The ratio between peak loads 
of the extracted impact and active profiles resulted in a peak 
compressive stress of 51.6 MPa for the low impact profile 
(Figure 1). An additional high impact profile with a peak 
stress of 82.7 MPa was created by scaling the extracted 
impact curve to match the magnitude of the first peak in the 
raw vGRF profile. Samples were randomly allocated to the 
four groups and cyclically loaded in zero-compression under 
force control using the raw (n=10), active (n=10), low impact 
(n=10), or high impact (n=8) vGRF profiles (Figure 1). The 
average strain rate for the active, low impact, high impact and 
the initial portion of the raw curve was 0.05, 0.10, 0.16 and 
0.14 s-1, respectively. 

Failure was defined as catastrophic fracture and if the sample 
survived 105 cycles the test was terminated. Statistical 
differences in material properties and fatigue-life measures 

were examined using one-way ANOVAs with Tukey’s post-
hoc tests (p≤0.05). 

Figure 1: Applied stress as a function of time for the raw, active, 
low and high impact profiles. 

RESULTS AND DISCUSSION 
There were no differences in density or elastic modulus 
between the four groups. Fatigue life was significantly greater 
for the impact groups when compared to the active (p<0.001) 
and raw (p<0.001) groups, with all low impact samples 
(100,000 ± 0) and 6 of 8 high impact samples (89,081 ± 
25,575) surviving 105 cycles. The mean cycles to failure for 
the active and raw groups were 12,133 ± 11,704 and 16,552 
± 29,612, respectively. Fatigue-life was not significantly 
different between the active and raw groups (p=0.96). 

From a mechanical fatigue perspective, these findings 
suggest that the active phase of running is more damaging to 
the skeletal system than the impact phase. Despite the higher 
loading rate, both the low and high impact groups 
demonstrated a longer fatigue life than the active group. 
Furthermore, the presence of an impact peak and higher initial 
strain rate in the raw profile did not decrease fatigue life 
relative to the active profile, suggesting the mechanical 
fatigue of bone was more influenced by the high magnitude 
active phase rather than the high frequency impact phase. 

CONCLUSIONS 
This study employed a novel testing paradigm to demonstrate 
that the mechanical fatigue of bone was more influenced by 
the active phase of running, rather than the impact phase. 
Although there is an established relationship between higher 
loading rates at impact and risk of stress fracture, the current 
results indicate loading rate may not be the causal mechanism 
for the pathogenesis of this injury. 
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INTRODUCTION  
Sedentary behaviour is generally regarded as having 
deleterious effects on cardiometabolic health, although little 
is known about its specific association with bone health. 
Impact forces generated as the foot contacts the ground 
during activity have the potential to act as a stimulus for 
bone maintenance and development. Therefore, increased 
sedentary behaviour may reduce the time available to gain 
osteogenic benefits from impact-based activity. 

Peak ground reaction force is commonly used as an estimate 
of loading intensity when determining the osteogenic 
potential of activity [1].  Dynamic, high impact, high 
frequency activities have been shown to be most effective at 
applying an osteogenic stimulus [1], although low level 
impacts have been shown to beneficially modify bone 
geometry [2]. Therefore, differences in the characteristics of 
low impact activity have potential to influence bone health.  

As impact forces are attenuated as they travel up the body, 
exploration of mechanical loading at regions such as the 
spine, require further investigation. External force due to 
impact is related to acceleration; therefore an accelerometer 
attached to the spine can provide an estimation of the 
mechanical loading. The aim of this study, therefore, was to 
investigate associations between sedentary and non-
sedentary behavior on the osteogenic potential of walking, 
and bone mineral density (BMD) of the lumbar spine. 

METHODS 
Ten sedentary (Female = 9; 43.06 ± 7.91 yrs; 1.62 ± 0.06 m; 
66.82 ± 14.51 kg) and ten non-sedentary (Female = 8; 45.30 
± 6.54 yrs; 1.65 ± 0.08 m; 73.19 ± 17.00 kg) adults, who 
engaged in low levels of physical activity, participated in the 
study. The International Physical Activity Questionnaire - 
Short Form (IPAQ-SF) was used to classify sedentary 
behavior ( 8 hours spent sitting on a week-day) and activity 
levels (low = IPAQ-SF category 1 or 2). 

Walking data were collected via a force platform (Bertec, 
4060-10; 1000 Hz) mounted along a 10 m runway, and an 
accelerometer (Biometrics, ACL300; 1000 Hz) attached to 
the skin at the 4th lumbar vertebrae (L4). Participants walked 
at a self-selected pace so their dominant foot landed on the 
force platform, while timing gates recorded velocity.  

Vertical force (cut-off 50 Hz) and accelerometer data (cut-
off 46 – 63 Hz) were filtered using a 4th order, low pass, 
Butterworth, zero phase filter. Peak vertical force during the 
loading response of walking (Fz1 peak) was extracted along 
with peak vertical acceleration of the corresponding phase 
of the same step. Force data was normalised to body weight 
(BW). Data processing was carried out using Matlab 2015a. 
BMD of the lumbar spine was measured using dual-energy 
X-ray absorptiometry (Hologic, Discovery W QDR series x-

ray Bone Densitometer) by a certified radiographer. Data 
were analysed using an independent t-test (SPSS, v20). 

RESULTS AND DISCUSSION 
No significant differences were found between groups for 
the external mechanical loading measures or DXA data 
(Table 1). As both groups had similar walking velocity it is 
likely this contributed to the similarities found in force and 
accelerometer data, indicating both groups experience 
similar amounts of whole body and L4 external mechanical 
loading, and osteogenic benefit from the activity. 

Table 1: Kinematic and kinetic variables and 4th lumbar 
vertebrae bone mineral density (Mean ± SD). 

Sedentary Non-
sedentary 

p-value 

Velocity 
 (ms-1) 

1.49 ± 0.12 1.72 ± 0.23 0.11 

Fz1 Peak  
(BW) 

1.21 ± 0.11 1.27 ± 0.23 0.37 

Acceleration 
Peak (g) 

0.76 ± 0.35 1.07 ± 0.34 0.06 

L4 BMD 
(gcm-2) 

1.07 ± 0.18 1.10 ± 0.16 0.71 

Lumbar spine 
total BMD 

(gcm-2) 

1.05 ± 0.14 1.11 ± 0.13 0.31 

Acceleration levels recorded at the lumbar spine during 
walking were low for both groups and below the threshold 
associated with positive changes in BMD [3]. This indicates 
higher impact activities may be necessary for improvements 
in BMD at that site. However, as we still continue to 
investigate the most effective daily activity regimes on 
overall bone health it is important studies continue to 
analyse low impact activities [2] as they may be able to 
improve BMD and bone strength in other body locations [1]. 

CONCLUSIONS 
In the absence of participation in high levels of physical 
activity, differences in amounts of daily sedentary behavior 
are not associated with external loading during walking and 
BMD at the lumbar spine. 
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INTRODUCTION  
Osteoporosis affects 1 in 3 women and 1 in 5 men and 
represents a worldwide economic burden. The prevalence of 
osteoporosis is set to increase substantially as the global 
population becomes more elderly. Treatments for 
osteoporosis can be classed as anabolic or anti-resorptive, 
with the latter predominating treatment options by targeting 
the osteoclasts to prevent bone resorption. Consequently, 
there is interest in developing novel anabolic treatments, 
which promote osteoblast formation, thus promoting bone 
growth. Lactoferrin, present during periods of inflammation 
and found in very high concentrations in colostrum and 
milk, has been shown to promote osteoblast growth while 
inhibiting osteoclast activity [1]. As lactoferrin has anabolic 
actions on bone, there is potential in using it as a dietary 
supplement to improve bone health.  

The aim of this work was to assess the influence of 
lactoferrin and its carrier protein, beta glucan, on murine 
bone strength by evaluating trabecular bone mineral density 
from micro-CT phantoms, standard micro-CT indices and 
mechanical tests. 

METHODS 
Fifty one 12 week old, female, C3H mice were randomised 
into five groups. There were two control groups: sham 
operated (n = 11) and ovariectomised (n = 11). The 
treatment groups included treatments with: lactoferrin 
(n = 10), beta-glucan (n = 9) and lactoferrin + beta glucan 
(n = 10).  At 26 weeks, the mice were anaesthetised with 
isofluorane and morphine and the femurs were excised, 
cleaned of surrounding tissue and stored in 70% ethanol. 
Femurs were scanned using a SkyScan 1172 micro-CT 
scanner. Reconstructions were performed and standard 
micro-CT indices [2] for trabecular bone were obtained and 
analysed. Once the bones were scanned, nanoindentation 
was carried out to determine the influence of lactoferrin on 
mechanical strength. All experimental work was conducted 
using a double blinded design to prevent bias. 

RESULTS AND DISCUSSION 
In trabecular bone, there were significant changes in bone 
mineral density and percentage bone volume in the beta 

glucan (p = 0.01) and lactoferrin + beta glucan (p < 0.01) 
groups compared to the OVX control (see Figure 1). 
Significant differences were also observed in the trabecular 
number and separation. Nanoindentation tests showed no 
significant differences across the groups, however, there was 
a trend of increasing hardness moving from the controls to 
the carrier and lactoferrin.  

Figure 1: Bone mineral density analysis for trabecular bone 
across the treatment groups. ** represents significant 
differences between groups. 

CONCLUSIONS 
Based on our findings, lactoferrin, when administered within 
its carrier, beta glucan, has a positive effect on trabecular 
bone strength, which is primarily due to morphological 
differences. Mechanical tests, while not significant, also 
showed a trend of increasing strength. This suggests that 
lactoferrin, combined with a beta glucan carrier, is a 
potential anabolic that may be an alternative to current, 
clinically approved treatments such as parathyroid hormone. 
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INTRODUCTION  
Dual-energy X-ray absorptiometry (DXA) is the ‘gold 
standard’ for osteoporotic fracture risk assessment. 
However, many individuals who are not diagnosed as 
osteoporotic by DXA experience fracture [1]; there remains 
a need to develop new clinical methods for fracture risk 
prediction. Peripheral quantitative computed tomography 
(pQCT) is an imaging technique that provides the density 
and structural arrangement of the tibia or radius. From these 
images, bone mineral density (BMD) and stress-strain 
indices for bending (SSIx, SSIy) and torsion (SSIpol) may be 
derived and these have been widely used for osteoporotic 
fracture risk assessment [2]. Unfortunately, these properties 
do not account for 3D stress states associated with 
transverse shear and volume changes (Poisson’s effect). 

In this study we proposed a finite element (FE) model that 
was based on clinical pQCT imaging to derive the 
compressive, torsional and bending strength of individual 
cross-sections of the tibia. The diagnostic performance of 
these variables for predicting fracture risk was determined 
and compared with standard clinical pQCT variables. Since 
FE models account for 3D stress-states, it was hypothesized 
these would offer improved fracture risk assessment 
compared to existing methods.  

METHODS 
Tibial pQCT were considered for two cohorts: (1) fracture 
group: 26 women (age 63.6±9.8 yrs) who had experienced a 
low-trauma bone fracture at another skeletal site, and (2) 
control group: 23 women (38.6±7.1 yrs) who had no history 
of tibial fracture. Considering that individuals who sustain a 
low-trauma fracture are two to three times more likely to 
experience a fracture at any location in the body, the intact 
tibia of the fracture group was assumed to be at a greater 
fracture risk compared to those of the control group. A 
Stratec XCT-3000 pQCT scanner was used to obtain axial 
images at 4% of the bone length, measured proximally from 
the distal articular surface. The in-plane resolution and slice 
thickness were 0.4 mm and 2 mm, respectively. Routine 
pQCT variables such as total density (ρtot), SSIx, SSIy and 
SSIpol were obtained for each image. 

The pQCT images were segmented and meshed with 0.4 
mm cubic elements coincident with each voxel. The 
Hounsfield unit of each voxel was converted into a BMD 
and an equivalent Young’s modulus. The mesh was 
imported into a commercial FE software (Abaqus) and three 
loading conditions were simulated: compression, torsion and 
bending about an in-plane axis that was rotated in 1º 
increments from 0º to 360º. For each load case, the load was 
increased until the maximum or minimum principal strain 
exceeded the tensile or compressive yield strain for tibial 
bone (0.0065ε and 0.0073ε, respectively). The 
corresponding reaction loads were taken as the compressive 
(Scomp), torsional (Storsion) or minimum bending strength 
(Sbend). These variables were normalized by body mass 

index (BMI) to account for different body sizes/shapes. The 
FE model and pQCT variables were used to classify which 
patients belonged to the fracture and control groups. With 
the sensitivity set to 100%, the corresponding specificity and 
accuracy was calculated by standard diagnostic formulas for 
each variable.  

RESULTS AND DISCUSSION 
At the 4% site, the FE model property Sbend/BMI had the 
highest specificity and accuracy of 74% and 88%, 
respectively. With the sensitivity of 100%, these data 
indicate: (1) 100% of fracture group patients would be 
correctly classified, (2) 26% of control group patients were 
classified at risk of fracture, a similar proportion to lifetime 
osteoporotic fracture risk [3], and (3) the overall accuracy 
for correctly predicting fracture and controls group patients 
was 88%. Whilst the pQCT property SSIpol had the highest 
specificity and accuracy at the 66% site (57% and 80%, 
respectively), these were lower than those derived at the 4% 
site using the FE model. Since the 4% site is a trabecular-
rich region, these results suggest that changes to trabecular 
bone provide more sensitive fracture risk diagnosis than 
cortical bone, a finding supported by others [4]. 

Table 1: Sensitivity, specificity and accuracy of pQCT and 
FE model variables for classification between fracture and 
control group patients.  

CONCLUSIONS 
The results of this study demonstrate that FE models based 
on clinical pQCT tibia imaging provide enhanced 
predictions of fracture risk compared to clinically-used 
pQCT variables. These models were constructed from 
individual cross-sections and, therefore, require minimal 
radiation doses and scan times and, due to their simplicity, 
their construction and simulation may be automated for use 
in clinical fracture risk assessment. 
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4% Site 66% Site 

Variable Sens. Spec. Acc. Sens. Spec. Acc. 

pQ
C

T
  ρtot 100% 52% 78% 100% 0% 53%

SSIx 100% 26% 65% 100% 48% 76% 

SSIy 100% 26% 65% 100% 35% 69% 

SSIpol 100% 26% 65% 100% 57% 80% 

F
E

 m
od

el
 

Scomp/BMI 100% 52% 78% 100% 17% 59% 

Storsion/BMI 100% 48% 76% 100% 26% 65% 

Sbend/BMI 100% 74% 88% 100% 17% 61% 
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INTRODUCTION  
Bone cancer occurs mainly in children and adolescents 
below the age of 20. A reconstruction using massive 
prosthesis is required to restore limb functions after the 
removal of the tumor [1]. The long-term survival of the 
implant depends on the successful osteointegration of the 
bone with the prosthesis, but mechanical fixation in 
patients is difficult to predict and aseptic loosening is the 
primary reason for implant failure [2]. The use of a 
hydroxyapatite (HA)-coated grooved collar has been 
demonstrated to encourage extra-cortical bone formation 
(Fig. 1), leading to an improved survivorship of the 
implant from 75% to 98% at 10 years [3]. However, 
osteointegration of the HA collar only occurs in 70% of all 
cases. Therefore, it is necessary to develop time-dependent 
simulation models and algorithms to predict the extent of 
adventitious bone formation in the grooved collar, and to 
use these algorithms to evaluate the performance of 3D-
printed porous collar designs, which is believed to improve 
fixation. 

METHODS 
A Finite Element (FE) model was used to approximate the 
geometry of the femur at the diaphysis, using data from 
computed tomography (CT) scans. The bone was virtually 
implanted with different collar designs made of 
commercial grade titanium and assigned isotropic material 
properties. A bone remodeling algorithm based on strain 
energy density, where the rate of bone adaptation is 
controlled by the difference in the current strain energy per 
unit mass against a reference value [4], was combined with 
a new concept of bone osseo-connectivity to determine the 
external shape changes of bone developing in the soft 
tissue envelope. Loads associated with typical walking 
conditions were applied to the model. The algorithm was 
implemented using custom-written subroutines in a FE 
solver (Marc 2015). The bone adaption results for the 
grooved collar designs were verified against clinical 
studies at different time stages. No patients were recalled 
specifically for this study; all data was obtained from 
postoperative radiographs from previous retrospective 
studies [3]. 

RESULTS AND DISCUSSION 
The FE results for the grooved collar were shown to 
correspond well with the process of bone growth (Fig. 1). 
Remodeling occurred primarily at the base of the collar 
and the bone stock, and bone ingrowth was predicted into 
the first row of grooves, matching with radiological 
observations. Bone growth at the shoulder of the implant 
and the collar was also predicted, due to the presence of 
high stress concentrations, which is not seen clinically. 
Soft tissue remodeled to an elastic modulus of about 2GPa, 
a typical value of trabecular bone. 

Figure 1: Left: Predicted bone growth (blue) with elastic 
modulus of approximately 2 GPa around an implanted 
grooved collar (light grey) and cortical bone shaft 
(yellow). Right: Good correspondence with X-ray results 
taken 12 years after implant insertion, where there was 
adventitious bone formation and good osteointegration 
with the HA-coated collar. 

Comparing the performance of the porous collar design 
with the grooved collar, the former has a lower overall 
structural stiffness and promoted the formation of a larger 
volume of bone with higher elastic modulus within the 
porous structure. 

CONCLUSIONS 
The developed simulation algorithm allowed the 
assessment of the performance of third generation implant 
designs before they are manufactured, reducing the need 
for animal testing. The modelling approach thus shows 
potential to be developed further for the optimization of 
implant collar designs and for predicting bone ingrowth 
into porous structures. 
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INTRODUCTION  
There are an increasing number of spinal fusion procedures 
being conducted each year (patients increasing by 134% in 
the USA from 1997 to 2013[1]). Autologous bone harvested 
from the iliac crest exhibits osteoinductive, osteoconductive 
and osteoinductive properties and is still regarded as the 
biologic gold standard for achieving fusion in the spine; 
however, post-operative morbidity, a limited supply and the 
economic costs associated with extended surgery time have 
resulted in an increased adoption of synthetic bone graft 
substitutes. There is therefore a need for synthetic 
substitutes for the autograft, and a need to be able to 
quantify how well they perform, namely how the bone they 
form remodels. 
As bone is a living material it is expected to remodel as the 
forces on it change, this can be modelled either 
mechanically in the form of Wolff’s law[2] or biologically 
in the form of Frost’s mechanostat[3]. Both these theories 
imply that the bone will remodel with its trabeculae will 
align with the forces acing on the bone.  
We test the hypothesis that bone graft substitute (BGS) will 
remodel towards trabecular structure similar to that of 
normal remote bone. The use of high quality hospital based 
scanners and powerful GPU based computers the direction 
of each induvial trabecular will be assed in this study. 

METHODS 
BGS remodelling was studied in anterior fusion of single 
and multi-level symptomatic cervical intervertebral discs. 
Fusion surger was perofrmed in 13 patients (20 spinal 
levels) using a PEEK interbody cage). Each cage was filled 
with i-FACTOR™ Peptide Enhanced Bone Graft. Post-
operative radiographic follow-up was conducted at 3 and 6 
months using Cone Beam CT (CBCT) (NewTom 5G, 0.125 
mm voxel size). 
For this study only the fused samples were used for the 
quantification of the bone quality. A remote healthy bone 
site was used as a control. 
The 3D models of the remodeled i-FACTOR™ were created 
from the CBCT data sets using Mimics software  
(Materialise, Leuven). A multistage algorithm was used to 
segment out the bone with higher fidelity in the region of 
interest while compensating for both beam hardening and x-
ray. 
Analysis of the trabecular structure were performed on the 
resultant 3D models using ray casting to determine the 
central line of each of the trabeculae as well as the volume 
of each trabeculum. From this the orientation of the 
trabeculum can be computed.  

RESULTS AND DISCUSSION 
The results are displayed in circular angle volume 
histograms with the 3 and 6 months samples being 
compared against a “healthy” remote bone site Figure 1. 

Figure 1: Trabecular orientations at 3 and 6 months and at a 
remote site with standard error. 

For the sagittal plane, the remote bone shows a major 
alignment towards the axial direction, and a minor direction 
along the anterior/posterior (A/P) direction. Both the 3 and 
6-month time points show a similar minor direction but the 
major direction is more towards 45-degrees.  
In the coronal plane, the major direction is along the 
medial/lateral (M/L) direction for the remote bone site. With 
a broad fan shape in the other directions. Both the 3 and 6-
month time points show similar fan shapes as the remote 
bone but with a more compressed shape. With time the graft 
material remodels to a broader fan configuration towards 
that of the remote structure. 

CONCLUSIONS 
The analysis of i-FACTORTM remodeling shows that there is 
a clear progression a solid graft towards the structure of 
healthy bone. 
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INTRODUCTION  
Osteoporosis (the decreasing of bone mineral 

density) has become global bone disease in elderly people 
because that bone becomes fragile and easy to be broken. 
Most of osteoporosis impact were experienced at the neck 
femur and the vertebrae. Like as silent killer “heart attack”, 
the patients of osteoporosis had never realized that they had 
osteoporosis until their bones were broken and checked by 
X-Ray diagnosis. Although usage of the drugs is a 
promising way to prevent osteoporosis, physical activities 
such as walking, running is still more feasible to prevent 
osteoporosis for most of the potential patients. 
Unfortunately, however, such activities are not always 
available in elderly people, especially, with disabilities or in 
bed rest condition [1]. Electromyostimulation is able to 
involuntarily induce muscle contraction, which causes bone 
strain and mechanically stimulates bone formation [2, 3]. 
However, previous researches have investigated the 
effectiveness of this stimulation only at the stimulated bone. 
We hypothesize that the osteogenic effect of electro-
myostimulation appears even in bones far from the 
stimulated site through the nerve system. It has been 
reported that the nerves govern bone remodeling [4-6]. The 
objective of this study was to investigate the effectiveness of 
electrical stimulation at rat quadriceps in regulating the 
mechanical properties of lumber vertebrae. 

METHODS 
In anesthetized condition, eight-weeks-old female 

Sprague-Dawley rats were stimulated at left quadriceps 
using stainless-steel-needle electrodes with electrical pulse 
train (2 mA, 552 µs duration, 50 % duty ratio) for three days 
continuously for 30 minutes per day for consecutive three 
days. The muscle contractions are induced by reversing the 
polarity of pulse train. Two types of pulse train were tested: 
periodic pulse train (PrPT, contraction frequency of 20 Hz); 
and randomly pulse train (RdPT, random contraction 
frequency in 0-20 Hz). Sham control rats were also prepared 
and given only the needle electrodes under anesthesia, but 
without stimulation. Fifteen days after stimulation, lumbar 
vertebrae were harvested, scanned with CT to investigate 
the vertebrae microarchitecture, and tested mechanically 
under quasi-static compression test at a speed of 1 
mm/minute. Maximum load, strain energy, and stiffness 
were obtained from load-deformation curves, and average 
values were compared among the groups. 

RESULTS AND DISCUSSION 
The mechanical tests showed that the RdPT group 

were larger values than the sham control and PrPT groups in 
all of the mechanical properties. The significant differences 
were observed in strain energy (898.96±2.27 N.mm) and 
stiffness (442.73±88.02 N/mm) results if compared with the 
sham control group (694.20±23 N.mm and 245.18±89.41 

N/mm). On the other hand, the PrPT group did not show any 
remarkable differences in maximum load and strain energy, 
except stiffness (380.93±61.41 N/mm) compared with the 
sham group (Fig. 1).  

Figure 1: Comparison of mechanical properties of lumbar 
vertebrae (L2) among the groups. (a) maximum force, (b) 
strain energy, (c) stiffness. Vertebrae stimulated by RdPT 
showed the highest values in all of the properties. 

This mechanical test results demonstrated that the RdPT at 
the quadriceps could make vertebrae of rat stronger, tougher 
and stiffer, even the vertebrae were not the site of 
stimulation. This results support our hypothesis and imply 
the possibility of the intervention of nerve system in the 
osteogenic effect of electromyostimulation. On the contrary, 
in the PrPT, the remotely-induced osteogenic effect was the 
limited properties, suggesting that this effect depends on 
stimulation pattern [3]. 

CONCLUSIONS 
This study showed that electromyostimulation can 

increase bone strength not only at the stimulated bones, but 
also at others bones, suggesting its potential as a novel 
physical therapy of osteoporosis. 
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INTRODUCTION  
Finite element models (FEM) derived from qCT-scans were 
developed as a clinical tool to evaluate vertebral strength. 
However, the high dose, time and cost of qCT-scanner are 
limitations for routine osteoporotic diagnosis. A new 
approach considers using bi-planar dual energy (BP2E) X-
rays absorptiometry to build vertebral FEM using 
synchronized sagittal and frontal plane radiographs [1].  

The purpose of this study was to compare the performance 
of the areal bone mineral density (aBMD) measured from 
DXA, qCT-based FEM and BP2E-based FEM in predicting 
experimental vertebral strength. 

METHODS 
11 lumbar spines were scanned on a qCT machine (120 kV, 
1489 mA/s, voxel size: 0.39×0.39×0.33 mm) along with a 
calibration phantom (ESP) to map grey scale values. Low 
dose BP2E X-rays were acquired for all spine segments 
using a dual energy prototype of the EOS® system (EOS 
imaging, Paris, France) which can simultaneously take a 
pair of X-rays in the sagittal and frontal planes in upright 
position [2], allowing for 3D reconstruction of the spine [3]. 
Two levels of energy scans were used to compute the 
projected aBMD images of the vertebrae, similar to DXA 
images [1]. DXA measurements were performed with each 
spine positioned in a 15 cm water bath and scanned in 
Anterior-Posterior. The 28 vertebrae (8 L1, 11 L2 and 9 L3) 
were then cleaned from all soft tissue and prepared for 
destructive anterior compressive tests [4].  

FEM were built based on qCT and BP2E images for each 
vertebra. Subject-specific FEM were built based on 1) the 
BP2E images using 3D reconstruction and volumetric BMD 
distribution estimation and 2) the qCT scans using slice by 
slice segmentation and voxel based calibration. Linear 
regression analysis was performed to find the best predictor 
for experimental vertebral strength (Fexpe); aBMD from 
DXA, modelled vertebral strength (F) and vertebral stiffness 
(K) from qCT and BP2E models  

RESULTS AND DISCUSSION 
All results are summarized in table 1. ABMD from DXA 
was moderately correlated with Fexpe. FEM calculations of 
vertebral strength were highly to strongly correlated with 
Fexpe (R2 = 0.80, p<0.001 for BP2E model and R2 = 0.91, 
p<0.001 for qCT model). Statistical error in qCT-based 
model vertebral strength estimation was 78 N ± 381 
compared to Fexpe with a Root Mean Square Error (RMSE) 
of 12 % (382 N) and a Standard Error of the Estimate (SEE) 
of 11 % (333 N). Statistical error for FBP2E estimation was 
112 N ± 629 compared to Fexpe with a RMSE of 20 % (628 
N) and a SEE of 20 % (617 N).

CONCLUSIONS 
This in vitro study of lumbar vertebral bodies showed that 
vertebral strength determined from FE models are strong 
predictors of experimental failure load, highlighting the 
capability of BP2E X-ray absorptiometry based FE models 
to predict vertebral body strength. BP2E X-ray 
absorptiometry allows for fast, low-radiation and minimal 
cost patient-specific 3D FE model as accurate as qCT-based 
FE models, currently the gold standard for vertebral strength 
prediction. These findings support further exploration of the 
clinical application of BP2E based FE models in vertebral 
fracture prediction. 
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Table 1: Linear regression analysis between the Fexpe and the aBMD, FqCT, KqCT, FBP2E, KBP2E and Kexpe (K for 
stiffness). *P<0.001 

aBMD (mg/cm2) FqCT (N) FBP2E (N) Kexpe (kN/mm) KqCT (kN/mm) KBP2E (kN/mm) 
R2 0.68* 0.91* 0.80* 0.90* 0.86* 0.81*

Slope 7.44 1.13 0.97 0.77 0.35 0.31
Intercept -2244 -313 199 -1062 -597 -268

SEE % (N) 25 (783) 11 (333) 20 (617) 19 (588) 14 (450) 23 (720) 
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INTRODUCTION  
The glenohumeral joint is the most commonly dislocated 
joint in the human body with over 95% of all affected 
shoulders dislocating anteriorly [1]. The instability of the 
joint is mostly caused by a tear of the anterior labrum of the 
joint (Bankart lesion). For therapy, the arthroscopic Bankart 
technique has been established as the gold standard. 
However, high recurrence rates of 15.3% are reported after 
Bankart repair [2].  To address this issue, a new arthroscopic 
stabilizing technique, the so called "subscapular sling 
operation" was recently presented in an anatomical cadaver 
study [3].  Before this new approach can be applied in the 
clinic, a biomechanical evaluation regarding the 
biomechanical functionality of the sling technique is needed. 
The goal of the present study was therefore to investigate the 
stabilizing effect of the sling operation and to measure the 
influence of the procedure on the range of motion of the 
glenohumeral joint. 

METHODS 
Fresh human shoulder specimens (N=14) were obtained for 
the study. Furthermore, 14 hamstring tendons were harvested 
from fresh human knee specimens. Testing of the shoulder 
specimens was carried out by use of a robot based shoulder 
simulator. Specimens were tested in four different conditions: 
intact (I), with Bankart lesion (L), after Bankart repair (R1), 
and after repair with the sling procedure (R2). All surgeries 
were carried out arthroscopically: The Bankart lesion was 
created by releasing the anterior labrum. The Bankart repair 
was carried out by reattaching the labrum with three anchors. 
After retraction of the Bankart repair, the sling was created 
by wrapping the harvested hamstring tendon around the upper 
part of the subscapularis tendon. Finally, the ends of the 
hamstring tendon were attached to the anterior rim of the 
glenoid. For each condition, anterior, inferior and anterio-
inferior stability in 0° and 60° of abduction with the arm in 0° 
and 60° of external rotation was investigated by applying a 
compressive load of 30 N as well as a dislocation load of 30 
N in testing direction. Furthermore, maximum external 
rotation in 0° and 60° of abduction was measured. Resulting 
translations and rotations were compared between groups, 
utilizing a repeated measures ANOVA (α = 0.05). 

RESULTS AND DISCUSSION 
The sling technique significantly increased the stability of the 
glenohumeral joint compared to the bankart lesion but also 
compared to the Bankart repair. The sling procedure 
significantly reduced the translation of the joint in anterior (p 
= 0.02)  and anterio-inferior (p < 0.001) direction compared 
to the lesion group, with the arm in 0° of abduction  and 0° of 
external rotation. Similar results could be found with the arm 
in external rotated position (anterior: p < 0.001, anterio-
inferior: p = 0.02). 

With the arm in 60° of abduction and 0° of external rotation, 
the sling procedure significantly reduced the translation of the 
joint in anerior (p < 0.001), anterio-inferior (p < 0.001), and 
inferior  direction (p < 0.001) compared to the lesion group 
(Figure 1). With the arm in 60° of abduction and additional 
external rotation, no difference could be found between the 
sling and lesion group in any direction. 

After Sling procedure, the maximum external rotation was 
significantly reduced by 27.0° (SD 11.4°, p<0.001) and 11.2° 
(SD 3.8°, p< 0.001) with the arm in 0° and 60° of abduction, 
respectively (Figure 1). 

Figure 1: Results of the translation and rotation testing of the 
glenohumeral joint in 60° of abduction and 0° of external 
rotation. Shown are the maximum translations (left) and 
rotations (right) in all tested conditions. 

The results of the study show that the sling procedure has a 
strong stabilizing effect mainly in the anterior and anterio-
inferior direction and shows only minor trade-offs regarding 
the maximum external rotation. Furthermore, the sling 
procedure significantly increased joint stability in inferior 
direction, with the arm in abduction 

CONCLUSIONS 
The aim of the study was to evaluate the stabilizing principle 
of a new stabilizing technique of the glenohumeral joint. The 
new sling procedure is a promising alternative to the Bankart 
repair or the Latarjet procedure, especially for young active 
patients as well for the treatment of patients after failed 
Bankart repair. 
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INTRODUCTION  
In 2006 the International Society of Biomechanics (ISB) 
updated the scapular plane to localise the glenohumeral 
centre of rotation, and reduce the occurrence of gimbal lock 
complications. This plane, termed here the ‘New ISB plane,’ 
is defined by Trigonum Scapulae (TS), Angulus Inferior 
(AI) and Angulus Acromialis (AA) points. Prior to 2006, the 
ISB scapular plane was defined by the TS, AI, and Articular 
Acomioclaviculare (AC) points – termed the ‘Old ISB 
plane.’ The two ISB planes are therefore independent of the 
glenoid 
Clinically, the scapular plane is defined using the same 
Trigonum Scapulae (TS), Angulus Inferior (AI)  points, but 
uses the centre of the glenoid (GC) as the third point – 
forcing the scapular plane to be dependent on the glenoid. 
This provides difficulty in cases of glenoid bone loss in 
which the glenoid centre point cannot be reliably 
determined.  
This study acts to quantify the relationships between the 
new and old ISB planes to that of the clinical scapular plane. 
Additionally, the glenoid centre position is determined using 
relationships of the two points common to all three planes.  

METHODS 
Computed tomography (CT) scans were obtained from the 
shoulders of 50 cadavers (25 male and 25 female). Three-
dimensional reconstructions were created for all scapulae 
(Mimics 17.0®, Materialise, Leuven, Belgium) and the three 
planes were generated using the built-in medCAD module.  
To determine the glenoid centre point (GC) ten points were 
placed along the inferior border of the glenoid. Custom code 
(Matlab, Mathworks, Natick, MD, USA) was used to 
determine the GC using a least-squares circle fit of these ten 
points.  
The intersection of each plane with an axial plane through 
the mid-glenoid defined each plane as a line. In this plane, 
the angle between each ISB plane (new and old) and the 
clinical scapular plane was determined for all scapulae.  
To determine the spatial variation in the position of the GC, 
the angle between a vector pointing from the TS to AI and 
TS to GC was determined. The Euclidean distance from the 
TS to GC was also determined.  
Comparisons between sexes were determined using t-tests. 
Institutional review board approval was approved for this 
cadaveric based study.  

RESULTS AND DISCUSSION 
The results for the total cohort and by sex are presented in 
Table 1. There were no significant differences by sex in new 
ISB (p=0.28) or old ISB (p=0.68) compared to the clinical 

scapular plane. The old ISB passes much closer to the 
clinical scapular plane, being on average 1.3°± 2.3° anterior 
to the clinical scapular plane. There was no significant 
difference between sexes in the TS_AI/ TS_GC angle 
(p=0.63), but was a significant difference in the position of 
the distance of the GC from the TS between sexes 
(p<0.001).  

Table 1: Relationships between scapular planes and the 
glenoid centre 

Male  
(n=25) 

Female 
(n=25) 

Total 
(n=50) 

New ISB & 
Scapular Plane 
Angle  

17.3°±  1.7° 16.7°± 2.3° 17.0°± 2.1° 

Old ISB & 
Scapular Plane 
Angle 

-1.2°± 2.5° 
- 

1.5°± 2.1° -1.3°± 2.3° 

TS_AI/ TS_GC 
Angle 75.2°± 5.5° 74.1°± 4.8° 74.6°± 5.1° 

TS_GC Distance 114 ± 6 mm 100 ± 5 mm 107 ± 9 mm 

This study demonstrates the relationship between the new 
and old ISB planes and the clinical scapular plane. 
Additionally, once the clinical scapular plane has been 
determined in bone loss cases, the glenoid centre can be 
determined within 10º in the coronal plane. The medial-
lateral position showed greater variability and sex 
differences; however, this metric in less important than the 
axial and coronal angles of the GC in bone loss situations. 
The results of this study are important in that the angular 
relationships can be used to determine the clinical scapular 
plane position and glenoid centre from the new or old ISB 
plane. This method is independent of the glenoid and can 
therefore be used in cases of glenoid bone loss. The clinical 
scapular plane is an important reference for proper implant 
placement leading to successful long-term clinical 
outcomes. 

CONCLUSIONS 
Accurate determination of the clinical scapular plane is 
important in shoulder arthroplasty to determine optimal 
implant positioning. When the glenoid has been eroded, 
glenoid-independent points used in the old and new ISB 
coordinate systems can be used to reconstruct the 
positioning of the clinical scapular plane in which implant 
placement is referenced.       
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INTRODUCTION  
Over the last decade, increasing attention has been paid to 
the analysis of shoulder joint kinematics in patients with 
Total Shoulder Arthroplasty (TSA) and Reverse Shoulder 
Arthroplasty (RSA). The clinical evaluation of changes 
between pre- and post-surgery was mostly accomplished 
through outcome scores, such as the Constant-Murley Score 
(CMS). At the same time, biomechanical studies have 
focused on the alterations of scapula kinematics during arm 
elevation, i.e. scapula dyskinesis.  
To obtain an overall combined assessment, the aim of this 
study was to assess patients who underwent TSA and RSA 
using the “Scapula Weighted CMS (SW-CMS)” [1]. This 
clinical & biomechanical score weights the points of CMS 
for humerus elevation and abduction, based on a quantitative 
analysis of scapula dyskinesis. SW-CMS has been already 
tested in a group of patients treated for rotator cuff tear [1]. 
For the present work, we formulated two hypotheses: H1 
(technical hypothesis), that scapula kinematics is 
considerably altered in patients with TSA and RSA, 
resulting in SW-CMS scores significantly lower than CMS; 
H2 (clinical hypothesis), that at 6 months after surgery, 
shoulder joint recovery is completed, i.e. scapula 
compensatory movements are recovered in TSA and RSA. 

METHODS 
This was a prospective comparative study including a 
sample of 25 patients (25 shoulders) who underwent 
shoulder replacement either through TSA (12 shoulders, age 
62±7) or RSA (13 shoulders, age 76±8). Evaluations were 
performed at three time points: preoperative (T0), and 
postoperative at 6 (T1) and 12 months (T2). Only the 
replaced shoulder was assessed. At each evaluation, the 
CMS was completed and shoulder kinematics recorded 
while patients were performing humerus flexion in the 
sagittal plane (FL) and abduction (AB) in the scapular plane, 
with 5 repetitions each. The kinematics was recorded with a 
stereophotogrammetric system (Vicon, UK). Marker clusters 
were used to track the movements of trunk, scapula, 
humerus and forearm. Anatomical coordinate systems were 
calculated with the U.L.E.M.A. software package [2], 
following ISB guidelines. Joint rotation sequences were 
defined per Kontaxis et al. [3]. The coordination between 
each scapula rotation (PRotraction-REtraction, MEdio-
LAteral rotation and Posterior-Anterior tilting) and humerus 
elevation was investigated by means of coordination plots, 
for both tasks. Each coordination pattern (CP) was 
compared to reference bands (RBs), calculated on a group of 
31 asymptomatic subjects of comparable age (>60), 
following the method described by Cutti et al. [4]. Results 
from the comparison of CP and RBs were used to calculate 
the “scapula weighting factor” of the SW-CMS score. The 
Lilliefors normality test was used to confirm the normality 
of data distributions. A two-way repeated measure ANOVA 
was applied separately for TSA and RSA: Scores (CMS, 

SW-CMS) and Times (T0, T1, T2) as independent variables. 
Then, boxplots and paired two-sample t-tests were used to 
compare data distributions of each Score in each Time.  

RESULTS AND DISCUSSION 
Kinematic analysis showed that: 1) all distributions were 
normal; 2) ANOVA was statistically significant (p<0.05) for 
all variables, except for the interaction between Scores and 
Time in RSA.  
By comparing the boxplots (Figure 1) and the outcomes 
from paired t-tests, we found a statistically different 
distribution of CMS and SW-CMS. RSA did not show 
significant changes between T1 and T2. TSA patients showed 
an improved humerus elevation both at T1 (+20%) and T2 
(+20%), associated with an increased scapula compensatory 
movement at T1 and then a lowering at T2, with ME-LA as 
the most compensated scapula rotation (more than 30% of 
incidence). RSA patients showed a significant improvement 
> 50% in humerus elevation, between T0 and T1. At T2, there 
was a small improvement in AB but not in FL. For these 
patients, at T0 ME-LA had the worst compensation, at T1 

there was a general improvement of scapula compensation 
(especially for ME-LA), and at T2 there was an 
improvement for ME-LA and PR-RE, but a worsening for 
P-A (71% of incidence in AB, 50% in FL). 

Figure 1: Boxplots of scores distributions at each Time. 

CONCLUSIONS 
SW-CMS was significantly different from CMS. TSA and 
RSA present compensatory movement which are not 
resolved at 6 months and scapula dyskinesis is different 
between surgical treatment. 
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INTRODUCTION  
Posterior capsule tightness (PCT) is a common tissue 
adaptation in individuals who perform overhead sports or 
activities, and has been associated with shoulder pain. 
Scapular and humeral kinematic alterations have been 
described in cadaver studies, in those with shoulder pain, 
and in asymptomatic athletes with PCT, suggesting an 
interaction among these factors. Considering that PCT and 
shoulder pain are often related to shoulder biomechanical 
alterations, studies evaluating the effectiveness of treatment 
for PCT may help explain these relationships and inform 
clinical practice. The purpose of this study was to compare 
the effects of two physical therapy interventions on PCT, 
shoulder pain, scapular kinematics and humeral translations 
in individuals with PCT and pain. 

METHODS 
Fifty-two individuals with shoulder pain and PCT were 
randomized into 2 intervention groups: experimental (EG) 
(41.2±12.8yrs; 78.8±13.4kg; 1.72±0.09m; 41.4±55.3 months 
of pain) and control (CG) (40.1±12.1yrs; 76.1±15.8kg; 
1.69±0.08m; 42.4±35.9 months of pain). Shoulder pain was 
confirmed by a clinical examination and self-reported 
history. PCT was determined by quantifying a difference 
between shoulders of at least 7° in the low flexion (LF) test 
[1]. Pain and function were evaluated by SPADI 
questionnaire. The Flock of Birds® electromagnetic 
tracking system was used to evaluate scapular and humeral 
kinematics during elevation of the arm in the sagittal plane. 
Local coordinate systems were established for the trunk, 
scapula, and humerus using the digitized landmarks 
following the protocol recommended by the International 
Society of Biomechanics [2]. Three repetitions were 
recorded with the individual in the standing position. Mean 
scapula and humeral head translations were analyzed at rest, 
30°, 60°, 90° and 120° of arm elevation. All variables were 
evaluated at pre- and post-treatment. The EG protocol 
included posterior capsule mobilization (5min), sleeper 
stretching (3x30s) and external rotator strengthening 
(3x10rep). The CG protocol included placebo ultrasound 
(5min), upper trapezius stretching (3x30s) and scapular 
squeezing exercise (3x10rep). Both protocols were 
performed 3 times per week for 4 weeks. A mixed model 
ANOVA was used to compare groups (between factor) over 
time (within factor) with significance set at p<0.05. 

RESULTS AND DISCUSSION 
There was a significant group X time interaction effect 
(p=0.002) for PCT with the EG demonstrating increased LF 
values after treatment (22.8°±9.45) compared with the CG 
(17.52°±6.49). SPADI demonstrated a main effect of time 
(p<0.01) and the questionnaire score decreased 23.47 points 
after treatment. There was also a group X time interaction 
(p=0.02) for scapular upward rotation. The EG presented 
more upward rotation than the CG at post-treatment (3.47°) 

(Figure 1). For humeral translation, there was a significant 
main effect of time (p=0.01), with decreased superior 
humeral translation (-0.41mm) at post-treatment compared 
to pre-treatment (Figure1). 

Figure 1: Scapular upward rotation (above) and humeral 
superior translation (below) during arm elevation for both 
groups at pre- and post-treatment. Error bars represent 
standard error. * p<0.05 

The present study was the first to compare two different 
physical therapy treatment protocols on PCT, pain and 
shoulder kinematics in individuals with PCT and shoulder 
pain. The results showed that a treatment approach more 
specific to improving PCT was more effective at improving 
PCT and scapular kinematics, but was not more effective for 
humeral translations, pain or function. A natural recovery 
process or a placebo effect might explain the improvements 
noted in the SG. On the other hand, a real effect of shoulder 
movement could also justify the positive results for the SG. 

CONCLUSIONS 
This study showed that a protocol specific to reducing PCT 
was more effective at improving PCT and increasing 
scapular upward rotation. Furthermore, both protocols were 
effective in decreasing pain, improving function and 
decreasing humeral superior translations during arm 
elevation in individuals with PCT and shoulder pain.  
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INTRODUCTION 
Standard management of biconcave (B2) primary shoulder 
osteoarthritis (OA) with total shoulder arthroplasty (TSA) 
usually requires substantial eccentric reaming to reduce the 
high glenoid retroversion and restore glenohumeral (GH) 
stability [1]. However, TSA on B2 glenoids is often 
compromised by either joint stability (when retroversion is 
not reduced) or high risk of glenoid component loosening 
when excessive eccentric reaming is applied [1]. 

Reverse shoulder arthroplasty (RSA) was originally 
proposed for the treatment of rotator cuff arthropathies, but 
more recently it has been proposed for other challenging 
pathologies including unstable B2 glenoids [1]. However, no 
study has compared the biomechanics of TSA and RSA for 
the management of highly retroverted B2 glenoids. 
Therefore, we developed three subject-specific B2 
musculoskeletal and finite element (FE) models for TSA 
and RSA, and evaluated GH contact forces, joint stability, 
and the risks of glenoid component loosening. 

METHODS 
Subject-specific musculoskeletal and FE models were 
created from CT scans (n=3) of primary OA B2 patients 
that had glenoid retroversion of more than 15˚. Each subject 
received virtual surgeries of TSA and RSA. Biomet 
Comprehensive Total (TSA) and Comprehensive Reverse 
(RSA) glenoid components were implanted in 4 positions, 
simulating eccentric reaming and version correction (VC) of 
0˚, 5˚, 10˚, and 15˚ relative to the native glenoid (24 bone-
implant models in total). 

The musculoskeletal models were used to calculate the GH 
contact forces during a simulated motion of ‘lifting an object 
to the head height’. The stability ratio was calculated as 
peak compressive/peak shear forces for the glenoid (TSA) 
and the humeral (RSA) components [2]. Peak contact forces 
were then used as input for FE models. 

The glenoid component on the TSA FE models was 
cemented to the reamed glenoid surface, incorporating a 
fully bonded bone-cement interface and a frictional implant-
cement interface [3]. For each RSA FE model, one central 
and four peripheral screws fixed the baseplate to the reamed 
glenoid, while frictional contacts between the bone-
baseplate and the bone-screw interfaces were considered [4]. 
For the FE models, the bone material properties were 
determined by the grayscale values from each CT scan. All 
other materials were modeled as isotropic elastic [3, 4]. 
Risks for TSA glenoid loosening was assessed by the 
volume of the cement mantle that showed principal stresses 
exceeding the fatigue strength of cement. For RSA, risks of 
glenoid loosening were assessed by micromotions of the 
baseplate and the screws. 

RESULTS AND DISCUSSION 
Increased VC had little effect on the magnitude of the peak 
GH contact forces in both TSA (520.7±53.2N) and RSA 
(464.9±66.9N), but did affect the TSA joint stability more 
compared to RSA (Fig. 1A). The joint stability in the TSA 
models was comparable to RSA only after 10° of VC, but it 
showed high critical cement volume (Fig. 1B), suggesting 
high risk of cement failure indicative of glenoid loosening. 
This was a result of compromised glenoid bone quality after 
the excessive reaming. In RSA, peak micromotions of the 
implants were maintained at a similar level across different 
VCs for each subject (Fig. 1C), with all values below the 
proposed critical level for implant fixation (150 μm). 

Figure 1: (A) Stability in TSA and RSA in relation to VC. 
(B) Normalized critical cement volume (to 0˚ VC) in TSA 
FE models. (C) Peak micromotions in RSA FE models. 

CONCLUSIONS 
Stability in TSA was improved with increase of VC, but the 
latter also increased the risk of cement failure. Though VC 
did not compromise either joint stability or primary fixation 
in RSA, reverse prostheses are known to affect range of 
motion due to impingement problems, which was not 
investigated in this study. 
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INTRODUCTION  
A bilateral dynamic upper-limb model has been developed 
using OpenSim [1] and validated for investigating muscle 
activations and forces during externally loaded tasks, such as 
push-ups [2] using static optimization (SO). A current 
limitation of the SO approach is the challenge of predicting 
agonist/antagonist muscle co-contractions accurately due to 
an objective function that minimizes activations. It is of 
particular interest to address this limitation because co-
contractions are common in the upper limb for many 
activities of daily life and exercises. This has also been shown 
to be an important factor in fall injury mechanisms and fall 
arrest [3].  

A recent sensitivity analysis of the current upper-limb model 
suggested that the estimations of muscle force were most 
sensitive to tendon slack length (Lts) and optimal fiber length 
(Lopt) followed by maximal isometric force (Fmax) [4].  Model 
performance could likely be improved with better estimates 
of muscle parameters. 

CEINMS, a recently developed neuromusculoskeletal 
modelling toolbox, provides the capability to optimize 
muscle model parameters and implement electromyography 
(EMG) assisted muscle activation estimation [5]. EMG-
assisted methods can be particularly useful for predicting 
muscle co-contraction as the input experimental EMG can 
encourage the optimizer to turn on muscles which may not 
normally be activated using standard SO. The purpose of the 
current study is to explore methods of improving upper limb 
muscle activation predictions by comparing estimates 
produced using three different CEINMS simulation 
configurations: 
1. Uncalibrated muscles, static optimization (Uncal-SO)
2. Calibrated muscles, static optimization (Cal-SO)
3. Calibrated muscles, EMG-assisted SO (Cal-EMG)

It is hypothesized that a) muscle calibration will improve 
muscle activation predictions in all musculotendon units 
(MTU) and b) that Cal-EMG will further improve activation 
predictions in all MTU, in particular the antagonist co-
contracting muscles (biceps).  

METHODS 
The data used for this study were collected from a single 
consenting male participant performing push-up trials using 
a neutral and wide hand position. Kinematics were collected 
with a 3D motion capture system (Vicon, Denver, CO). Hand 
reaction forces were measured using two force platforms 
(AMTI, Watertown, MA). EMG were collected from the long 
head of the biceps (BIClong) and the medial head of the 
triceps (TRImed) (Noraxon, Scottsdale, AZ). 

An isolated elbow joint model was created based on the 
dynamic upper limb model [2]. It included a single degree of 
freedom (elbow flexion) and eight MTUs crossing the elbow; 
Elbow Flexors: Biceps long head, biceps short head, 
brachialis & brachioradialis, Elbow Extensors: Triceps long 
head, triceps medial head, triceps lateral head & anconeus. 

OpenSim was used for model scaling, inverse kinematics, 
muscle analysis (MTU lengths and moment arms) and inverse 
dynamics (external joint moments). These data were used as 
inputs to the CEINMS simulations. Muscle parameter 
calibration was performed for all MTUs using 3 push-up trials 
with hands in a neutral position with Lts and Lopt constrained 
to within 10% of their initial values, and the strength 
coefficient used to scale Fmax limited to a range of 1-5. 
CEINMS was used to predict muscle activations for all MTUs 
for Uncal-SO, Cal-SO and Cal-EMG for a wide hand position 
push-up trial. Root mean square error (RMSE) and coefficient 
of determination (R2) were used to compare predictions of 
muscle activations of the triceps and biceps muscle groups to 
EMG between configurations.       

RESULTS AND DISCUSSION 
For the agonist muscle group (triceps), both the Cal-SO and 
Cal-EMG greatly improved muscle activation predictions, 
even in MTUs without EMG data. In the antagonist muscle 
group (biceps), BIClong (the muscle with experimental 
EMG) predictions improved only with Cal-EMG (Table 1).  

Table 1: RMSE and R2 comparisons between experimental 
EMG and estimated muscle activations.  

Uncal-SO Cal-SO Cal-EMG
RMSE R2 RMSE R2 RMSE R2

TRIlong 0.27 0.38 0.22 0.42 0.12 0.55 
TRImed 0.19 0.56 0.11 0.61 0.04 0.79 
TRIlat 0.21 0.49 0.16 0.56 0.08 0.67 
BIClong 0.66 0.18 0.65 0.19 0.24 0.53 
BICshort 0.54 0.22 0.52 0.21 0.48 0.19 

CONCLUSIONS 
This study demonstrates that using muscle parameter 
calibration and EMG-assisted optimization techniques can 
significantly improve estimations of upper limb muscle 
activations during externally loaded tasks and with co-
contracting muscle groups. 
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INTRODUCTION 
Inverse kinematics (IK) and inverse dynamics (ID) 
respectively determine joint angles and moments, which are 
important to normal and pathological gait [1]. Gait analysis 
software OpenSim [2], uses pre-defined generic rigid-body 
models based on measurements from cadavers [3], including 
body segment inertial parameters (BSIP) and joint models. 
Tibiofemoral (TFJ) is a 2D sagittal planar joint, talocrural 
(TCJ) and subtalar (STJ) joints are hinges, and the hip joint 
is a ball-and-socket. Moreover, not all joint degrees of 
freedom (DOFs) are permitted, e.g. no TFJ or TCJ Int-
External (IE) or Abd-Adduction (AA) rotations. For each 
subject, model’s features are linearly scaled, using skin-
placed 3D motion capture (3DMOCAP) markers, which can 
be misplaced [4]. Consequently, generic models can 
misrepresent the subject, leading to inaccurate joint angles 
[5] and net moments [6]. Alternatively, subject-specific 
rigid-body models improve the reliability of gait analysis 
[5,6] so they should be developed. 

A subject-specific OpenSim model was developed from 
MRIs [7]. TFJ and TCJ mechanisms estimated 3D 
kinematics [8], hip joint centre (HJC) and STJ were 
determined from bone surfaces. Personalised BSIPs can be 
estimated from external skin surfaces off MRIs [9].  

For 13 healthy participants, we aimed to compare joint 
angles and moments, during gait, using scaled-generic and 
subject-specific models in OpenSim. 

METHODS 
3DMOCAP, ground reaction forces (GRFs) and full lower-
limb MRIs were acquired from 13 participants. 3DMOCAP 
markers’ positions scaled the generic models’ features [3]. 
Subject-specific models were created using 3D surfaces 
from MRI. 1-DOF mechanisms estimated the TFJ and TCJ 
3D kinematics, coupled to Flex-extension (FE). Mechanisms 
were solved with geometric parameters measured from 
MRIs and then optimized [8]. STJ hinge axis and HJC were 
created from spheres fitted to the talus and femoral head 
surfaces. BSIPs were determined, using NMSBuilder, with 
assigned density values to bone and soft tissues [9]. 

Participants performed standing postures and 2-3 gait trials. 
For both models, hip, knee and ankle joint FE, and the 
scaled-generic knee AA and IE angles, were estimated using 
OpenSim IK analysis. Scaled-generic ankle IE and AA 
rotations were locked to prevent motion. Subject-specific 
model’s mechanisms estimated knee and ankle IE and AA 
angles. From combining joint angles and GRFs, joint 
moments were computed via OpenSim ID analysis. 

The two models were compared in terms of joint angles and 
moments using coefficient of multiple determination, i.e. 

. 

RESULTS AND DISCUSSION 
Joint angles were generally different between models 
(Figure 1). Joints’ IE and AA angles had low correlations 
( ≤0.2), except for the hip AA. However, FE angles had 
high correlations ( ≥0.7). Joint moments were similar 
between models, most had moderate or high correlations 
( ≥0.5). 
Different joint modelling definitions potentially contributed 

to altered IE and AA angles, but not joint moments, as 
previously suggested [10]. FE angles were similar between 
models as previously reported [7]. 

CONCLUSIONS 
We presented gait angles and moments for 13 participants 
using scaled-generic and subject-specific models, which 
included personalized features. Models presented similar 
joint moments and FE angles, but different IE and AA 
angles due to modelling differences. Our ongoing research 
suggests subject-specific models should be used since they 
avoid scaling errors, although in vivo validation has not been 
done. 
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INTRODUCTION  
Calibration of body segment inertial parameters (BSIP) is 
crucial in biomechanical studies. To avoid strenuous 
protocols, identification methods based on rigid body 
dynamics laws have been proposed [2,3]. Thanks to a 
motion capture system and force platforms, these methods 
optimize BSIP by minimizing errors in the equations of 
motion. These errors arise from estimated BSIP but also 
from kinematics and force plate measurements that may 
introduce overfitting in the calibration. To prevent this, [3] 
added physiological constraints in the calibration. On one 
case study, the goal of this current work is to analyze the 
influence of added physiological constraints in a BSIP 
calibration on results. The different calibration results are 
compared to the widely used anthropometric data proposed 
by [1]. 

METHODS 
For this study, one male participant (183 cm, 80kg) 
performed a range of motion-type motion which activates 
sequentially each degree of freedom. 47 motion capture 
markers were placed on standardized anatomical landmarks 
and captured thanks to a Vicon® motion capture system (125 
Hz). Two force platforms (1000 Hz) were used to access 
external forces applied on each foot. The motion is 
reconstructed thanks to a whole body model. Then, the BSIP 
calibration method consists in minimizing the dynamic 
residuals as proposed by [2]. To improve the results 
consistency, each limb is assimilated to a stadium solid [4]. 
So, the calibration finds the better stadium solid 
characteristics of each limb to minimize the dynamic 
residuals. 

Three different BSIP are compared: 
 anthropometric data proposed by [1] (C0);
 results of the BSIP calibration computed without

any constraint on solids geometry (C1);
 results of the BSIP calibration computed with

physiological constraints close to those used by [3]
(C2). They consist in limiting the asymmetry and
in limiting the BSIP variation from C0.

RESULTS AND DISCUSSION 
Figure 1 shows the results of the different calibrations 
compared to the anthropometric data C0. First, it is easy to 
see that results of C1 are completely inconsistent (the mass 
of the torso is very low compared to the other limbs, the 
symmetry is not respected). Results of C2 seem more 
consistent with anthropometric data and correspond to the 
trends obtained by [3] (i.e. masses of torso and arms slightly 
lower than C0 and masses of pelvis, head and legs slightly 
higher than C0). 

Thus, even if the optimization is better in C1 (in terms of 
cost function value), it appears to lead to overfitting. 
Additional physiological constraints are therefore essential 
in this BSIP calibration. Complementary studies have to be 
achieved to support these results. First, the BSIP calibration 
has to be tested with different morphologies especially with 
those distant of the 50th percentile. It allows to refine the 
choice of the physiological constraints to be added to the 
optimization problem. Secondly, obtained calibrated BSIP 
has to be compared with a ground truth estimation, for 
example with 3D scanning technologies.  

Figure 1: Results of BSIP comparison. (a) shows the mass 
of the different body parts; (b) represents the limbs BSIP, 
each assimilated to the close cone frustum in terms of BSIP. 
1st result (black) is C0, 2nd result (grey) is C1 and 3rd result 
(yellow) is C2. 

CONCLUSIONS 
The purpose of this study was to analyze the influence of 
additional physiological constraints on a BSIP calibration, 
based on an identification method. Results obtained without 
any additional constraint turned out to be inconsistent, 
revealing overfitting. Addition of physiological constraints, 
close to those used by [3], yields to more consistent results 
that have be thereafter validated with more accurate 
approach like 3D scanning. 
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INTRODUCTION  
Musculoskeletal models have now reached a state where we 
see a transition from more fundamental research towards 
applications within the clinical field and the industry. In 
particular models applied within the clinical field, a high 
level of subject-specific detail is required. Using imaging 
technology, it is nowadays possible to get a precise model of 
a specific person’s bone geometry. However, it is much 
more difficult to obtain person-specific parameters of the 
Hill muscle-tendon model typically used in musculoskeletal 
models.  
Imaging is not sufficient to measure an important parameter 
like tendon slack length; and even if it were possible, there 
is no direct relationship between the real anatomy and the 
parameters in the phenomenological Hill model. Heinen et 
al. [1] gave an overview of different methods to scale the 
parameters of the Hill model to an individual person. Using 
isometric and isovelocity measurements obtained from a 
dynamometer is one of the few options to get subject-
specific parameters of multiple muscles crossing multiple 
joints, e.g. the muscles of the lower extremity. The 
disadvantage is that dynamometer experiments require much 
effort from the subject. This is especially the case for the 
isovelocity measurements. The aim is therefore to 
investigate if it is necessary to obtain a full isometric and 
isovelocity dataset of the joints of the lower extremity.  

METHODS 
One male long distance runner (height: 1,85 m, weight: 66,5 
kg) was included in this study, which was carried out in 
accordance with the Loughborough University Ethical 
Advisory Committee guidelines. The isometric and 
isovelocity experiments were conducted for the ankle, knee 
and hip (flexors/extensors) of the dominant leg using a 
Contrex multi-joint isovelocity dynamometer (CMV AG, 
Switzerland) using a similar protocol as by Lewis [2]. A 
total of 21 isometric measurements were performed at 
different joint angles at the three joints. And a total of 22 
isovelocity measurements were performed with different 
velocities at the three joints. 
A lower extremity model was used based upon the 
TLEMsafe 2.0 model [3] using the AnyBody Modeling Sys-
tem (AnyBody Technology A/S, Denmark). The model was 
scaled based on anthropometric measurements. Each 
experimental condition was mimicked in the model to 
evaluate the joint strength of the model after which two 
optimization procedures were conducted using the SNOPT 
optimizer. 
The first procedure (Isom-opt) minimized the difference 
between the experimental and simulated isometric joint 
strengths. The second procedure (Dyn-opt) minimized the 
difference between the experimental and simulated 
isovelocity joint strengths based on the results from the first 
optimization. 

RESULTS AND DISCUSSION 
Firstly, adjusting the Hill parameters using only the Isom-
opt on the isometric experimental data resulted in a much 
better subject-specific model compared to a general scaling 
algorithm (Ref-model). The average RMS value between the 
isometric experimental data and the model decreased from 
112.4% (Ref-model) to 15.5% (Isom-opt). Moreover, only 
using isometric data also leads to an improvement of the 
dynamic muscle characteristics of the subject-specific 
model. The average RMS percentage difference value 
between the isovelocity experimental data and the model 
decreased from 256.2% (Ref-model) to 192.3% (Isom-opt). 
Using the isovelocity experimental data together with the 
Dyn-opt procedure, the latter RMS value could be further 
improved to 157.6%. Figure 1 gives an impression of the 
effect of the different procedures on the hip extensors in the 
concentric phase. 
The additional improvement using Dyn-opt is relatively 
small especially if one considers the extra experimental 
time, the extra computation time and the considerable load 
on the subject. 

Figure 1: Concentric isovelocity joint-torque for the hip 
extensors experimental, Isom-opt predictions, Dyn-opt 
predictions and the reference model. 

CONCLUSIONS 
For general use, isometric measurements to obtain subject-
specific parameters of the Hill model can suffice. This is 
particularly advantageous when dealing with patients. 
Highly dynamic applications with subjects who can tolerate 
the isovelocity experiments would would benefit from the 
use of the Dyn-opt procedure. 
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INTRODUCTION  
The ability to calculate femoral strain during a broad range 
of physical activities is essential to study the risk of fracture 
for the elderly population. Strain prediction using the current 
Finite Element-Musculoskeletal (FE-MS) models is 
computationally expensive [1]. Surrogate Modelling (SM) 
offers a unique alternative for predicting the strain field over 
the femur in a fraction of the time needed by FE-MS 
models. The objectives of this research were (i) to develop a 
surrogate model than can accurately and efficiently predict 
the strain distribution for five different activities, and (ii) to 
assess the effect of increasing the number of samples on the 
accuracy of the results.  

MATERIALS AND METHODS 
The VICON motion capture system were used for obtaining 
the marker trajectories and ground reaction force of a female 
subject (68 years, 53kg) during five different activities 
(walking (5 rep), fast-walking (5 rep), stairs up (5 rep), stairs 
down (4 rep) and rising from and lowering into a chair (1 
rep)). Twenty four different muscle and joint reaction forces 
were calculated using a developed musculoskeletal model 
[2, 3]. The obtained forces were applied to an FE model of 
the subject’s femur [2, 3].  

Surrogate models of the strain distribution were developed 
using four different training samples (N = 50, 100, 200 and 
300). For this purpose, muscle and joint reaction forces of 
the entire activity cycles were pooled into a single matrix, 
from which samples were generated using Latin hypercube 
sampling (LHS). Different levels of training were performed 
using a multi-linear regression model based on the generated 
data sets. Training the surrogate models returned the 
coefficients, which can be regarded as a link between the 
forces and the induced strain field.  In other words, by 
showing the training data set to each element (as input 
variable) and the strain (as output), the response of each 
element was (the coefficients) obtained. The full field of 
microstrain for each element were predicted by multiplying 
the forces and the associated coefficients for different 
repetitions using the below equation (FMi = muscle force, FJR 
= joint reaction force).  

Microstrain = Constant + C1FM1 + C2FM2 + … + C25FJR 

To assess the accuracy of the technique, the SM prediction 
was compared to the FE prediction of strains using linear 
regression. This was repeated for each activity cycle. 
Furthermore, element-to-element comparisons were 
performed by finding the difference between FE and each 
SM.   

RESULTS AND DISCUSSION 
The study found that increasing the number of samples from 
50 to 300, changed the peak RMSE from 200 µє to 150 µє. 
Out of the considered activities, and fast-walking had the 
greatest local error, with the peak and average value of 95% 
of the absolute error being less than 600 and 300 µє, 
respectively. It was noted that the accuracy is high within 
the stance phase of a gait (R2 > 0.8), but it falls significantly 
in the swing phase of a gait (R2 = 0.29). The worst 
prediction was for rising-from and lowering-into a chair 
when LHS50 was used (peak RMSE = 200 µє), followed by 
LH100-300, ranging from 175-165 µє, respectively. In 
terms of efficiency, the running time for FE simulations was 
55min, compared with 13 seconds for the surrogate models. 

Figure 1: The strain prediction during a gait (in percent) 
using FE and SM (fast-walking, for LHS50 and 100) 

CONCLUSIONS 
This study demonstrated the development and validation of 
an efficient surrogate model of the femoral strain field based 
on data for five different physical activities. Also, while the 
accuracy improved by increasing the number of samples 
from 50-200, not that much difference observed by further 
increase in the number of samples.   
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INTRODUCTION  
David Winter claimed "One of the most valuable 
biomechanical variables to have for the assessment of any 
human movement is the time history of the moments of force 
at each joint.“ [1].  While these resultant joint moments 
have provided insights into human movement they have not 
necessarily revealed the motor control at the root of the 
tasks, and Vaughan has argued that they do not represent the 
“Holy Grail” of human movement analysis [2].  Increased 
insight into motor function arises if the time histories of the 
muscle forces producing a movement are known.  The direct 
measurement of these muscles forces [3] is problematic as 
not all muscles can be easily accessed, and due to other 
methodological issues [4].  Musculo-skeletal models provide 
a means of non-invasively estimating muscle forces.  The 
purpose of this study is to examine two musculo-skeletal 
models to understand the insights which are available from 
these models, but also the problems which arise with these 
models. 

METHODS 
Model 1: a previously validated model of jumping was used 
to examine the influence of squat depth on jump 
performance [5].  The model consisted of four rigid links 
(foot, shank, thigh, and a combined head, arms, and trunk), 
with the simulated jumps assumed to be bi-laterally 
symmetrical and therefore simulations of motion were in the 
sagittal plane only.  The model was actuated by models of 
eights muscles of the lower limb, which each had a series 
elastic component representing the tendon, and a contractile 
component representing the function of the muscle fibers. 

The model was an optimal control model where the 
sequence of muscle activations was determined so that the 
model jump height was maximized.  Jumps were simulated 
from a variety of initial squat positions, and the model 
kinematics, muscle force time histories, and jump heights 
examined. 

Model 2: muscle models are used in many models of human 
movement.  These models require a number of parameters 
with a common source of these parameters being cadaver 
data.  The question arises of the sensitivity of these models 
to their parameters; to examine this question a muscle model 
was investigated using muscle architectural parameters 
measured from eight First Dorsal Interosseous (FDI) 
muscles removed from cadavers [6].  The parameters 
measured for each muscle were: optimum fiber length, 
tendon slack length, physiological cross-sectional area, 
pennation angle, and muscle moment arm thus providing a 
means of characterizing a model of each of the muscles.  For 
simulated static conditions the cadaver-specific results were 
compared against different representations of the group data. 
The FDI was selected because in humans it is a rare instance 
of only one muscle being responsible for a particular joint 
motion: it abducts the index finger about the 
metacarpophalangeal joint. 

RESULTS AND DISCUSSION 
Model 1: jump kinematics for the simulated jumps 
compared favorably with those of experimental subjects. 
The results revealed that jump height increased with 
increasing squat depth.  The model demonstrated that to 
accommodate increasing depth of initial squat required 
different coordination the muscles propelling the jumps. 

Model 2: for each muscle simulations were run to predict 
the maximum isometric abduction moments produced by the 
FDI, the variation in individual muscle properties meant 
each muscle produced different strength curves. 
Comparisons were made, for example the properties for 
muscle 1 were used to predict the activity of muscle 2, and 
so on for each possible combination.  Generally the percent 
root mean square differences between the actual muscles 
joint moments and those predicted using parameters from 
the other muscles were high, even when means of the data 
set were used.  For example, if the mean of the data set was 
used to simulate the individual muscles the smallest 
percentage root mean square error between original and 
estimated muscle moments was 26%. 

CONCLUSIONS 
The first model provides insights into how muscles should 
be coordinated to produce movement.  Models of this type 
provide biomechanists with insights into muscle force time 
histories, but have the problem that while the nature of the 
movement (kinematics and kinetics) can be used to validate 
the model, data are not available validate the estimated 
muscle forces.  The second model highlights the problem 
arising for musculo-skeletal models of providing the 
appropriate muscle model parameters.  As Panjabi has 
highlighted “The basic dilemma in the process of validation 
may be stated in the following manner: a mathematical 
analogue can be validated only in a given number of known 
situations. Yet the main purpose of an analogue is to predict 
behavior in unknown situations. Thus, no perfect validation 
is possible.” [7].  The state of the art in biomechanics has 
provided understanding of human motor control, but there 
are issues with providing models with the appropriate 
parameters if we are to move closer to the “Holy Grail”. 
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INTRODUCTION  
 Goal-directed whole body movements are fundamental in 
our daily life, sports, music, art, etc. However, the nature of 
these movements have not been sufficiently investigated 
because of the complexities inherent to these movements, 
such as high-dimensional, non-linear dynamics and 
redundancy [1]. A question that needs investigation is how 
to overcome these complexities to achieve the desired 
performance. One approach to the question can be 
quantifying how each motion component (motion of each 
body part at each time point) contributes to the movement 
performance. However, high-dimensional nonlinear 
dynamics and redundancy make it difficult to quantify the 
relevance of each motion component to performance.  
Here, we propose a data-driven approach to detect the 
relevance of each motion component to performance.  

METHODS 
General framework: We measured both whole body 
motion trajectory data, xk = (p1,1,k, v1,1,k, ... , pN,T,k, vN,T,k) 
using a motion capture system (Optitrack, flex 13, 120fps) 
and performance data, dk, at the kth trial (k = 1, ..., K); where, 
pi,t,k and vi,t,k indicate the position and velocity data of the ith 
marker at the tth time frame (i = 1, ..., N, t = 1, ..., T). We 
quantified how each motion component (i.e., pi,t,k and vi,t,k) is 
relevant to performance by using a linear regression method:  

yk = wxk = w0 + wi,t
ppi,t,k + wi,t

vvi,t,k                    (1), 
where, yk is predicted performance, w0 is bias term, and 
weight values wi,t

p and wi,t
v indicate how pi,t,k and vi,t,k are 

relevant to predict performance, respectively. A larger |w| 
indicates greater relevance of the corresponding motion 
component to the performance. To estimate w and w0, we 
used ridge regression and cross validation [2]. The same 
results could be obtained by LASSO and Gaussian process 
regression [2]. If it is impossible to predict performance, all 
the w and w0 are estimated to be 0 and ( Σ dk)/K, 
respectively. 
Experiments: Nine subjects performed ring throwing (100 
trials per session, 34 sessions in total). Subjects threw a ring 
(133g) towards the center of a 2 m distant target (target 
board was 0.2m square).  
Data Analysis: We analyzed 60 time frames before the ring 
release. To discuss how motion at each time point is relevant 
to the performance, 60 time frames were divided into 12 
time bins (5 frames/bin). The 12th time bin includes the time 
frame of ring release. We separately analyzed data in each 
time bin.  
 Performance was defined as a two-dimensional deviation of 
the measured ring center from the target center, horizontal 
deviation in x-axis and vertical deviation in y-axis.  

RESULTS AND DISCUSSION  
 Figure 1a indicates the representative predicted 
performance using equation (1), showing that the linear 
regression enabled to predict performance and discuss the 
relevance allows the prediction of performance and the 

discussion of the relevance of each motion component to 
performance based on weight values.  
 Figure 1a also indicates how motion at each time point is 
relevant to the performance. Prediction error for the 9th – 
12th bin was significantly lower than that with w0 = (Σdk)/K 
and wi,t

p = wi,t
v = 0 (p < 0.01, Wilcoxon signed-rank test), 

indicating that motion not only at the time of release, but 
also at 160 ms before release is relevant to performance.  
 Figure 1b indicates representative weight values estimated 
at the 12th bin (mean ± s.e.m., 34 sessions): How the motion 
of each body part is relevant to performance.  
 The linear regression also could work well for ball throwing 
while being seated (N = 5) and 30-cm jumping (N = 7). 

Figure 1: (a) Predicted performance. (b) Weight values.  

 Despite the high-dimensional, non-linear dynamics of 
whole body motion, it remains unclear why linear regression 
is able to clarify the relation between whole body motion 
and performance. Whole body motion trajectory data, x, 
includes information about the movement performance in a 
non-linear manner; x = f(d). When x is a high-dimensional, 
nonlinear function, it is possible to represent an arbitrary 
function of d through linear regression [2]. The linear 
regression thus utilized high-dimensional, non-linear 
dynamics, embedded in x to find an explicit relation 
between movement and performance.  

CONCLUSIONS 
 To understand the nature of goal-directed whole body 
movements, we proposed a data-driven method to quantify 
how each motion component is relevant to the performance. 
Our method would make it possible to discuss 
quantitatively, not only how we control each body part to 
overcome high-dimensional dynamics and redundancy but 
also how we should modify our movements to increase 
performance.  
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INTRODUCTION 
Investigations into the firing behavior of motor units have 

begun to improve our understanding of how groups of 

muscles are coordinated to generate force. Findings such as 

the “common drive” for example have revealed that motor 

unit firing rates within and across muscles are regulated with 

varying degrees of correlation depending on whether the 

muscles are acting as synergists or antagonists during 

different contraction tasks [1]. But such work has been 

limited to studies of isometric contractions or to the use of 

intramuscular sensors that are not practical for studying 

motor control during normal human movement. The 

mechanisms used by the central nervous system to control 

voluntary movements remain unknown. Therefore, we 

developed a non-invasive system for measuring motor unit 

firing behavior during dynamic activities and used this 

system to investigate the activation of motor units in groups 

of muscles during movements of the upper-limb. 

METHODS 

Experiments were conducted on 6 subjects (3 male and 3 

female; 40±16 yrs.) with no known history of 

neuromuscular health conditions. Non-invasive sensors were 

placed on the extensor digitorum, flexor digitorum, pronator 

teres and biceps brachii muscles to record the surface 

electromyographic (sEMG) signals produced during 

voluntary dynamic activities including: flexion/extension of 

the fingers, pronation/supination of the forearm and object 

grasping. The finger force, the joint angle and the inertial 

measurements of the fingers, hand and arm were measured 

during the execution of each task using the Trigno™ sensor 

system (Delsys, Inc. Natick, MA). The sEMG signals 

recorded during the different movements were processed by 

sEMG decomposition algorithms to extract the firing times 

of the active motor units [2]. The measured motor unit data 

were validated for accuracy and analyzed to investigate the 

firing behavior during voluntary movement activity. 

RESULTS AND DISCUSSION 

Throughout the cyclic movements, the motor unit firing 

behavior in all muscles was governed by the same 

underlying control mechanisms: 1) the firing rates were 

ordered in an inverse hierarchical relationship relative to the 

motor unit action potential amplitude as previously 

described by the “onion-skin” phenomenon; and 2) the 

firing rates of motor units within each muscle were 

correlated with respect one-another and with the output 

movement in accordance with the common drive [2]. When 

comparing motor unit firing behavior across muscles, we 

observed that the firing rates maintained a relatively high  

Figure 1: Motor unit (MU) mean firing rates (colored lines) 

measured from the finger extensor and flexor muscles 

during four cycles of opening and closing of the hand. 

correlation but the latency of the correlation shifted 

depending on the activity being performed. Specifically, 

when two muscles acted as antagonists, the correlation of 

the firing rates across the muscles manifested a relatively 

greater latency (Figure 1) compared to when the muscles 

were coactivated in other more synergistic tasks. 

CONCLUSIONS 

As excitation from the central nervous system drives the 

motoneuron pools of a group of muscles to generate force or 

movement, our data indicate that motor units within the 

different muscles are all governed by the same underlying 

control properties of the onion-skin and common drive that 

have been well documented and established in the literature 

[2]. Our findings also indicate that to regulate multiple 

muscles during different movement activities, motor units 

are controlled in a manner that shifts the latency of the 

correlation of the firing rates across muscles, depending on 

whether the muscles are acting as antagonists or synergists.    
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INTRODUCTION 
Human participants can learn to move in novel environments 
despite an immense number of variables in the 
musculoskeletal system. However, how the central nervous 
system (CNS) modifies motor commands controlling the 
high-dimensional system to adapt to novel environments 
remains unclear. As the concept for reducing the 
musculoskeletal variables, previous researchers proposed that 
the CNS retain several motor repertories in muscle synergies, 
which modularly organize a lot of muscles [1, 2]. In the 
present study, therefore, we examined the regulation of 
musculoskeletal variables during the adaptation to the 
environment exposed to a velocity-dependent force field, 
based on the concept of muscle synergies. 

METHODS 
The participants performed horizontal reaching movements 
holding robotic handles by their right hand. They sat in an 
adjustable chair to which their trunk was strapped. They were 
instructed to move cursors representing the hand positions 
from a start position located at approximately 30 cm in front 
of their body to one of the 8 equally placed targets by 45° on 
a horizontal display (Figure 1A), as straight as possible. For 
the training, the participants performed reaching movements 
under the presence of a velocity-dependent curl force field 
(Figure 1B, center) [3]. To equalize the endpoint kinematics, 
we randomly used the error-clamp trials, with which the 
movement trajectory of the handle was constrained to a 
straight path from the start position to the target by a virtual 
force-channel (Figure 1B, right) [4]. The experimental tasks 
were composed of null field, force field (FF) and washout 
(WO) trials. During the tasks, surface electromyograms 
(EMGs) were recorded from 14 muscles spanning wrist, 
elbow and shoulder joints (Figure 1C). Muscle synergies 
were extracted from the EMGs in all error-clamp trials using 
a non-negative matrix factorization [5].  

RESULTS AND DISCUSSION 
The lateral deviations due to the velocity-dependent force 
field were exponentially reduced and stable approximately 
half in the FF trials. Throughout the trials, at least 3 muscle 
synergies across each participant were needed to perform the 
reaching movements. Most of the muscle synergies were 
grouped into 3 clusters using a hierarchical cluster analysis 
(Figure 1D). The preferred directions (PD) of the muscle 
synergies relevant to accelerating a hand were rotated to the 
directions corresponding to the force field during the 
adaptation (Figure 1E). At the same time, a percentage of 
EMG variance explained by each muscle synergy increased 
in W1, 2 and decreased in W3 (Figure 1F). The relation of 
activation traces among 3 synergies was changed in FF trials 
and close to the baseline during WO trials (Figure 2). The 
results indicate that the CNS modulates the spatiotemporal 

recruitment of muscle synergies to learn to move in the 
environment exposed to a velocity-dependent force field. 

Figure 1: Experimental setup (A-C), mean muscle weights in 
muscle synergies (D), peak synergy activation across each 
target direction and trial (E; white dots represent PDs.), and 
change in % of EMG variance explained by each muscle 
synergy from null trials (F; *p < 0.05). 

Figure 2: Spatiotemporal relationship of activation traces 
during movements among 3 muscle synergies across trials. 

CONCLUSIONS 
The change in the PD and contribution ratio of each muscle 
synergy enabled the participants to adapt to a velocity-
dependent force field. The CNS would reduce the high-
dimensional musculoskeletal variables modified in the motor 
adaptation by modularly regulating spatiotemporal 
recruitment of relevant muscles. 
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INTRODUCTION 
Zancolli’s lasso procedure is one of the most popular 
operations for intrinsic muscle deficiency. Omer also 
modified this procedure to loop the FDS tendon around 
the A2 pulley. The differences between the fingertip 
trajectory in these procedures had not been clarified, 
however. Our hypothesis is the trajectory of the fingertip 
forms larger in the A2 pulley insertion group than the A1 
pulley insertion group. 

METHODS 
Six fresh-frozen cadaver hands were used. We exposed 
six tendons (FDP, FDS, EDC, EIP, IOD, IOV) that 
contribute to the index finger motion, and tied a silk string 
into each tendon so that we can pull each tendon 
independently by our computer-controlled apparatus. Two 
stainless steel pins were drilled vertically into the dorsal 
side of the second metacarpal bone and were clamped 
parallel to the ground with the apparatus. Five tendons 
except FDS were pulled by our apparatus to make the 
reference position. We cut the FDS tendon just distal the 
A2 pulley and sutured itself around the A2 or A1 pulley. 
FDP tendon was pulled by 2mm per second separately; 
two seconds after the other tendons were made slack. The 
FDP was pulled from full extended position until the 
index finger becomes fully flexed. Threaded stainless 
steel wires with diameter of 1.6mm were drilled into each 
bone in order to support a triangular platform where three 
optical markers with diameter of 4mm were glued. The 
optical markers were also attached to the base of the 
apparatus. The motions of these markers were recorded 
by a motion capture system. The 3D-CT were obtained to 
calculate the positional relationship between the markers 
and bones. Surface geometries of the markers and bones 
created from the CT images were fit into the marker 
trajectories from the motion capture data to reconstruct 
the bone motion. We measured the finger motion under 
nine different FDS activation levels, 0.00N, 0.10N, 0.20N, 
39N, 0.48N, 0.96N, 1.47N and 1.96N achieved by a static 
weight. First we performed this experiment around the A2 
pulley, and then performed around the A1 pulley. 

RESULTS AND DISCUSSIN 
Figure 1 show the fingertip trajectory in the A1 and the 
A2 group in one specimen. The fingertip trajectory forms 
larger arc in the A2 group (Omer modification) than in the 
A1 group (original Zancolli) with the lower activation 
levels. In the A1 group, the PIP and DIP joint start flexing 
faster than in the A2 group with lower activation levels 

(Fig. 2). These findings suggest that Omer modification 
may indicate better results to enlarge finger trajectory 
than original Zancolli’s procedure in a weaker FDS 
muscle power.   

         A1                                          A2 
Fig. 1: The fingertip trajectory under nine different FDS 
activation levels 

         A1         A2 
Fig.2 The joint angles of each joint 

CONCLUSIONS 
The arc of fingertip trajectory is larger in the A2 group 
the in the A1 group especially with lower activation levels. 
In the A1 group, the PIP and DIP joint start flexing faster 
than in the A2 group with lower activation levels. Omer 
modification is superior for finger trajectory than original 
Zancolli’s procedure in a weaker lumbrical muscle power. 
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INTRODUCTION  
Osteoarthritis (OA) of the basal thumb joint is a very 
disabling degenerative joint disease. It stands among the 
most common types of arthritis and can lead to severe 
articular pain and loss of mobility and strength. Such 
symptoms are usually caused by the degradation of the 
articular cartilage, whose primary function is to distribute 
load and avoid excessive peak pressure on the subchondral 
bone [1]. While it is known that cartilage thickness 
diminishes with OA progression, the mechanical 
properties of healthy human trapeziometacarpal (TMC) 
cartilage have not yet been assessed. Such information is, 
however, important to improve our understanding of TMC 
joint mechanics in the context of OA development. 
The objective of this study was to assess the mechanical 
properties of first-metacarpal (MC1) and trapezial 
cartilage using a protocol combining indentation testing 
with contrast-enhanced computed tomography (CECT). 

METHODS 
The TMC joint of 16 fresh-frozen cadaver hands (10 
female, 6 males, age: 66-101 years) was excised and the 
stiffness of the articular cartilage was assessed at nine 
articular sub-regions using a standardized indentation 
testing device (Mach 1, Biomomentum Inc, Laval, 
Quebec, Canada) with a spherical indenter (1 mm 
diameter). Indentation parameters were kept constant for 
each specimen (indentation depth: 0.1 mm, velocity: 0.5 
mm/s, relaxation time: 10 s). This novel indentation 
protocol automatically detects cartilage orientation and 
moves the spherical indenter perpendicularly to the 
articulating surface. The compressive Young’s modulus 
was calculated using an elastic model based on the force-
position data [2]. 
A CECT imaging method was used to enhance cartilage 
visualization and to facilitate cartilage thickness 
measurement. Each sample was immersed in a cationic 
contrast-agent solution (CA4+, concentration of 12 mg of 
iodine/mL) mixed with protease inhibitors for 48h to allow 
a complete diffusion [3]. CECT images were acquired 
using a High Resolution peripheral Quantitative Computed 
Tomography (HR-pQCT) scanner (Xtreme CT, Scanco 
Medical, Zurich, Switzerland) with an isotropic voxel 
resolution of 41m. Each scan was reconstructed as 
DICOM format, and segmented using a medical imaging 
processing software (Mimics Research 18.0 x64, 
Materialise, Leuven, Belgium). Cartilage thickness was 
manually measured perpendicularly to the direction of the 
subchondral bone at each testing location. The differences 
between bones and between articular sub-regions 

(Young’s modulus and thickness) were tested with a 
Welch two sample t-test. 

RESULTS AND DISCUSSION 
The cartilage layer of the MC1 had a significantly higher 
Young’s modulus than the trapezium (p = 0.002) (Figure 
1). In terms of cartilage thickness, no statistical differences 
were found between the MC1 and trapezium. No 
significant changes were observed while comparing 
between articular sub-regions. 

Figure 1: Comparison of cartilage Young’s modulus. 

CONCLUSIONS 
This study is, to our knowledge, the first to report the 
mechanical properties of TMC joint cartilage. Such data 
might lead to more accurate computational simulations and 
therefore improve our understanding of TMC joint 
mechanics and OA development. The results show that 
cartilage stiffness differs between opposing articular facets 
of a single joint. This could imply a higher risk of cartilage 
eburnation at the trapezial facet, as reported by Pellegrini 
[4]. 
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INTRODUCTION  
Widespread trapeziometacarpal (TMC) joint osteoarthritis 
(OA) [1] can impair the upper extremity by up to 50 % [2]. 
Although its etiology is unclear, biomechanical factors are 
implicated in its pathogenesis [3]. Morphology is an 
important biomechanical factor that plays a role in contact 
mechanics, kinematics, and is hypothesized to play a role in 
the development and progression of TMC OA. Providing 
clinicians with tools to identify early onset of OA would 
enable better management and treatment of the disease.  
Statistical shape models can efficiently describe 
morphological variation across a population, and may detect 
subtle differences in bone morphology. Here we present a 
statistical shape model classifier to differentiate 
morphological differences between healthy and early OA 
TMC joint bones and test the efficacy of this model to 
automatically classify degenerative changes in the joint. 

METHODS 
The dominant wrists and thumbs of 49 asymptomatic 
volunteers, consisting of 23 men aged (35.6 ± 13.7) years 
and 26 women aged (42.9 ± 15.3) years, and 75 patients 
with early osteoarthritis (EOA) (modified Eaton stage I [4], 
symptomatic but not radiographic), consisting of 30 men 
aged (59.3 ± 6.5) years and 45 women aged 
(53.1 ± 6.0) years, were imaged with a clinical CT scanner 
at 0.4 mm × 0.4 mm × 0.6 mm. Age and shape R2 = 0.4 [5].  
The 3D reconstructed images were segmented with Mimics 
v12.11 (Materialise, Leuven, Belgium), exported as data 
clouds, and a custom piecewise parametric template mesh 
was constructed. The template mesh was subjected to a 
series of coarse to fine fits that was followed with principal 
component analysis (PCA), and repeated until a training set 
of maximally correspondent meshes were obtained. This 
training set was used to train the statistical shape model.  
Linear discriminant analysis (LDA) was performed on the 
mode weights between healthy and EOA subjects to create 
an LDA classifier. Using the classifier, mean healthy and 
early osteoarthritic TMC joint bones were reconstructed and 
a pointwise-distance map was calculated. A leave-one-out 
sensitivity and specificity of the classifier was evaluated. 

RESULTS AND DISCUSSION 
The first ten principal components of the statistical shape 
model accounted for over 90 % of the total variance in 
morphology present in the training set. The leave-one-out 
RMS error was 0.39 mm, smaller than the voxel dimensions, 
indicating that sufficient training was performed. The 
absolute pointwise-distance plot (Figure 1) indicated that 
local morphology varied by as much as 2.5 mm 
(p = 0.0015). The articular surface was, on average, 1.5 mm 
deeper in EOA trapezia than in healthy trapezia. Protrusions 
along the ridges of the articular surface were present in early 

osteoarthritic subjects, with the volar beak of the metacarpal 
exhibiting 2.5 mm protrusions. Such bony changes have 
been previously reported and are believed to be a result of 
volar beak ligament degeneration. Protrusions of a similar 
size were also identified on the scaphoid facet of the 
trapezium. These protrusions may be early stage osteophytes 
that may not be visible on x-rays.  

Figure 1: Absolute pointwise distance between LDA based 
reconstructions of early osteoarthritic (EOA) TMC bones 
and healthy, non-osteoarthritic TMC bones. 

The LDA classifier achieved a leave-one-out sensitivity of 
82.7 % and a specificity of 71.4 %.   

CONCLUSIONS 
Statistical shape modelling combined with LDA and 
pointwise distance mapping provided a quantified and visual 
presentation of the subtle differences between healthy and 
early osteoarthritic TMC joints. Our findings support the 
hypothesis that any radiographic changes indicate that 
osteoarthritic degeneration is well underway. Although the 
differences were subtle, the LDA classifier achieved a 
sensitivity of 82.7 % and specificity of 71.4 %.  
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INTRODUCTION  
The human thumb is capable of a wide variety of functional 
tasks. This is mainly attributable to the unique anatomy of 
the saddle-shaped first carpometacarpal (CMC) joint, which 
allows a large movement arc in all 3 axes whilst also 
permitting a significant degree of joint surface translation.  

Because of the degree of freedom possible in the CMC joint, 
degenerative changes often arise initially from ligament 
attenuation, leading to abnormal joint movement, and 
eventuating in debilitating arthritis [1].  

Whilst in vitro cadaveric studies and static in vivo 
radiological studies have provided some insight into the 
complex and intricate movement of the thumb, these 
methods are limited by their ability to accurately assess 
dynamic CMC kinematics in human subjects during 
functional tasks. In the present study, we use 4-dimensional 
computed tomography (4D CT) to define the movement of 
the CMC joint during common physiological movements.   

METHODS 
The Aquilion-One high speed CT scanner (Toshiba; 
Monash Medical Centre) is used to acquire rapid images 
during physiological movements of normal thumbs in four 
volunteers. The movements include abduction, opposition, 
and pinch. Images during these movements were then 
reconstructed into (Fig 1) and analyzed using specialized 3D 
manipulation software (Blender). Anatomical landmarks 
were defined as per Cooney et al[2], and movement of the 
metacarpal was adjusted for a fixed trapezium in space. 
Tait-Bryan yaw-pitch-roll (abduction/adduction-
flexion/extension-axial rotation) convention with extrinsic, 
right-handed, active Euler rotations were used to describe 
the position of bones in space. Dynamically changing joint 
ligament lengths were measured during movement by 
calculating distance between known landmarks of ligament 
insertion.  

RESULTS AND DISCUSSION 
A complex combination of movements occurs in the CMC 
joint during physiological actions. These include a large 
rotational arc along all 3 axes. Significant gliding and 
translation of the articular surfaces also occur and reach up 
to 6mm. The deep anterior oblique (beak) ligament and the 
dorsoradial ligament lengths vary during movement and in 

general, change inversely relative to each other. 
Instantaneous centers of rotation is not static and shifts 
widely from the center of the trapezium depending on the 
action performed.  

Figure 1: Reconstruction of 4D CT with metacarpal and 
trapezial axes during opposition movement of the thumb 

CONCLUSIONS 
We describe a method to accurate assess and quantitatively 
measure CMC joint movement using high resolution 4D CT. 
This allows a new way to visualize the complex movement 
of this joint in vivo and dynamically calculate ligament 
lengths and rotational pivot centers during physiological 
movements. Further investigation will shed light on how 
movements in arthritic and reconstructed CMC joints differ 
from normal subjects.  
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INTRODUCTION  
Lower limb and low back pain and injury are prevalent in 
artistic gymnastics [2, 3]. The purpose of this study was to 
determine the effect of sport rules on the biomechanics of 
landings in artistic gymnastics. In this study the backward 
somersault dismount was examined for three foot positions; 
landing with the feet together (current competition landing 
technique), landing with the feet shoulder width apart, and 
landing with two feet together followed by a step backwards 
(formerly permitted on floor for women). This abstract 
reports the ankle, knee and hip joint reaction forces. It was 
hypothesized that the lower extremity joint reactions forces 
would be highest to lowest when performing the feet 
together condition (FT), the step backwards technique (SB), 
then the feet apart condition (FA). 

METHODS 
Seven female artistic gymnasts aged 10-15 years (Height = 
145.3 ±11.6 cm; Mass = 37.5 ±8.9 kg; Competition Level = 
7 ±2) were recruited for this study following institution 
ethics approval, as well as participant and parent 
assent/consent. Following a warm-up, the gymnast’s bony 
landmarks on their trunk, legs and feet were identified and 
marked using 18 small retroflective ball markers (12.7 mm 
diameter, Innovision Systems, Columbiaville, MI, USA). 
The landing techniques were executed from a backward 
somersault off a 90 cm high foam vaulting box (A13-129, 
Acromat, Australia) to replicate the velocity conditions of 
apparatus dismounts. The gymnasts landed onto two 3 cm 
carpeted landing mats (Total Depth = 6.4 cm, AB-100, 
Acromat, Australia). The order of the techniques was 
randomised between the gymnasts.  
A nine-camera three-dimensional motion capture system 
(Vicon, Oxford, United Kingdom, 250 Hz) and two 
portable, multicomponent force platforms (OR6-6-2000, 
AMTI, Watertown, MA, U.S.A., 1000 Hz) embedded in the 
landing surface captured the gymnasts landing movement. 
The Vicon dynamic full body plug-in-gait model was used 
to calculate kinematic and kinetic data. All Vicon data were 
smoothed using a Woltring filter with a mean square error of 
20. The peak resultant ground reaction force and impulse
were identified and normalised with reference to the 
gymnast’s body weight for each landing technique. Cohen’s 
effect size (ES) statistics were used to determine if there was 
a clinical difference between the landing techniques. Effect 
sizes above 0.19 were considered as showing a difference 
worthy of consideration (small = 0.2 to 0.59, moderate 0.6 
to 1.19 and large >1.2 [1]). 

RESULTS AND DISCUSSION 
The peak ground reaction force, impulse, and peak joint 
reaction forces for the ankle, knee and hip are summarized 
in Table 1. The FA technique had the lowest external 
(ground) and internal (ankle, hip joint) forces. On average, 
however, the landing impulse was the same for the SB and 

FA techniques, which were lower than for the FT technique. 
Small differences (effects) were identified between the FA 
technique and both the FT (ES: Peak Force = -0.299, Hip 
Force = -0.213) and SB (ES: Peak Force = 0.292, Hip Force 
= 0.249) techniques for peak ground reaction force and the 
hip joint reaction force. Small differences were also 
identified between the FT and both the SB (ES = 0.335) and 
FA (ES = 0.389) techniques for impulse. A small difference 
was identified between the FA and SB techniques for the 
ankle joint reaction force (ES = -0.235). 

Table 1: The ground (external) and joint (internal) reaction 
forces for gymnastics landings with three foot positions. 

M SD M SD M SD

Peak Force (BW)
 2,3 13.42 2.17 14.21 3.86 12.98 4.55

Impulse (BW.s)
 1,3 0.86 0.12 0.82 0.24 0.82 0.28

Ankle Joint Reaction 

Force (BW)
2 7.22 7.77 7.83 6.01 6.78 7.14

Knee Joint Reaction 
Force (BW)

7.25 6.69 6.52 5.42 6.01 6.04

Hip Joint Reaction Force 

(BW)
2,3 7.29 5.19 6.54 3.38 6.04 4.26

Measure
Feet Together Step Back Feet Apart

Notes: M and SD denotes mean and standard deviation 
respectively. Small effects are indicated as 1between SB and 
FT, 2between FA and SB, and 3between FT and FA. 

CONCLUSIONS 
This study showed that the sports rules in artistic gymnastics 
that govern foot position during landings after an apparatus 
dismount, affect the external and internal loading patterns on 
the gymnast’s body. In other sports such as basketball and 
volleyball, athletes typically land with their feet apart. It was 
revealed that landing with the feet positioned shoulder width 
apart generally resulted in lower external ground reaction 
forces and internal reaction forces, especially for the hip 
joint. Lower hip joint reactions may be desirable in 
gymnastics due to their potential relationship with hip and 
lower back injury.  
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INTRODUCTION  
Pirouettes are fundamental turns performed in ballet dance 
that can be performed as single or multiple body rotations 
[1,2]. Mechanically, there are many ways to accomplish a 
larger number of whole-body rotations about a vertical axis 
(e.g., via increasing the magnitude of the horizontal ground 
reaction force (|RFh|), position vector length (|rcm|), 
changing the direction of the RFh in order to increase sinθ, 
etc.) [1].  

We expected that the strategies dancers used to increase 
angular impulse generated from double to triple rotations 
would be the same as the strategy used from single to double 
rotations (at a within-subject basis).  

METHODS 
Skilled dancers (n=9) volunteered to participate and 
provided informed consent. These dancers performed single, 
double, and triple pirouettes. The pirouettes were initiated in 
a stationary “fourth position” with each foot supported by a 
forceplate (Kistler, 1200Hz). The phase of interest in this 
study was the turn initiation phase, during which, dancers 
generate the linear and angular impulse required during the 
turn phase immediately following. Music with 81+/-1 bpm 
was used to standardize the initiation phase duration [1,2].  

Segment kinematics were captured using a custom marker-
set that enabled estimation of the initial total body center of 
mass (Optitrack, 100Hz) [3]. The impulse-momentum 
relationship was used to calculate the total body center of 
mass trajectory, which was used in order to calculate the 
angular impulse generated. To study the mechanisms used to 
increase the moment applied at each leg about a vertical axis 
through the total body center of mass, the variables 
contributing to the moment applied by the horizontal 
reaction force were quantified during a subphase of each 
leg’s ground contact time before each leg’s peak moment. 
This subphase was defined as the 25% turn initiation phase 
duration before the peak moment [2].  

Within-subject non-parametric statistical methods were used 
in order to see if each dancer increased the angular impulse 
from double to triple turns in the way that she increased it 
from single to double turns. Cliff’s analog of the Wilcoxon-
Mann-Whitney test and a step-down Fisher-type analysis 
was performed using R software (R-project) [1,2].   

RESULTS AND DISCUSSION 
Five dancers increased the angular impulse and moment 
generated by at least one leg during initiation of a triple vs. 
double turn, however all dancers did so during initiation of a 
double vs. single turn (Figure 1). Only two dancers 
increased the magnitude of the horizontal reaction force and 
no one increased sinθ from double to triple turns (compared 
to eight and five, respectively, from single to double turns). 
Interestingly, one dancer (subject 9) switched from 
generating more angular impulse with her turn leg during 
singles and doubles to predominantly generating angular 

impulse with her push leg, via increases in the position 
vector length. Even though music with a constrained tempo 
was used to standardize the turn initiation phase duration, 
the turn phase duration tended to be greater with increased 
rotational demand, which could enable dancers to generate 
similar amounts of angular impulse between turn types.  

Figure 1: Bargraphs of the mean (SD) angular impulse 
generated by the push and turn leg per subject during the 
initiation of single (green), double (blue), and triple (red) 
pirouette turns. Statistically-significant differences in each 
variable between single and double turns are denoted with “†” 
and those found between double and triple turns are denoted 
with “‡” at the push leg (orange) and turn leg (purple). The 
bottom portion of the figure displays these symbols if there 
were statistically-significant increases in the following: 
moment, horizontal reaction force magnitude (RFh), position 
vector length (rcm), sinθ, or the turn phase duration.  

CONCLUSIONS 
These strategy-related findings can assist development of 
dance training technology and guidelines and advance our 
understanding of turning mechanics. Furthermore, this 
approach can be used to study how other types of turns are 
accomplished, such as gait redirection or cutting maneuvers. 
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INTRODUCTION  
The gymnast gains kinetic energy swing down from 
handstand position to hanging elements on the bars. Hence 
a considerable part of elastic energy is transmitted to the 
flexible bars as they bend in response to the gymnast’s 
body shapes and positions. Dynamic simulations for High 
Bar movements and Parallel Bar movements with bar 
strain indicate that gymnast utilizes the dynamic strain of 

the bars to complete movements on bars [1,2,4].  Player 
can bend the flexible wooden bars to gain maximum 
amount of elastic energy when the player reaches the right 
bottom position of the movement. A part of this elastic 
energy causes to lift the player to complete long swing 
double tucked saltos on bars to upper arm support.  

In this research, we observed the special vibration pattern 
of wooden parallel bars and metal posts after releasing the 
hands. This vibration patterns represent the correct force 
application and body positions to minimize the execution 
errors of the long swing double tucked saltos on bars to 
upper arm support.  

METHODS 

The mass 50kg player performed 4 repetitions of ‘Long 
swing double tucked saltos on the bars to upper arm 
support’. The static stiffness constants of wooden bars 
were calculated using static force-displacement 
measurements of middle point of wooden bars and those 
consistent with International Gymnastic Federation’s 
apparatus testing procedure [3]. Synchronized ten 
ViconT40(100Hz) camera set up and 14 mm reflective 
markers system were used to capture the dynamic 
movements of parallel bars and player. Hence observed 
coordinates of relevant markers throughout dynamic 
movements and calculated kinematic and kinetic values 
using Matlab R2014b software.    

The Player started elements with four different phases 
such that changing the direction, place of the bars and 
initial shape of the body. Dynamic movements of middle 
points of the bars, tops of the metal posts and makers on 
the player’s body were observed.       

RESULTS AND DISCUSSION 
Figure 1 represents 8 phases of the movement pattern of 
the long swing double tucked saltos to upper arm support. 
Phase AB indicates that player starts the element with 
stable steady handstand position on the middle point of the 
parallel bars. In this phase, player pulls and pushes the 
bars to swing down. Player reaches the horizontal position 
near to the point B and gains some elastic energy from the 

bars and reaches the bottom of the swing at the point C 
(34mm from neutral position of the bars) in the figure. At 
the point D, player starts to release his hands from the bars 
and completely releases the bars at point E. The phase EF: 

Figure 1: Vertical displacement of the middle point of the 
wooden bar corresponding to the movement pattern of the 
long swing double tucked saltos to upper arm support. 

Player is completing his rotations independent of parallel 
bars. If player can apply specific force at the releasing 
phase, we show that the middle point of the bars vibrates 
according to the natural frequency (16.6Hz). In this 
situation, player performed this particular element without 
any execution errors. At the point F, player starts to land 
on the bars with upper arm support and completes the 
element at the point H with complete equilibrium passion 
of the handstand on the bars.    

CONCLUSIONS 
Complete released element such as long swing double 
tucked elements on the bars can be performed artistically 
without execution errors if player can apply the right force 
to generate natural frequency of the parallel bars.    
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INTRODUCTION  
The barbell deadlift is a common resistance training exercise 
that has been utilized primarily by athletes to elicit muscular 
adaptations in strength, power and hypertrophy. Recently, 
this exercise is gaining popularity in clinical settings for its 
effectiveness in restoring motor function and increasing bone 
mineral density [1,2]. As understanding the stresses of this 
exercise is important in addressing its safety and efficacy, it 
is critical to understand the kinetic effects that different 
deadlift techniques impose on the joints. Two common 
deadlift techniques are the low-hip deadlift (LHDL) and the 
high-hip deadlift (HHDL).  The techniques differ in the 
starting position of the bar relative to the foot (subsequently 
altering shank and torso angle) such that the bar is positioned 
over the metatarsal-phalangeal joints for the LHDL and over 
the navicular bone for the HHDL. Significant differences 
between these techniques has been shown for horizontal bar 
displacement [3]. This suggests that additional kinematic and 
kinetic differences may exist but this has yet to be examined. 

The primary purpose of this research study was to compare 
differences in peak knee, hip and L5-S1 joint moments 
between LHDL and HHDL. It was hypothesized that, due to 
the difference between techniques in initial bar placement, 
torso and shank positions between the techniques, the HHDL 
would create a significantly lower moment at the knee but a 
larger moment at the hip and L5-S1 joints in comparison to 
the LHDL.  

METHODS 
Ten healthy adults participated in this research study (age: 
24.3 ± 3.1 years; height: 176 ± 6.1 cm; weight: 97.2 ± 19.6 
kg; sex: 8 males). Eight participants were competitive 
powerlifters and two were competitive weightlifters with 2 to 
12 years of lifting experience. All participants had competed 
in their respective sports within the past year.  

Prior to testing, each participant performed a warm-up of light 
aerobic exercise, dynamic stretching, and progressive 
deadlifts up to 65% of their self-reported one repetition 
maximum (1RM).  Each participant then performed the 
LHDL and HHDL in a randomized order for three sets of a 
single repetitions at 85% of their deadlift 1RM. Rest periods 
were allowed between lifts. The technique was standardized 
based on a published protocol [3].    

Kinematic data were collected for all trials using a 3D motion 
capture system (VICON, Centennial, CO, fs=100Hz) with 44 
reflective markers. Hip centers were estimated using 
published regression equations [4].  The virtual location of 
the L5-S1 joint was estimated from standing at the vertical 
level of the posterior superior iliac spine (PSIS) and anteriorly 
half-way between the PSIS and hips and tracked using pelvis 
markers. Kinetic data were simultaneously collected using 
two in-ground force plates (OR6-7, AMTI, Watertown, MA, 
fs=2000Hz). The kinematic and kinetic data were then used 
to calculate joint moments at the knee, hip and L5-S1 joint 
using standard inverse dynamics techniques via custom 

routines written in Matlab (v2006b, Mathworks, Natick, 
MA).  Knee and hip joint moments were averaged across both 
limbs and all moments were normalized to total weight (body 
+ weights) x height.  Peak sagittal extensor moments during 
the lift were selected. Statistical analysis was completed using 
SPSS software (version 24). All measures were compared 
between conditions using a dependent samples t-test (α = 
0.05).  

RESULTS AND DISCUSSION 
The starting position of the body segments were significantly 
different between techniques with the torso angle greater 
(more horizontal) at the start of the HHDL condition (71.4° 
vs 63.8°, p=<0.001) and shank angle greater (more 
horizontal) at the start of the LHDL condition, (20.8° vs 
11.4°, p=<0.001). No significant differences between lifting 
conditions were seen for hip extensor (p=0.177) and L5-S1 
extensor moments (p=0.563). Knee extensor moments were 
significantly greater during the LHDL in comparison to the 
HHDL (p=<0.001) (Figure 1). Therefore, the hypothesis was 
only partially supported. 

Figure 1: A comparison between peak knee, hip and L5-S1 
moments during the LHDL and HHDL. * indicates 
significant difference between LHDL and HHDL  

All moments peaked during the initial 12% of lift ascent, 
inferring this is the most demanding portion of the lift on all 
joints.  Results from this study suggest that changing torso 
and shank angle during the initial deadlift pull alters the knee 
moment while moments at the hip and L5-S1 joint remain 
unchanged.  

CONCLUSIONS 
Findings from this study support the notion that the HHDL 
technique should be desired when attempting to minimize 
stress at the knee joint. More importantly, results suggest that 
altering shank and torso angle is not an effective approach to 
reducing moments generated at the low back. 
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INTRODUCTION  
Swimming is a sport in which motion analysis can have a 
significant impact on. The importance of precise training is 
highlighted by minute time gaps in international 
competitions.  

The most sophisticated systems available for tracking and 
improving swimmer performances at present are 
implemented with multiple cameras and markers [1] or only 
a set of cameras [2]. Refraction under water can affect the 
accuracy of these systems. These sophisticated and often 
expensive camera systems are less affordable and 
inaccessible to the average swimmer and coach. Inertial 
Measurement Units (IMU) technology using wearable 
sensors has been an alternative solution due to portability 
and affordability. 

More recently, Inertial Measurement Units have been used 
in obtaining swimmer parameters or more directly relatable 
measurements associated with performance [3]. The 
contribution of these to improving critical parameters is 
somewhat limited improvements can be made by proper 
examination of the 3D kinematics of a swimmer.  

This paper focuses on the identification and application of 
Micro Electromechanical Systems with IMUs to obtain 
swimmer parameters for front crawl and for 3D motion 
reconstruction.  

METHODS 
The sensing system consists of 11 motion tracking devices 
placed as in Figure 1(a). Since the wireless communication is 
highly distorted under water, the network of the sensor 
modules was done as a “wired swimming suite”. Also 
because of the maximum bus length of an Inter-integrated 
circuit (I2C) link is less than 1 meter, an I2C extender is used 
in each sensor module. As the sensor modules should be 
waterproofed, the fabricated PCBs which consist of IMU 
sensors and I2C extenders were sealed using a silicon 
sealant. Then the waterproofed sensor modules were placed 
in a swimming suite. The sensing system is powered by a 
2000mAh Lithium Ion Polymer battery which is capable of 
powering the sensing system for 2h.  

The data processing algorithm of the system uses 
accelerometer, gyroscope and magnetometer readings as raw 
input data and stores them in a database after data fusion. 
These fused data are then converted into quaternions, which 
represent the orientation of each limb of the swimmer. The 
software backend of the application is capable of calculating 
any joint angle using quaternions, such as elbow 
flexion/extension, shoulder flexion/extension, shoulder 
abduct/adduct, shoulder internal rotation/external rotation. 
as well as the overall orientation of the body also can be 
analyzed using this application. Additionally, the 3D 
reconstruction of the swimmer’s motion shown in Figure 

1(b), was developed as a real-time standalone software 
application.  

The 3D post-reconstruction of the swimmer’s performance 
using the software enables coaches to offer better feedback. 
The tool can also provide and analyze the breathing pattern, 
kick pattern and stroke pattern which are important 
performance measurements. In addition, patterns of pitch 
and roll angle variations too can be observed.  

Swimmers were clustered into elite, average or novice 
categories based on their performances. Data related to the 
full body motion of the swimmer, was collected and stored. 

Figure 1. Sensor placements and a 3D visualization of a basic arm 
movement 

RESULTS AND DISCUSSION 
The sensing system for the arms, sense data at a rate of 
33Hz, which is sufficient to sample the arm movements of a 
swimmer which takes a minimum time of 0.75s to complete 
one stroke.  The tool which comprises of the sensor kit and a 
standalone application with a graphical user interface is 
capable of measuring any joint angle including elbow angle, 
which is ideally 1100 - 1200 in front crawl. In addition, it can 
measure the pitch angle representing body balancing and the 
roll angle representing body rotation.  

Upon application to swimmers, elite and novice, 
distinguishable differences were observed. According to 
experimental results an elite swimmer has a body balancing 
angle of 70±70. The roll angle of an elite swimmer varies 
consistently between ±800 while swimming. The roll angle 
of novice swimmers varies between ±500 and it’s not 
consistent. 

CONCLUSIONS 
Experimental results show that the swimming performance 
could be improved based on the above factors. Therefore, 
this system which can evaluate above parameters can be 
used as a performance evaluating mechanism in swimming 
coaching.  

REFERENCES 
1. Qualisys underwater motion capture,

http://www.qualisys.com/ 
2. Swimpro Swimming motion capture system,

http://www.swimmingcam.com/ 
3. Robert Mooney, et al., Inertial Sensor Technology for

Elite Swimming Performance Analysis: A Systematic 
Review, Sensors, 16,18, 2016

 



BILATERAL COORDINATION, VARIABILITY AND ASYMMETRY OF GAIT: ARE DIFFERENT IN 
WOMEN AND MEN WITH FIBROMYALGIA?  

Jose Heredia-Jimenez, Eva Orantes Gonzalez 
1University of Granada, Spain. 

Corresponding author email: herediaj@ugr.es 
INTRODUCTION  
In fibromyalgia (FM) patients, the gait analysis provided 
useful information about pain tolerance and physical status 
[1]. Gait asymmetry, variability of gait and bilateral 
coordination of gait had shown different values in a patient 
with a motor movement disease and healthy subjects.   
A previous study concluded that women with FM showed 
higher gait variability and bilateral gait coordination than 
healthy women [2]. However, no previous studies had 
included men in the analyzed sample.  
To clarify the effects of FM in gait disorders in men and 
women, the present study compares bilateral coordination, 
variability and asymmetry of gait in women and men with 
FM. 

METHODS 

We analyzed 15 women with FM (age 47.2±8.8 years; 
height, 1.62± 0.10 m; body weight, 70.3± 14.8 kg) and 10 
men with FM (age, 46.8±9.6 years; height, 1.74±0.10 m; 
body weight, 83.1± 7.5 kg); who met the American College 
of Rheumatology´s criteria for fibromyalgia. All participants 
were volunteers and they provided informed consent to 
participate in the study. 
Participants walked five trials at self-selected speeds along 
18.6 m of walkway. A GAITRite mat (GAITRite system; 
CIRSystems Inc.,Clifton, USA) was positioned in the 
middle of the walkway to avoid acceleration and 
deceleration walking periods. Before that, participants 
completed a familiarization period.  
Velocity in both groups was normalized. The variability of 
gait was computed using the equations proposed by 
Hausdorff et al. [3]: Coefficient of variation (CV) of swing 
time, CV of stance time, CV of step time and step width. 
The bilateral coordination of gait was measured through the 
relationship between the step timing of the left and right legs 
[4]. Besides, the gait asymmetry (GA) was analyzed through 
the ratios, indexes, and GA of swing time and stance time 
according to the equations of Patterson et al. [23]. 
Normality of data was conducted with Shapiro Wilk test. 
Unpaired t-test (parametric variables) or Mann–Whitney test 
(non-parametric variables) were used to compare gait 
parameters between groups. 

RESULTS AND DISCUSSION  

Normalized velocity was similar in both groups (FM 
women: 0.28 + 0.05 dimensionless; FM men: 0.28 + 0.04 
dimensionless).  Any of the parameters analyzed related 
with variability of gait, bilateral coordination and symmetry 
values of gait showed significant differences between 
women and men with FM (Table 1).  

Table 1. Variability of gait, bilateral coordination and 
symmetry values of gait between women and men with FM 
expressed as mean (standard deviation). 

Although previous authors have shown contradictory results 
of the impact of FM in men and women in parameters such 
as pain level perception or fatigue, in bilateral coordination, 
variability and GA, both groups were affected in the same 
way walking at self-selected speeds.  
A previous study compared women with FM and healthy 
women, obtained higher differences in the gait parameters 
analyzed in this study when women were walking at fast 
speeds [2]. So for future studies, a higher of velocity could 
be included in the study to determine if bilateral 
coordination of gait, variability and GA is different in men 
and women with FM.   

CONCLUSIONS 
Men and women with FM did not report different values of 
bilateral coordination of gait, variability and GA walking at 
self-selected velocity.  
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INTRODUCTION  
Control of toe clearance and step placement is shared by 
kinematic organization between the stance and swing limb 
[1]. Evaluating control of the vertical and horizontal 
dimension of the swing limb is addressed through the 
concept of synergies and motor redundancy [2]. Natural 
perturbations during steady-state walking appear to be 
monitored by a hierarchical locomotor control system [3]. 
Understanding the way the control system organizes the 
structure of kinematic variability within the swing limb 
effector system can help gait retraining methods that are 
designed to facilitate adaptable gait patterns in clinical 
groups at risk of falls [4].  

The Uncontrolled Manifold hypothesis (UCM) quantifies 
synergies using geometric relationship that maps element 
variables with a goal variable. A geometric manifold is 
defined in the space of segment angles, representing when 
covariation of elemental variables meets a task-relevant 
goal. Combinations of elemental variables that map points 
parallel to the manifold reflect redundancy in the task (i.e. 
goal-equivalent variance). Alternatively, the set of points 
orthogonal to the manifold plane reflect non-goal equivalent 
variance. The synergy strength of an effector is based on 
the structure of the variance about the manifold, defined by 
the ratio of goal-equivalent and non-goal equivalent 
variance (UCMratio). The UCM theory expects that a 
relatively higher UCMratio (>>1.0) reflects task stability, 
requiring relatively less control intervention [5]. We 
examine the effect of 1) age and 2) effect of response to 
change effector length on the UCMratio.  

METHODS 
28 healthy elderly and 28 healthy young participants 
completed 10 minutes of treadmill walking at preferred 
speed. 3D kinematic data of lower limb segments were 
collected from 9-camera OPTOTRAK CERTUS system 
(NDI, Waterloo, Canada). Kinematic data from the swing 
limb was exported and processed in Visual3D (C-Motion, 
USA). All kinematic signals were time-normalized to the 
swing phase: this included vertical and fore-aft dimensions 
of a swing-limb effector (vector from hip to distal toe); 
sagittal plane segment angles of the foot, shank and thigh; 
vertical trajectory of the toe. Segment lengths were obtained 
from model reconstruction in Visual3D. Two successive 
events derived from the sinusoidal trajectory of the vertical 
toe position, first maximum (MX1) and minimum (MTC), 
were used as reference states for defining four state-relevant 
time slices (from MX1+6% to MTC-6%, Figure 1). 
According to the change in vertical length of the swing-limb 
effector between MX1 and MTC, each swing phase cycle 
was classified into one of three sub-groups (strong, 
moderate, weak) that reflected the strength of the response 
to initial condition of effector length at MX1. The method of 
the Uncontrolled Manifold hypothesis was applied at the 
four state-relevant time slices, using input from segment 
angles and segment lengths [5]. A mixed ANOVA assessed 

main effects and interactions of age and response during the 
critical mid-swing period between MX1 and MTC.  

RESULTS AND DISCUSSION 
The synergy parameter UCMratio was significantly greater 
than 1 for both young and elderly groups (p <.001). There 
was a significant main effect for response (p<.05). There 
was a significant interaction of age and state on UCMratio 
(p<.05). There was a significant interaction of response 
(comparing between weak and moderate) and state on 
UCMratio (p<.05).  

Figure 1: UCMratio of the vertical dimension of swing limb 
effector. A) & B) profiles for UCMratio for young and elderly 
across states and response types; C) interaction of age and 
time (collapsing response data); D) interaction of response 
and time (collapsing age data).  

Ageing affects the synergy of the swing limb, which 
increases as mid-swing approaches. For the elderly, the 
length of the swing limb is invariant to perturbations in 
segment angles. Consistent with minimum intervention 
principle of UCM hypothesis, a ‘strong’ change to limb 
length is associated with weaker synergies [5].  

CONCLUSIONS 
Toe clearance control is important to reduce falls risk in 
elderly population. This study shows that ageing may be 
associated with less intervention to control the swing limb 
length as the MTC event approaches. Future work will need 
to assess if this is beneficial, or problematic, for reducing 
the risk of tripping.  
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INTRODUCTION  
Clinical implications of an asymmetric gait pattern led to our 
interest in restoring gait symmetry in clinical populations. 
Our initial goal was to develop a symmetry index that 
provides a comprehensive representation of the patient’s 
symmetry based on the differences between bilateral lower 
limb and trunk kinematics. We developed, and tested 
experimentally, a global gait symmetry index (GGA) that was 
successful at distinguishing artificially induced asymmetry 
on a group level [1]. Unfortunately, in a follow up study the 
GGA demonstrated poor intersession repeatability and 
reliability [2]. In hopes of improving the repeatability and 
reliability, we removed potentially unreliable joint angle 
components from the GGA. For example, non-sagittal plane 
kinematics are accepted to be less reliable, and are thus 
excluded from popular gait indices such as the AsymGPS [3] 
(a global symmetry index which  only includes sagittal plane 
kinematics of the knee and ankle), the GDI [4] and GPS [5]. 
The aim of this study was to verify whether intersession 
agreement and reliability of the GGA is affected by the 
inclusion of non-sagittal plane joint kinematics. 

METHODS 
Twenty three healthy adults (age, 34.8 ± 7.3 years; mass, 66.4 
± 9.2 Kg; height, 1.70 ± 0.07 m) provided informed consent 
and underwent two gait analyses, performed approximately 
one week apart. Kinematic data were collected at 200 Hz 
using markers and 13 cameras (Qualisys Oqus), and an eight-
segment 6 DOF model was built (Visual3D, C-Motion). 
Symmetry was quantified using two indices: the GGA, which 
included 15 angular components (all three components of the 
hip, knee and ankle joints, as well as trunk-pelvis and pelvis-
lab angles) and a variation of GGA (GGA_GPS), which 
included the nine angular components typically used in other 

indices (three components of the pelvis-lab and hip angles, 
the sagittal components of the knee and ankle and foot 
progression angle). Both indices were computed thus: 

, where i represents the angle components described above 
and li,t and ri,t are the values of these angles obtained for the 
left and right sides, respectively, at each percent of the time 
normalised gait cycle (101 points). 

 More details on marker placement, modelling and data 
processing can be found elsewhere [2]. Intersession 
agreement and reliability were assessed based on the 95% 
Limits of Agreement (95% LOA), the standard error of the 
measurement (SEM), the minimal detectable change (MDC) 
and the intraclass correlation coefficient (ICCc,k) (for the 
equations used see Cabral et al [2]). All data were processed 
and analysed in Visual 3D 5, SPSS 21 and MS Excel 2010. 

RESULTS AND DISCUSSION 
The intersession agreement and reliability of GGA and 
GGA_GPS were similar, being both very poor (Table 1). 
Surprisingly, the GGA_GPS was slightly less repeatable than 
the GGA, despite it not including non-sagittal plane 
kinematic variables. This suggests that inclusion of the non-
sagittal plane components of joint angles did not have a 
detrimental effect on the index’s function. The GGA, 
therefore, need not disregard what may be important 
kinematic asymmetries in the frontal and transverse planes 
[2], but the source of the poor intersession agreement is still 
unknown. 

Table 1: Intersession agreement and reliability 

CONCLUSIONS 
The inclusion of potentially less reliable, non-sagittal plane 
joint angle components does not cause poor intersessional 
agreement of the GGA. Further refinements of the GGA, 
which are underway, have shown preliminary promise. 
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INTRODUCTION  
Synchronization of oscillatory activity amongst cortical 
neurons and along corticospinal pathways during 
locomotion indicates cortical control of human gait [1,2,3]. 
However, the temporal and frequency characteristics, their 
relationship and task-dependencies, and afferent/efferent 
components of corticospinal interactions are poorly 
understood. 

METHODS 
We investigated event-related cortical power, 
corticomuscular coherence (CMC), and the corresponding 
phase spectra during treadmill and overground walking in 
22 healthy, young adults. Participants walked at their 
preferred speed (4.2, SD 0.4 km h-1), which was matched 
across both gait conditions. Electroencepahlography (EEG) 
was recorded from 10 cortical sites according to the 
international 10-20 system, electromyography (EMG) from 
two leg muscles (tibialis anterior left/right) and temporal 
gait cycle events via foot switches. Time-dependent CMC 
relative to heel strike was assessed between EEG from 
bilateral sensorimotor cortices and EMG from the 
contralateral tibialis anterior (TA) muscle. 

RESULTS AND DISCUSSION 
Motor cortical power and CMC at beta frequencies (13-30 
Hz) were increased during the double support phase of the 
gait cycle for both overground and treadmill walking. High 

beta (21-30 Hz) cortical power during double support was 
significantly increased during overground compared to 
treadmill walking. The phase spectra revealed a time lag of 
~15 ms from EEG to EMG, indicating that corticospinal 
interactions at beta frequencies were governed by efferent 
activity.  

Phasic modulation of beta-band synchronization indicates 
that cortical control of human gait is not continuous but 
confined to the double support phase of the gait cycle. We 
interpret these findings within a Bayesian framework of 
motor control suggesting that beta-band synchronization 
may provide a mechanism for coding prediction errors 
during walking.  

CONCLUSIONS 
Frequency-band-dependent differences in cortical 
synchronization between overground and treadmill walking 
suggest altered cortical control for the two gait modalities, 
emphasising the task-dependent sensitivity of cortical 
processes during walking in humans. 
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INTRODUCTION  
The determination of gait variability is both a standard as 
well as sensitive approach for identifying and assessing 
individuals with mobility impairments, such as in patients 
with Parkinson’s disease or multiple sclerosis. However, 
nonlinear approaches that are able to account for the 
dynamic nature of human locomotion might be more 
suitable in quantifying an individual’s intrinsic ability to 
compensate natural external perturbations during walking 
and thus prevent falling [1, 2]. Here, use of the largest 
Lyapunov exponent (LyE) has increased in popularity as the 
approach assumes inter-stride dependence during 
continuous walking [3]. One important obstacle hindering 
exploration of the dynamic nature within walking however, 
is the requirement for large and continuous sets of 
consecutive gait cycles [4], which are difficult to capture in 
lab settings without discontinuities due to turning etc. While 
motorized treadmills are generally used to overcome this 
issue, they lead to non-physiological walking patterns due 
to their fixed walking speed. This paper therefore describes 
a novel approach to concatenate discontinuous sets of time-
series collected using standard walking protocols, in order 
to yield a single large time-series with continuous sets of 
consecutive gait cycles, which is then appropriate for 
applying nonlinear methods for evaluating the dynamic 
nature of walking. Finally, in order to test the effectiveness 
of the concatenation approach, LyE was evaluated using 
concatenated time series obtained from multiple short series 
of walking under different bodyweight (perturbation) 
conditions. 

METHODS 
Twenty healthy subjects performed five walking trials 
(each 5 mins) on a treadmill under different weight 
conditions at self-selected walking speeds. Perturbation 
conditions were chosen to be +40% bodyweight (W40), 
+20% bodyweight (W20), 0% bodyweight with harness 
(H00), -20% bodyweight (H20) and -40% bodyweight 
(H40), which were compared to baseline (N00). The 
resulting time series were separated into three different 
sets of shorter time series (STS). Those sets of STSs were 
then concatenated using an algorithm that is based on pose 
identification and matching. LyE were then calculated for 
the raw z-position (vertical) of the right heel marker in all 
time series (5-minute raw time series vs concatenated 
STSs). Mixed factor ANOVA was used to compare the 
effects of concatenation as well as weight-perturbation on 
the resulting LyEs. 

RESULTS AND DISCUSSION 
Mixed factor ANOVA showed significant differences 
between bodyweight conditions (p<0.001) as well as 
between different concatenated STS (p<0.001). The 
interaction of bodyweight conditions and the different 
concatenation trials, however, was not significant 

(p=0.138). A comparison of mean LyE (Figure 1) illustrated 
that conditions with the addition of external weight led to 
the largest divergence at the heel during walking. 
Furthermore, concatenation led to a magnification of 
divergence between cycles with shorter series leading to 
larger divergence. 

Figure 1: Mean value comparison of LyE for all 
perturbation conditions and different concatenated STS. 
The entire 5 min time series (fullTS in red) was compared 
with STSs including 10 intact consecutive cycles (cut1001 
excluding 1 cycle every 10 cycles; in green), 8 consecutive 
cycles (cut0803 excluding 3 cycles every 8 cycles; in blue) 
and finally 6 consecutive cycles (cut0605 excluding 5 
cycles every 6 cycles, in magenta).  

CONCLUSIONS 
Our results indicate that the proposed concatenation method 
can reliably be used for the calculation of LyE, however, 
caution must be exercised in interpreting LyE estimates 
when large number of consecutive cycles have been 
excluded (80% of the cycles excluded). This 
concatenation approach allows researchers to use 
overground walking protocols limited by the field of view, 
and still apply sophisticated nonlinear analysis approaches. 
Furthermore, the method not only allows already collected 
data to be re-analysed, but can also be extended to cross-
platform datasets. In this manner overground walking 
protocols from large datasets (position, accelerometery, 
etc.) and real-world settings can easily be concatenated to 
exclude problematic cycles (e.g. data loss due to visibility 
or hardware-related issues) and used for further analysis and 
interpretation. 
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INTRODUCTION  
Gunshot wounds are one of the major injuries of combatants 
on the battlefield. In Operation Iraq Freedom and Operation 
Enduring Freedom, about 20% of all injuries were caused by 
gunshot wounds and over 90% in the civil war [1]. In 
addition, about 54% of all combat wounds were in the 
extremities [1]. If someone is shot on their extremities, 
excessive bleeding due to artery rupture is usually the major 
cause of death. Therefore, the objective of this study is to 
conduct gunshot wounds simulation for a human thigh using 
a finite element method and to predict artery rupture 
probability depending on bullet speed and the distance 
between shot position and an artery. 

METHODS 
In this study, a finite element method was used to predict 
artery rupture by a gunshot wound. A human thigh including 
two major arteries was modeled based on human 3D scan 
data. The model was simplified to conical shape to minimize 
computational effort assuming that detailed shape of the 
thigh has little effect on artery rupture. Properties of thigh 
muscle were assumed to be equal to those of 10% gelatin. 
Kelvin solid model and Maxwell fluid model were used as 
linear viscoelastic model. Mie Gruneisen equation of state 
and Johnson Cook failure model were also used. Explicit 
solver (ANSYS AUTODYN) was used for finite element 
simulation. The simulation method was verified by 
comparing the gelatin penetration analysis results with 
experimental results [2]. 
We decided whether the arteries are ruptured or not by 
comparing analysis results of the artery maximum strain 
with experimental results of artery yield strain [3]. Artery 
rupture probability can be calculated from below equation. 

 
x

YP f x dx


 
: maximum strainx
: propability density function of yield strainYf

Probability density function of artery yield strain is obtained 
from eighteen yield strain experimental results by the kernel 
density estimation method. 

RESULTS AND DISCUSSION 
Artery rupture probabilities depending on the distance 
between shot position and an artery were obtained (Figure 
1). Bullet speed is 345m/s and angular speed is 8400rad/s. 
As shown in the figure, artery rupture probabilities 
decreased in the quadratic form as the distance increased. In 
addition, artery rupture probabilities depending on the bullet 
speed were obtained (Figure 2). Angular speed of bullet was 
assumed to be changed at the same rate as the bullet speed. 
Also in this case, artery rupture probabilities increased in the 
quadratic form as the bullet speed increased. 

Figure 1: Artery rupture probability vs. distance from shot 
position to artery. 

Figure 2: Artery rupture probability vs. bullet speed. 

CONCLUSIONS 
In this study, the artery rupture probabilities considering 
various shot location and bullet speed were predicted. 
However, validation of simulation results is limited because 
it is impossible to experiment on a human body. But we 
were able to find out the qualitative characteristics of artery 
rupture probability depending on gunshot conditions. This 
research can be used to predict survivability of combatants 
who perform combat mission though battlefield simulation. 
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INTRODUCTION  
Blood marks analysis is a common technique used in 
forensics. However, current methods used have their 
limitations and deviations. The most commonly used 
trigonometric model is based on the linear movement of a 
blood drop, which disregards air resistance and gravitational 
force which affects all mass points in an area of space. 
Specific physical characteristics of a blood drop after its 
separation from a larger blood formation determine its 
spherical shape and typical patterns after impact. 
The main goal of this paper is to map the flight trajectory of 
blood drops in an experimental model with the use of a 
firearm. These trajectories will be compared with 
mathematically definable functions and a mutual relation will 
be established.  

METHODS 
Blood samples with a volume of 100 ml were placed into a 
plastic bag and were shot at. The shot and subsequent blood 
dispersion were filmed by a high speed camera. For the 
purpose of the experiment was prepared wooden chamber 
(dimensions: 2 x 2 x 2 m). Blood samples were shot at from 
a distance of two meters by a Taurus .357 magnum handgun. 
Video to picture image converter software was used to 
convert the recorded video into individual images. These 
images were subsequently processed using GIMP 2.0 
software. 
According shaped patches may be incident angle backward 
subtracted. Spot is elongated in the direction from which it 
came. Line method is the basic method used in determining 
the origin of blood stains. Based precisely on the 
directionality of blood stains. Point of convergence is a point 
or area on a two-dimensional surface, where on the basis of 
directionality the blood traces directed all around. Determine 
the angle of incidence on the basis of the blood spots is 
possible if there is a suitable surface, which prevent it soak in 
and is not otherwise damaged. Balthazard formula described 
the incidence angle and the dimension of a blood droplet:   

where α is the angle of incidence drops, W is 
the width and L is the length of the blood spots. 

RESULTS AND DISCUSSION 
Based on the physical and experimental models it was 
determined that the real flight trajectory of blood drops may 
be defined by a parabolic approximation while maintaining 
validity for 90 % blood drops. The parabolic approximation 
does not significantly differ from the ballistic curve and real 
flight trajectories in cases of lower flight velocities and blood 
drop sizes of less than 0,5 mm, meaning blood drops located 

in a distance of less than 0,5 m from the point of origin. From 
the progression of the curves capturing the flight of blood 
drops it was ascertained that for the purpose of using 
trigonometric models, it is best to use bloodstains located less 
than 1m from the convergence point, the reason being the fact 
that the deviation caused by the use of the parabolic 
approximation is minimal and doesn’t cross 3 mm.  The use 
of the parabolic approximation with distances of over 2 m 
leads to deviations of more than 3 mm when compared to 
reality. 

Graph 1. Representation of blood drops by size, calculations 
were based on the analysis of the sample with the use of 
GIMP 2.0 software. 

CONCLUSIONS 
The outcome of these comparisons shows that the real world 
flight trajectory differs very little from the ballistic curve and 
parabolic approximation under the given experimental 
conditions. In crime reconstructions the angle of incidence of 
a blood drop impacting a horizontal surface plays an 
important role. In this area the outcomes of the ballistic curve 
and the parabolic approximation are nearly identical, 
especially for blood drops with low initial speeds, which 
constituted the majority under the specific experimental 
conditions. 
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INTRODUCTION  
The aortic media comprises two alternating layers: smooth 
muscle-rich layers (SMLs), which mainly include smooth 
muscle cells, and elastic laminas (ELs), which are mainly 
composed of elastin and collagen. The elastic moduli of 
collagen (approximately 1 GPa [1]) and elastin 
(approximately 0.6 MPa [1]) are much higher than that of 
smooth muscle cells (10–100 kPa [2]), and collagen fibers 
have a wavy shape in low-pressure regions. Thus, elastin 
and collagen fibers have been considered as the main load-
bearing elements at low and high blood pressures, 
respectively. However, the constituents of ELs and SMLs 
are different, suggesting that the deformation in ELs due to 
blood pressure is different from that in SMLs. 
Herein, to investigate the deformations of ELs and SMLs 
and to compare them, we applied pressure to mouse aortas 
under a two-photon microscope and observed the movement 
of elastin and collagen fibers, particularly focusing on 
changes in their waviness.  

METHODS 
A pressure-imposed test was performed on mouse aorta 
under a two-photon microscope. After Slc:ddy mice were 
sacrificed by exposure to carbon dioxide, intercostal arteries 
were cauterized, and thoracic aortas were resected. The 
aortas were stretched in the longitudinal direction to their in 
vivo length, and an intraluminal pressure up to 160 mmHg 
was applied to the specimen using a syringe pump. 
Pressurization was stopped at every 20 mmHg, and 
microscopic images were captured. Microscopic images 
were captured with a two-photon excited laser scanning 
microscope (FV1200MPE, Olympus). A laser wavelength of 
800 nm was introduced to the specimen, and autofluorescent 
light of elastin and second harmonic generation light of 
collagen were detected with a filter set (dichroic mirror, 485 
nm; band-pass filter for fluorescence, 495–540 nm; band-
pass filter for SHG, 400 ± 5 nm). Images were acquired at 
0.5 µm intervals in the light axis. 
Image analysis was performed with ImageJ 1.47v (National 
Institutes of Health). Areas of 30 × 30 µm2 were selected, 
and the two-dimensional fast Fourier transform (2D-FFT) 
technique was applied to the selected images. Because high 
intensities were observed in the directions perpendicular to 
the directions of fibers [3], average intensities were 
calculated in every 10° area. As collagen and elastin fibers 
in the aortic media tend to align in the circumferential 
direction of the aorta, the probability distribution of fibers 
was similar to the normal distribution. Thus, we fitted the 
Gaussian function to the distribution with the following 
equation: 
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where, Pbase, Ppeak, αaverage, and σ are fitting constants. 
Because we found that lower waviness causes higher Ppeak 
values in the probability distributions obtained in the 2D-

FFT technique in the preliminary analysis, Ppeak was used to 
evaluate changes in the waviness of the fibers. 

RESULTS AND DISCUSSION 
Typical images of collagen and elastin fibers under low and 
high pressures are shown in Figure 1. Collagen fibers had a 
wavy shape in the low-pressure region, and the waviness 
disappeared with a pressure increase. For collagen fibers, 
Ppeak increased with a pressure increase (p < 0.05), and Ppeak 
in SMLs was significantly higher than that in ELs by 60–
120 mmHg, indicating that collagen fibers in SMLs become 
straight from a lower-pressure region. Images of elastin 
fibers did not show clear wavy shapes. However, Ppeak 
increased only in SMLs with an increase in the pressure, 
indicating that fibers in SMLs have more circumferential 
aligned fibers than those in ELs. These results suggested 
that the aortic media in SMLs stretched more than those in 
ELs. 
More alignment of collagen fibers in SMLs than in ELs may 
be caused by the difference in stiffness around collagen 
fibers. Fibers in ELs might be more difficult to become 
straight due to resistance from surrounding stiff tissues, and 
those in SMLs might be easier to become straight due to 
resistance from soft tissues. Furthermore, the aorta might be 
rotated around the longitudinal axis during changes in blood 
pressure, resulting in higher shear strain and more stretched 
fibers in SMLs than in ELs. Our previous study revealed 
shear strain between layers of the aorta during pressure-
dimeter test [4].  

Figure 1: Typical images of elastin and collagen fibers in 
low and high pressures. 

CONCLUSIONS 
Deformation of elastin and collagen fibers was seen during 
pressurization. The alignment index of collagen and 
collagen fibers revealed that SMLs were more stretched.  
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INTRODUCTION 
Despite the therapeutic progress that has been made over the 
past decades, atherosclerosis still remains the major cause of 
the cardiovascular disease (CVD)1. It is well known that 
cholesterol accumulation in macrophage-derived foam cells is 
the principal component of atherosclerotic plaque. However, 
growing evidences suggests that cholesterol accumulation in 
vascular smooth muscle cells (VSMCs) is much larger than 
previously known, and about 40-50% of the total foam cells 
in the atherosclerotic plaque are VSMC-derived2. These 
macrophage mimicking cells have a reduced ability to remove 
lipid accumulation, as well as dying cells exacerbating 
inflammation in the atherosclerotic lesion.  

It is also known that cholesterol is not only a major factor 
involved in fatty deposition in the atherosclerotic lesion, but 
it also plays an important role as a regulator of cell mechanics, 
spreading, and migration. A further complication is that the 
mechanical environment of the vascular wall undergoes 
progressive stiffening with aging and hypertension, and 
thereby accelerates the development of atherosclerosis. 
Therefore, in this study we investigated the combined effect 
of cholesterol and substrate stiffness on VSMC’s functional 
characteristics such as cell stiffness and adhesion.  

METHODS 
Male Sprague-Dawley rats were used for this study and were 
maintained in accordance with the protocol of the Guide for 
the Care and Use of Laboratory Animals (NIH 83-23, revised 
1996). All the experimental protocols and use of animals were 
approved by the Laboratory Animal Use Committee of the 
University of South Dakota protocol. Rats at 200-250 g were 
euthanized using regulated Carbon Dioxide delivery. Carbon 
Dioxide was delivered at a 30% of chamber/cage volume per 
minute flow rate at a 3 psi for 3 minutes. Death was confirmed 
by absence of both heart beat and blink reflex. Following 
euthanization and bilateral pneumothorax, the thoracic aorta 
was surgically removed and collected.  

Two sets of primary VSMCs were established. One set 
underwent no treatment and were used as controls, while a the 
second was produced using both Fluvastatin (3R, 5S, 6E) and 
Methyl-β-cyclodextrin (Sigma-Aldrich, St. Louis MO) to 
deplete primary VSMCs cholesterol. Primary VSMCs were 
treated with 1µM fluvastatin supplemented with 10 % FBS 
medium for 72hrs and kept in a humidified incubator (Thermo 
Fisher Scientific, Waltham, MA) with 5% CO2 at 370C. In 
parallel, primary VSMCs were treated with 5mM of Methyl-
β-cyclodextrin and for 1 hour and then recovered with serum 
free medium DMEM/F-12 (Life Technologies, Carlsbad, CA) 
for another 1 hr. 

Cell adhesion was measured for 50-70% confluent cells with 
atomic force microscope (AFM, Asylum research) system 
using fibronectin (FN) or N-cadherin coated stylus AFM 
probes on an at 100 nm/sec retraction speed. Cell stiffness was 
tested with spherical AFM probe (5µm diameter) at 1 µm/sec 
indentation speed.  

RESULTS AND DISCUSSION  
Our results showed that cholesterol depletion significantly 
increased N-cadherin mediated cell adhesion by ~20% and 
adhesion probability by ~35%, respectively. While α5β1/FN 
adhesion force significantly decreased upon membrane 
cholesterol depletion.  Moreover, our results suggested that 
cholesterol depletion significantly reduced VSMCs stiffness 
by 47% compared to control cells.  

CONCLUSIONS  
Taken together, these results reveal that membrane 
cholesterol is a key regulator of cellular stiffness and 
integrin/cadherin-mediated cell adhesion. The knowledge that 
we obtained in this project may lead to a novel therapeutic 
strategy that could potentially control and block VSMC 
migration and prevent the formation of atherosclerotic plaque 
by regulating integrin and/or cadherin mediated cell adhesion. 
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INTRODUCTION  
The biomechanical property of peripheral nerves is an 
important factor of diabetes mellitus induced neuropathy. In 
situ circular compression on rats reveals diabetic sciatic nerve 
has higher elastic modulus and longer relaxation time than 
those of the normal nerve [1]. Although hyper-viscoelastic 
properties of ultra-structures of peripheral nerve can be 
estimated by combining parallel compression and inversed 
finite element analyses [2]. However, multiple solutions are 
often obtained. Therefore, a direct mechanical test on fascicle 
is believed to solve the problem. The goal of this study was 
in vitro measurement of visco-elasticity of fascicle of sciatic 
nerves of diabetic rats using atomic force microscopy. 

MATERIALS AND METHODS 
Four diabetic and three (age matched) normal SD rats 
(300~350g) were used. Diabetes mellitus was induced by 
single intraperitoneal injection of streptozotocin when the rats 
were 8-week old. The rats were then maintained in a 
hyperglycemic state for 8 weeks. On the day of experiment 
the rat was anesthetized with an intraperitoneal injection of 
Zoletil 50 of 0.2 ml. A segment of sciatic nerve of 15 mm 
long was dissected from the lower limb and placed on a petri-
dish coated with type IV collagen. Two micro-needles were 
employed to tease the nerve into isolated fascicles and the 
larger fascicle was left on the dish. The fascicle was dried in 
air over night and 3 ml phosphate-buffered saline (PBS) was 
redropped into the dish before the experiment. 

An atomic force microscope (Agilent 5500 AFM system) was 
employed to scan the fascicle surface in liquid phase by 
contact mode with a contact force of 0.6~0.8 nN. Then a tip-
less cantilever with a spring constant of 0.03N/m was utilized 
to compress on the top of fascicle. Each fascicle was first 
preconditioned by five cyclic compressions to displacement 
of 2500 nm from the contact position at a rate of 200 nm/s. 
After that, a compression-and-hold test was performed with 
the same maximal displacement and rate but the cantilever 
was held on the final position for 140 s. 

The quasi-linear viscoelastic (QLV) model was employed to 
describe viscoelasticity of all fascicles. The reactive force F(t) 
in response to a displacement (t) is given by [3]: 
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power law for instantaneous elastic response, E1 the 
exponential integral function, c the viscous constant, and1 
and2 the initial and terminal time constants of the relaxation 

function. All the parameters (A, B, c,1 and2) were obtained 
by using an efficient algorithm [1]. 

RESULTS AND DISCUSSION 
In general, the diameter of a diabetic fascicle was smaller than 
that of a normal fascicle. Due to glycation, the diabetic 
fascicle had thicker collagen fibril than the normal fascicle. 
The results are consistent with [4], showing up regulation of 
collagen in rats wtih diabetes mellitus. Typical force-
displacement curves of a normal (N3) and a diabetic fascicles 
(D3) fitted quite well by the corresponding QLV models (Fig. 
1). The peak force of fascicle D3 was higher than that of 
fascicle N3 when subject to same displacement. The mean 
parameters of the power law of the normal vs. the diabetic 
fascicle are: A (0.404 vs. 0.594) and B (1.225 vs. 1.127) and 
for the QLV model, c (0.040 vs. 0.018), 1 (0.015 vs. 0.005) 
and 2 (1706.1 vs. 2838.2). The results reveal that the diabetic 
fascicle is stiffer and less viscous than the normal fascicle. 
The results are in good agreement with previous studies on 
the whole nerve [1]. 

Figure 1. Force histories of normal (N3) and diabetic (D3) 
fascicles (dot lines) compared with the results of QLV model 
simulations (solid lines). 

CONCLUSIONS 
A new method based on atomic force microscopy was 
developed for in vitro parallel compression of nerve fascicles. 
The diabetic fascicle is stiffer and more viscous than healthy 
fascicle. The fascicles of both the healthy and diabetic rats are 
less viscous than the whole nerve. Further study will be 
inverse finite element analyses of the parallel compression to 
obtain constitutive equations of the fascicles. 
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INTRODUCTION  
Internal knee mechanics result from complex interactions 
between passive ligamentous structures, articular contact, 
limb dynamics, and neuromuscular coordination. 
Understanding the contributions of each of these factors to 
knee behavior can enable improvements in surgical 
treatments for knee pathologies. Dynamic musculoskeletal 
simulation is a potentially powerful approach to gain insight 
into these interactions. However, conventional 
musculoskeletal models rely on a simplified representation 
of the knee [1], which doesn’t include ligaments or contact. 
Further, musculoskeletal models often presume mean 
parameter estimates, thereby ignoring the inherent 
uncertainties in model predictions. In this abstract, we 
describe a multibody knee model and simulation framework 
which leverage recent advancements in musculoskeletal 
simulation, statistical shape modeling, and high throughput 
computing (HTC). The framework is used to stochastically 
simulate muscle, ligament and cartilage loading during 
complex movements such as gait.  

METHODS 
The three-body knee model has six degree-of-freedom 
tibiofemoral and patellofemoral joints (Figure 1). Fourteen 
ligaments are represented by bundles of nonlinear springs. 
An elastic foundation model is used to compute contact 
pressure between articular cartilage surfaces [2]. The 
ligament attachment and articular geometries are 
constructed from subject-specific MR images [3] or 
generated from a statistical shape model to investigate 
population variability [4]. A novel simulation routine, 
Concurrent Optimization of Muscle Activations and 
Kinematics (COMAK), simultaneously predicts muscle 
forces, ligament loads and cartilage contact pressures that 
are consistent with overall movement dynamics [3]. We 
leverage HTC to perform thousands of independent 
simulations in parallel, allowing us to perform extensive 
sensitivity studies. By parameterizing the constitutive 
properties, neuromuscular coordination patterns, and knee 
geometries as population distributions, we are also able to 
use HTC to perform Monte Carlo simulations to assess the 
influence of parametric uncertainty on simulated knee 
mechanics.  

RESULTS AND DISCUSSION 
COMAK is able to simulate internal knee mechanics over a 
gait cycle in less than 30 minutes on a standard desktop 
computer. When deployed in parallel on a HTC grid, several 
thousand stochastic gait simulations can completed in a few 
hours [3]. The framework has been used to investigate the 
influence of ligament properties on cartilage contact 
pressures during walking [3]. We have also simulated the 
effects of patella height on the behavior of the knee extensor 
mechanism in normal and crouch gait [5]. 

The COMAK solution technique and HTC enable 
increasingly complex simulations of internal joint 
mechanics to be performed. In our own lab, we are using the 
framework to simulate the influence of surgical factors on 
knee behavior following anterior cruciate ligament (ACL) 
reconstruction and patellar tendon advancement (PTA) 
procedures. The knee model and COMAK simulation 
routine were initially implemented in custom code, but are 
now being ported into OpenSim 4.0. Model predictions, e.g. 
cartilage contact pressures, can be visualized in FEBio 
(Figure 1). A webinar demonstrating the use of OpenSim 
with the freely available HTC resources of the Open Science 
Grid is available online [6]. 

CONCLUSIONS 
Advances in imaging, shape modeling, solution algorithms 
and computing resources enable the simulation of detailed 
joint mechanics during movement. These advances provide 
a powerful platform to simulate complex orthopedic 
procedures and predict the effect of surgical factors on joint 
behavior during functional movement.  
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Figure 1: The simulation framework uses the following freely available resources: OpenSim (http://opensim.stanford.edu) for 
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INTRODUCTION  
Recent advances in the design of assistive exoskeletons have 
proven that reducing the metabolic cost of walking is a 
feasible endeavor [1]. Musculoskeletal modeling and 
simulation can be used to enhance our understanding and the 
design of these devices: simulated devices can be tested 
without limitation, for specific objectives, and over many 
subjects and scenarios. Recent studies have sought to 
understand how an exoskeleton device, similar to that in [1], 
affect plantarflexor muscle mechanics and energetics [2, 3]. 
Modern optimal control techniques show promise in 
overcoming the challenges of earlier computational tools 
(e.g., sensitivity to parameters [4] and long computation 
times), and allow one to readily optimize device parameters 
with global objectives (e.g., integrated over a motion). In this 
study, we utilized an existing optimal control framework [4] 
to find spring stiffness values for an assistive ankle device 
such that muscle effort of walking was minimized. To assess 
the promise of our approach for simulation-based design of 
exoskeletons, we compared our metabolic cost reductions and 
optimal spring stiffness to those from a recent experimental 
study [1]. 

METHODS 
We collected motion capture data of 6 male individuals 
walking overground. We simulated the stance phase of the 
data, as this was the portion of the gait cycle during which the 
clutched spring in Collins et al. [1] was engaged. We used 
these data with the OpenSim software package (version 3.3) 
[5] to compute trajectories of joint angles, joint moments, 
muscle-tendon lengths, and moment arms. These quantities 
are inputs to the optimal control framework [4]. 

We first used the optimal control framework to solve for 
muscle excitations that achieved the observed motion while 
minimizing the sum of squared muscle excitations and 
activations (unassisted condition). The musculoskeletal 
model included 5 degrees of freedom (ankle, knee, and hip 
flexion; hip abduction, hip rotation) from one leg, and 40 
muscle-tendon actuators. We then added a spring to the ankle 
of the model to produce an assistive torque, and solved a new 
optimal control problem to obtain the stiffness (and resting 
length) of the spring that minimized the same measure of 
effort (assisted condition). We estimated the change in 
metabolic cost from the spring using the energetics model of 
Umberger and colleagues [6]. To compare our results to those 
from a recent experiment [1], we also solved a series of 
optimal control problems wherein we fixed the stiffness of 
the spring.  

RESULTS AND DISCUSSION 
The optimal spring stiffness for minimizing muscle effort, 
averaged over all subjects, was 133 N-m/rad, with values 
ranging from 98 to 180 N-m/rad for individual subjects 
(Figure 1, red dots). The spring resulted in an average 

reduction in metabolic cost of 2.8%, with values ranging from 
-0.2% to 7.8% for individual subjects. Similar to the 
experimental results reported by Collins et al. [1], we 
observed a bowl-shaped relationship between the change in 
metabolic cost and the spring’s stiffness. The optimal 
stiffness found by Collins et al. was 180 N-m/rad, with which 
they achieved an average reduction in metabolic cost of 7.2%. 
One potential reason why our optimal stiffness is lower is that 
unassisted soleus activation was lower than we expected, 
based on our EMG measurements. The spring reduced 
activity of the soleus and tibialis anterior, but medial 
gastrocnemius activity remained similar to that from the 
unassisted condition (Figure 1). 

Figure 1: Left panel: Change in metabolic rate versus spring 
stiffness, compared to the experimental results of Collins et 
al. [1]. Right panels: Simulated muscle activation with no 
spring and with the optimal spring, averaged over 6 subjects. 

CONCLUSIONS  
We used an optimal control framework to optimize the 
stiffness of a passive ankle exoskeleton, and achieved results 
that bore similarity to experimental findings. This suggests 
that this method may be a valuable approach for studying the 
interaction between muscles and exoskeletons. The 
framework was able to solve for optimal spring stiffness 
efficiently, with each optimal control problem converging in 
under an hour. An interesting area of future work is to 
understand the factors leading to varying optimal stiffness 
and metabolic savings across subjects. 
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INTRODUCTION  
Predictive simulation is a potentially powerful approach for 
designing assistive devices to restore mobility and for 
improving the efficacy of rehabilitation protocols. Most 
musculoskeletal models used to simulate gait following 
unilateral transtibial amputation assume the prosthesis is 
rigidly affixed to the residual limb. Also, many such models 
represent the prosthesis by simply removing the ankle 
muscles and replacing them with a rotational spring at the 
ankle joint. These modeling choices may limit the predictive 
utility of the model-based design approach, as there is 
considerable motion at the residuum-socket interface [1] and 
the dynamics of the prosthesis are different than a spring-
actuated biological ankle. Directly modeling the socket-
residuum interface is of considerable clinical relevance, as 
skin lesions due to loads on the residual limb within the 
socket are a major concern for people who use a prosthesis. 

It is unknown if including socket dynamics in a 
musculoskeletal model will affect the basic gait patterns 
predicted for walking, or if realistic socket motions and 
loads can be predicted. Therefore, the purpose of this study 
was to compare simulations of walking in people with 
unilateral transtibial limb loss using models of the prosthesis 
and socket interface of different levels of complexity. 

METHODS 
The models of limb loss were based upon a reference model 
with 9 segments, 11 degrees of freedom and 18 Hill-type 
muscle actuators, with motion restricted to the sagittal plane. 
The four limb loss models were: a simple model with the 
right ankle muscles replaced by a rotational spring (Simple); 
a model with an amputated right shank segment and a 
passive prosthesis rigidly affixed to the residual limb 
(Rigid); a prosthesis model that permitted socket pistoning 
(Pist), and a prosthesis model that permitted socket flexion 
and pistoning (FlexPist) (Fig 1A). The socket flexion, socket 
pistoning, and prosthesis flexion motions were treated as 
viscoelastic. Due to the presence or absence of specific 
articulations, the limb loss models varied from 10-12 
degrees of freedom. The five models were identical except 
for the presence and representation of the prosthesis. 

Simulations of walking at 1.2 m/s for a full gait cycle were 
generated via the OpenSim API using direct collocation [2]. 
Model controls and states were optimized to minimize the 
sum of cubed muscle activations and the deviations from 
experimental able-bodied joint kinematics (Exp; Fig 1B). 

RESULTS AND DISCUSSION 
Kinematic deviations from the able-bodied gait data were 
greater in the limb loss models than for the reference model 
(Fig. 1B), and mirrored kinematic adaptations seen 
experimentally in people with unilateral transtibial limb loss 
[3]. Simulations generated using the various limb loss 
models generally resulted in similar joint kinematics (Fig. 
1B), ground reaction forces and muscle activations, with the  

Figure 1: A) Model configurations; B) right/affected side 
joint kinematics; and C) socket kinematics and kinetics. 

Simple model predicting different ankle kinematics in stance 
than the other three limb loss models. The two models with 
dynamic socket-residuum interfaces predicted realistic 
kinematics [1] (Fig. 1C), with approximately 6º of peak 
socket extension and 2.5 cm of peak axial compression 
during stance (Fig. 1C). The loads predicted at the socket 
interface were considerable (Fig. 1C) and represent targets 
that can potentially be altered or reduced using predictive 
simulations of new prosthesis designs or other clinical 
interventions. 

CONCLUSIONS 
Musculoskeletal models with a simple representation of the 
prosthesis may be useful when only the gross kinematics 
and kinetics of the body are of concern. However, models 
that include the dynamics of the socket interface provide a 
distinct advantage in that the effects of novel prosthesis 
designs or rehabilitation protocols on loading of the residual 
limb may be evaluated. 
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INTRODUCTION  
Hill-type muscle models drive computational simulations 
that seek to reproduce the dynamics of measured movement. 
However, current models, parameterized using the best 
available data, are often "too weak" to reproduce the net 
joint torques generated by healthy adults. Two possible 
explanations are that, (i) the models’ maximum isometric 
strength is based, in part, on muscle masses measured from 
elderly cadavers, and (ii) broad muscles, with heterogeneous 
fibre lengths, may be assigned force-generating properties 
that are not well characterized by scaling the behaviour of a 
single sarcomere to whole muscle [1]. 

This study tests a new explanation for why Hill-type models 
may appear weak: they neglect the contractile properties and 
recruitment patterns of slow and fast fibres. Most models 
used in simulations assume a single contractile element 
(CE). However, skeletal muscles have a mix of slower and 
faster fibres with distinct contractile properties, and the 
fibres’ recruitment patterns may vary depending on the 
demands of the task [2]. We hypothesized that a Hill-type 
model with two CEs, representing independently recruited 
slower and faster fibres, can generate time-varying muscle 
forces comparable to those predicted by a 1-element model 
– while requiring substantially less total excitation.

METHODS 
We tested our hypothesis by analysing a series of forward 
dynamic simulations that reproduced measured ankle 
mechanics during cycling. First, we generated a set of 
“nominal” simulations in OpenSimTM [3] using an ankle 
model actuated by two muscle-tendon units (MTUs): a 
plantarflexor and a dorsiflexor, each represented by a 1-
element Hill-type model. The simulations reproduced the 
joint angles and crank forces of an elite female cyclist who 
pedalled on an instrumented ergometer at five different 
cadences: 60, 80, 100, 120 and 140 RPM, all at a 13N m-1 
load [4]. We obtained nominal predictions of muscle forces 
and excitations using computed muscle control [5]. Next, we 
generated 500 “test” simulations in which the plantarflexor 
was replaced by a 2-element Hill-type model. Our 2-element 
plantarflexor comprised a near-massless block and three 
MTUs (two proximal to the block and one distal). The two 
proximal MTUs functioned as the CEs and were assigned 
properties of slow and fast fibres; the distal MTU had 
properties of tendon. We prescribed the ankle mechanics 
from the nominal simulation while predicting the block’s 
motion and systematically altering the excitations applied to 
the CEs. In particular, we varied the total excitation of the 2-
element plantarflexor between 60-105% of the excitation 
predicted from the nominal simulation, and we varied the 
distribution of the total excitation applied to the fast and 
slow CEs between 0-100%. Finally, we quantified the RMS 
errors between muscle forces derived from the nominal and 
test simulations, identifying simulations in which the 1- and 
2-element plantarflexor models generated similar force.  

Figure 1: RMS errors for forces derived from the nominal 
and test simulations for 60 RPM (left) and 140 RPM (right). 
The crosses mark the test simulations that yielded forces 
most comparable to the nominal simulations – yet required 
less total excitation.  

RESULTS AND DISCUSSION 
As hypothesized, the 2-element plantarflexor required less 
total excitation than the nominal plantarflexor to generate 
comparable forces (Fig. 1). This result was true at all 
cadences, but was especially evident at higher cadences. At 
60 RPM, the test simulations with the smallest RMS errors 
required just 94% of the excitation predicted by the nominal 
simulation. At 140 RPM, the 2-element plantarflexor 
required just 77% of the excitation predicted by the nominal 
simulation.  

RMS errors were smallest when about 65% of the total 
excitation was applied to the fast CE. Surprisingly, this 
distribution did not vary with cadence. However, at the 
higher cadences, the forces predicted by the 2-element 
plantarflexor were sensitive to the distribution assumed. For 
example, at 140 RPM, the RMS errors deteriorated rapidly 
when the fast CE was assigned less than about 40% or more 
than about 80% of the total excitation applied (Fig.1, right).  

CONCLUSIONS 
Considering the contractile properties and recruitment 
patterns of slower and faster muscle fibres may help 
improve the fidelity of muscle-driven simulations and 
increase the apparent strength of models. These strategies 
may be particularly applicable to studies of muscle 
coordination during rapid movements, in which shorter 
contraction-relaxation cycles are required. In future studies, 
refined “nominal” simulations are needed that consider the 
metabolic cost when solving for muscle excitations, and 
additional “test” simulations are needed that distribute the 
total excitation to the CEs in a time-varying manner.  
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Spinal pain is a leading cause of years lived with 
disability, with massive associated socioeconomic 
costs. More than half of those affected by an acute 
episode of pain still report pain and disability one year 
later. Assessment and management of chronic spinal 
pain disorders is an international challenge and comes 
at great individual and societal cost. Most conservative 
treatments for spinal pain often rely on a “one size fits 
all” approach and show only small to moderate 
treatment effects, with one treatment showing little 
superiority over another. Importantly, these minimal 
gains rarely last in the long term and it is this lack of 
long term effectiveness which impacts on return to 
work or optimal function. Effective and early 
management of pain and neuromuscular function via 
exercise is promoted as a critical element of 
management for spinal pain, recommended by clinical 
practice guidelines internationally. Yet, like other 
conservative treatments for non-specific pain, the 
effects of exercise are typically only small to moderate 
with little evidence of superiority of one exercise 
program over another. 

A number of studies have revealed the complexity and 
individual variability of neuromuscular and 
biomechanical adaptations accompanying pain, and 
the heterogeneity between patients with respect to the 
contribution of physical features to their chronic pain 
disorder. Recent evidence of biomechanical and 
neurophysiological adaptations in people with spinal 
pain will be presented in this lecture which 
collectively supports the assumption that the outcome 
of exercise interventions can be optimized when better 
targeted towards each individual. By the end of the 
lecture participants will be able to recognize the 
variability of movement and neuromuscular changes 
associated with spinal pain and appreciate the scope 
and limitations of exercise for the relief of pain and for 
restoration of optimal physical function.  
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INTRODUCTION  
Multicellular dynamics have a key role in determining the 
macroscopic behaviors of living tissues during development, 
homeostasis, and disease. Especially, based on chemical 
regulatory pathways, autonomous tissue dynamics emerge 
from the integration of various cell mechanical behaviors in 
three-dimensional (3D) space, such as cell deformation, 
movement, division, and apoptosis. Typical examples of 3D 
multicellular dynamics are the epithelial deformation in 
morphogenesis, the collective cell migration in cancer 
metastasis, and the regeneration of high-order tissue 
structures. However, while such 3D multicellular dynamics 
is fundamental to general soft tissue dynamics, little is about 
how individual cell behaviors are spatiotemporally 
coordinated across the macroscopic tissue dynamics. To 
investigate general multicellular dynamics, we developed a 
versatile mathematical model for simulating 3D 
multicellular dynamics based on the 3D vertex model 
framework1-7. 

METHODS 
In the 3D vertex model, an individual cell shape is 
represented by a polyhedron comprising the arbitrary 
number of polygons. Each polygon expresses the boundary 
face between neighboring cells, and comprises the arbitrary 
numbers of vertices and edges. Since all polygons are shared 
by neighboring polyhedrons, all vertices and edges compose 
a single network that expresses the entire structure of a 3D 
cell aggregate (Fig. 1).  

In the network, as a topological constraint, each vertex 
is connected to exactly four edges, by which each vertex 
coordinate corresponds to a meeting point of exactly six 
boundary faces. Moreover, the topology of the network and 
the numbers of vertices and edges are dynamically 
rearranged to express the changes in the configuration and 
number of cells. 

RESULTS AND DISCUSSION 
The model enables to express the entire degree of freedom 
of multicellular kinetics at the single cell level, i.e., cell 
deformation, rearrangement7, division6, and death1 in 3D 
space. Moreover, the model expresses active and passive 
mechanical behaviors of individual cells such as cell 
viscoelasticity and active force generation4. Furthermore, by 
coupling intercellular molecular signaling with cell 
mechanical behaviors, the model successfully expresses the 
coupling phenomena of mechanical deformation and 
chemical patterning3. Computational simulations using the 
model provided quantitative predictions of 3D multicellular 
dynamics at the single cell level. Several studies have 
demonstrated the applicability and usefulness of this model 
for analyzing general multicellular tissue mechanics, such as 
epithelial deformation and collective cell migration. 

CONCLUSIONS 
This study focuses on understanding the self-organizing 
mechanisms of living tissues in the processes of 
development, homeostasis, and disease. To investigate well-
organized dynamics of multicellular tissues in the living 
body, we developed a powerful mathematical tool to analyze 
dynamics of general multicellular tissues, and revealed the 
regulation mechanisms of the autonomous processes of 
organogenesis. This work will contribute to the multiscale 
biomechanics of tissue dynamics by bridging the mechanical 
hierarchy of structures and functions ranging from the 
microscopic cellular level to the macroscopic organ level. 
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INTRODUCTION  
Cells in the epithelial tissue are physically organized by the 
formation of cell-matrix and cell-cell adhesions. The later 
are mediated by the calcium-dependent cell adhesion 
receptor called E-cadherin (E-cad), and are required for 
development1-4, while a loss of these adhesions is associated 
with cancer development and metastasis.5 E-cad is a 
multidomain protein wherein the extracellular domain 
(ECD) forms the adhesive homotypic interaction while the 
intracellular domain (ICD) interacts with the cytosolic β- 
and α-catenin as well as the actin cytoskeleton.2-4,6-9 A force-
dependent conformational change in α-catenin allows 
sensing of mechanical tension in the tissue.10-16 Here we 
study the mechanism of cell-cell adhesion formation and 
mechanical signaling using hybrid live cell-supported lipid 
bilayer assays, which has been successfully utilized in 
dissecting adhesion and signaling by a number of other 
receptors including the T-cell receptor17-19, the EphA2 
tyrosine kinase20,21 and integrin receptor22-24. 

METHODS 
Adhesion formed by MKN28 epithelial cells on supported 
lipid bilayers functionalized with fluorescently labeled E-
cad-ECD was monitored by epi-fluorescence microscopy 
while cell-bilayer contact was imaged by Reflection 
Interference Contrast Microscopy (RICM). Activation of α-
catenin was determined by the staining of cells with a 
conformationally sensitive antibody, α18, which binds 
specifically to the active conformation.12 E-cad clusters were 
physically manipulated by creating nanoscale features on the 
substrate using nanolithography.17-21,25 

RESULTS AND DISCUSSION 
Interaction of cells with the E-cad-ECD functionalized 
bilayer resulted in an enrichment of the protein on the 
bilayer. However, very few cells formed adhesion on fluid 
supported lipid bilayers while they did so readily on viscous 
bilayers suggesting a step of kinetic nucleation in the 
process of E-cad clustering. Cells formed micron-scale 
clusters of E-cad by extending and retracting filopodia on 
the bilayer surface.26 Staining of cells adhering to bilayers 
with the α18, either in control or in low acto-myosin tension 
condition, showed the presence of activated α-catenin in 
both conditions. On the other hand, a restriction of E-cad 

clustering by creating physical barriers on the substrate 
revealed that α-catenin is activated during the micron-scale 
clustering of E-cad. These suggest that micron-scale 
clustering induced activation of α-catenin is sustained in the 
absence acto-myosin tension.27 

CONCLUSIONS 
Filopodia retraction-mediated clustering of E-cad involves a 
step of kinetic nucleation, and is associated with a sustained 
activation of α-catenin.1,26,27 
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INTRODUCTION  
  We have been developing a computational biomechanics 
especially on cellular scale physiological flow problems [1-
4]. In cellular scale, fluid motions are typically dominant by 
the viscous effect, not by the inertia, and the flows can be 
assumed as the Stokes flow. To solve Stokes flow problems, 
we used a boundary element method (BEM) because BEM 
can explicitly treat viscous stress jump across cell 
membrane and it shows high accuracy with reasonable mesh 
size and time step. In this paper, we briefly review our 
recent work of cellular scale physiological flow problems 
solved by a BEM. 

METHODS 
  Assume that fluid flow is governed by the Stokes flow. 
Flow field around cells can be expressed by the following 
boundary integral equation: 

v  
1

8
J qdS 


8

v T ndS , (1) 

where  is the viscosity of extracellular fluid,  is the 
viscosity ratio of inner cytoplasm and outer fluid, S is the 
surface of cell membrane, n is the outward unit normal 
vector on the surface, and J and T are single- and double-
layer potentials of the Green’s function, respectively. The 
surface load q is given by the membrane mechanics. The 
membrane is modeled by a hyper-elastic material and the 
equilibrium equation is solved by a finite element method. 
Once the surface load q is given, equation (1) is solved by a 
BEM. 

RESULTS AND DISCUSSION 
  We first investigated single red blood cell (RBC) motions 
flowing through a thin micro-pore (Fig.1a).  The resulting 
RBC deformation towards the flow direction is suppressed 
by increased cytoplasm viscosity, while the gap between the 
membrane and solid wall becomes smaller with the 
cytoplasm viscosity. We analyzed transit time and found 
that the nondimensional transit time increases nonlinearly 
with respect to the viscosity ratio, whereas it is invariant to 
the membrane elasticity. These results will be useful for 
designing a microfluidic device to measure cytoplasmic 
viscosity. 
  We next investigated hydrodynamic interactions of RBCs 
(Fig.1b). The hydrodynamic interaction induces self-
diffusion of RBCs even without Brownian motions. We 
analyzed flow-induced RBC diffusion by calculating the 
pairwise interactions between RBCs in simple shear flow. 
The shear-induced RBC diffusion is significantly 
anisotropic and the diffusivity monotonically decreases with 
the viscosity ratio of inner and outer liquids. The scaling 

argument also suggests that the diffusivity is proportional to 
the shear rate and haematocrit in a semi-dilute environment. 
  We also investigated sperm cell swimming in a fluid flow 
(Fig.1c). When a sperm cell swims in a shear flow, it can 
hydrodynamically change its swimming direction, allowing 
it to swim upwards against the flow. Which suggests that the 
upward swimming of sperm cells can be explained using 
fluid mechanics. Mammalian sperm cells must swim against 
the flow in the oviduct to find the egg cell. Thus such 
upward swimming is important for the fertilization process.  

Fig.1 Computational results of cellular flows (a) single RBC 
flowing through a thin micro-pore (b) hydrodynamic 
interactions of RBCs in a semi-dilute suspension (c) 
upstream swimming of a sperm cell in shear flow near a 
boundary wall. 

CONCLUSIONS 
  In this study, we have developed a computational 
biomechanics on red cell suspensions and swimming of a 
sperm cell. Our findings would be helpful for better 
understanding of cellular mechanics and utilizing micro 
fluidic devices. We expect to develop a model that can 
express biological functions based on mechanics by 
integrating cellular and macroscopic biomechanics in the 
near future. 
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INTRODUCTION 
The cancellous bone is organized into a three-dimensional 
network of single trabeculae, and its strength depends on the 
network. The elastic modulus, strength, and nanostructure of 
single trabeculae are important factors in determining the 
strength of the cancellous bone. Accordingly, a single 
trabecula must be investigated to further understand the 
impact of aging, osteoporosis, and medicines on the risk of 
fracture of the cancellous bone. However, few studies have 
executed measurements of the elastic modulus on a single 
trabecula because of the technically challenges such studies 
present. Furthermore, the nanostructural effects on the 
mechanical properties of a single trabecula have not been 
elucidated, although various studies have been conducted on 
multiscale mechanical characterization in the cortical bone 
[1]. Thus, this study aimed to elucidate the elastic modulus 
of a single trabecula and the nanostructural effects on its 
mechanical properties. 

METHODS 
First, we investigated the elastic modulus of relatively large 
trabeculae by tensile tests and assessed the nanostructural 
effects at the hydroxyapatite (HAp) crystal scale on the 
elastic modulus by X-ray diffraction (XRD) techniques [2]. 
In this study, 18 trabeculae (at least 3 mm in length) were 
dissected from the edges of the cancellous bone in the 
proximal epiphysis of 3 adult bovine femurs. The specimens 
were fixed to thin metal jigs using superglue, and the tensile 
tests were conducted using a small tensile testing device 
under optical microscopic observation. Second, the 
specimens were perpendicularly irradiated with collimated 
characteristic X-rays of Mo-Kα and an XRD pattern was 
detected using an X-ray imaging plate to investigate the c-
axis orientation of the crystals within a single trabecula and 
the degree of crystal orientation, evaluated as <cos2β> [1]. 
To investigate the deformation behavior of the crystals 
under the loadings, tensile tests were also conducted during 
XRD measurements. The HAp crystal strain εH in the 
longitudinal direction was calculated at each loading 
condition. Furthermore, energy-dispersive X-ray 
spectroscopy was performed on the cross-section of the 
specimens to evaluate the mineral content. 

Although such tensile tests are suitable for the observation 
of the crystal deformation behavior, it is rather difficult to 
completely isolate, fix, and examine small bone specimens. 
While three-point bending tests do not require fixation of the 
specimen to a jig with a resin or glue, the tests generally 
require complete isolation of the specimen, deflection 
measurements at high resolution, and very precise loading. 
Therefore demonstrate a novel experimental method to 
investigate the elastic properties of a single trabecula on the 
basis of cantilever bending [3]. The micro-cantilever 
bending (MCB) test does not require a specimen to be 
isolated completely from the cancellous bone, and the 
specimen can be fixed easily during the test. A total of 10 
rod-like trabeculae (1.12 ± 0.17 mm in length) inside the 
cancellous bone were dissected from the proximal epiphysis 

of an adult bovine femur. A specific single trabecula was 
isolated while keeping one extremity connected to the 
cancellous bone. The specimen was fixed into a holder 
almost vertically by embedding the cancellous bone portion 
in the epoxy resin. The load was perpendicularly applied to 
the free end. The elastic modulus in the longitudinal 
direction was calculated from the force–deflection 
relationships. The specimen was assumed to be a vertical 
circular cylinder of orthotropic material, and the shear stress 
was considered to be negligible. Then, we evaluated the 
degree of c-axis orientation of the crystals using XRD. 

RESULTS AND DISCUSSION 
The elastic modulus of single trabeculae was 11.5 ± 5.0 GPa 
by tensile tests [2] and 9.1 ± 5.4 GPa by MCB [3]. There 
was no significant difference between them and the values 
were observed to be at 42% of the cortical bone specimens 
taken from a bovine femoral diaphysis [1]. The mineral 
content was significantly smaller than in the cortical bone 
[2]. The c-axis of the HAp crystals aligned in the 
longitudinal direction within a single trabecula and were 
independent of the bone axis [2]; moreover, <cos2β> was 
smaller than the cortical bone [1]. The crystals were linearly 
deformed under tensile loading and the ratio of εH to tissue 
strain (strain ratio) had significant correlation with the 
elastic modulus [2]. However, the mineral content and 
<cos2β> did not vary broadly and did not correlate with the 
elastic modulus, although there were statistical correlations 
in both single trabeculae and cortical bone specimens, 
suggesting that a single trabecula may have a particular 
elastic modulus and nanostructure locally, and the difference 
in the elastic modulus between trabecular and cortical bone 
tissue may depend on the crystal orientation and mineral 
contents. Furthermore, the strain ratio may represent the 
nanostructure of a single trabecula and would determine the 
elastic modulus as well as mineral content and orientation. 
This study demonstrated the differences of the elastic 
modulus and nanostructure between a single trabecula and 
the cortical bone and the relationship between the elastic 
modulus and crystal orientation and deformation. The 
investigation of the effects of the elastic modulus, strength, 
and structure at the trabeculae scale on the strength of the 
cancellous bone is an essential topic to consider in future 
studies. 

ACKNOWLEDGEMENTS 
The author would like to thank Professors Shigeru Tadano 
and Masahiro Todoh for their scientific advices and S. 
Fukuda, K. Fukasawa, and H. Nagao for their technical 
assistance. The study was partly supported by JSPS 
KAKENHI, Japan (Grants no. 17K14553 and 15K17929). 

REFERENCES 
1. Yamada S, et al., J Biomech, 46:31-35, 2013.
2. Yamada S, et al., J Biomech, 47:3482-3487, 2014.
3. Yamada S, et al., J Biomech, 49:4124-4127, 2016.



RESPIRATORY RESPONSES DURING CLINICAL WALKING AND DAILY-LIFE ACTIVITIES ARE 
DIFFERENT IN PEOPLE WITH CHRONIC OBSTRUCTIVE PULMONARY DISEASE 

1 Sidney Baroi, 2 Renae McNamara, 3 Simon Gandevia, 2 David McKenzie, 1,3 Matthew Brodie 
1 University of New South Wales, 2 Prince of Wales Hospital, 3 Neuroscience Research Australia, Australia 

Corresponding author email: matthew.brodie@neura.edu.au 

INTRODUCTION 
Chronic obstructive pulmonary disease (COPD) is a 
progressive lung disease that is life threatening. Worldwide 
over 65 million people live with COPD [1] resulting in 3 
million instances of early mortality each year. People with 
COPD have impaired ability to transport oxygen across the 
air-blood barrier between the alveoli and capillaries. During 
walking and activities of daily living (ADLs) muscle work is 
increased. People with COPD may have difficulty meeting 
the oxygen demand required to produce cellular ATP 
energy, find walking tiring and are therefore at increased 
risk of sedentarism, cardiovascular disease and depression. 

In the clinic, lung function is often assessed at rest using a 
spirometer to measure forced expiratory volume in the first 
second (FEV1). The GOLD threshold for moderate versus 
severe COPD is 50% of the predicted FEV1 value based on 
patient demographics [2]. However, in daily-life it is not 
known how activity may influence respiratory responses for 
people with moderate to severe COPD. In this paper we 
used a wearable device to measure the effect of walking on 
respiratory frequency (breaths per minute) both in the clinic 
and during daily-life. Contrasting responses between people 
with different severity of COPD are discussed. 

METHODS 
Ten people with moderate to severe COPD (age 72.3 ± 10.8 
years, BMI 28.2 ± 6.9 and FEV1 41 ± 10 % predicted) gave 
informed consent before being assessed at Prince of Wales 
Hospital (ethical approval HREC 15/325). Physical 
assessments included the six-minute walk test (6MWT), the 
30 second sit-to-stand test (STS) and the upper limb 
endurance exercise test (ULEET), 6 minutes lying and 6 
minutes sitting. During the clinical assessments and for the 
subsequent 35 hours participants wore a Zephyr Bioharness 
(www.zephyranywhere.com). The wearable device included 
a flexible strap located at sternum height that measured 
chest expansions and contractions associated with breathing 
and a triaxial accelerometer that measured activity levels. 

RESULTS AND DISCUSSION 
In the clinic, the type of activity performed had a significant 
effect (p<0.001) on respiratory frequency and intensity 
level. Walking (6MWT) increased the breathing rate most. 

Figure 1: Clinical assessment of intensity level and 
respiratory frequency during different activities. 

As 8 of the 10 participants were below the GOLD 50% 
threshold, a median split (37% FEV1 predicted) was used to 
group people as having ‘Severe’ versus ‘Moderate’ COPD. 

During the 6MWT the Moderate group had significantly 
(p=0.04) greater capacity to increase respiratory frequency 
(↑ 29 ± 10 bpm) than the Severe group (↑ 16 ± 7 bpm). 

Figure 2: Increased breathing rate during the 6MWT. 

In daily-life, no difference was observed in the time the 
device was worn between the Moderate (32.3 ± 2.4 hours) 
and Severe (33.1 ± 1.6 hours) groups. The Moderate group 
spent a significantly (p=0.04) greater proportion of time 
being active (23 ± 5 %) than the Severe group (17 ± 3 %). 
This indicates that the Moderate group may have been 
relatively less affected by COPD during ADLs. 

Both groups spent a similar proportion of time (3 ± 2 %) 
engaging in high intensity (HI) ADLs (≥ 0.02 ms-2). 
However, respiratory frequency in the Severe group (26.2 ± 
3.9 bpm) was significantly higher (p=0.008) than the 
Moderate group (17.4 ± 3.8 bpm). This indicates that for the 
Severe group the respiratory systems may have had to work 
harder to meet oxygen demand during ADLs. 

Clinical vs daily-life respiratory response. A significant 
interaction between HI ADLs, the 6MWT and COPD 
severity was observed (2-way ANOVA p=0.01). For the 
Moderate group, breathing rate was significantly higher 
(p=0.008) during the 6MWT (42.4 ± 11.0 bpm) compared to 
HI ADLs (17.4 ± 3.8 bpm). However, for the Severe group, 
the smaller difference in breathing rate between the 6MWT 
(35.0 ± 4.9 bpm) and HI ADLs (26.2 ± 4.0 bpm) did not 
reach significance. This indicates that the Severe group may 
have been at greater risk of exceeding respiratory capacity 
during ADLs than the Moderate group. 

CONCLUSIONS 
The remote assessments revealed differences in respiratory 
responses during exercise for people with Moderate versus 
Severe COPD. The clinical and daily assessments provided 
complementary information that may be useful to prevent 
future hospitalizations. Lager studies are now required. 
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INTRODUCTION  
Metatarsal osteotomy is a decompressive surgical procedure 
for the treatment of metatarsalgia and it involves elevating 
or shortening of the metatarsal. It is known to be effective in 
pain relief by reducing localized plantar load which causes 
compression nerve pain on the forefoot plantar soft tissues 
However, transfer metatarsalgia after surgery may occur due 
to inadequate elevation or shortening distance which causes 
changes in the load transfer mechanism at the metatarsals or 
reduces mechanical stability of the implant [1, 2]. This study 
is aimed to analysis metatarsal sliding osteotomy (MSO), 
one of the several metatarsal osteotomies to treat 
metatarsalgia. Using a plating system to fix the metatarsal 
fragments on wide osteotomy plane, MSO can be very 
effective in providing in mechanical stability. In this study, 
biomechanical effectiveness of MSO was investigated in 
terms of the load transfer mechanism and biomechanical 
stability of the implant by using finite element analysis 
(FEA). 

METHODS 
A previously-validated 3D FE model of the foot was used in 
this study [3]. The MSO surgical models were constructed 
by cutting 2nd metatarsal bone 45° obliquely to the shaft axis 
1.5cm apart from the proximal end, followed by sliding of 
the distal fragment to the dorsal direction. The sliding was 
incrementally repeated for 5 times (model Types 1~5), each 
time by 5% of vertical length of the osteotomy plane. 
Following osteotomy, a Leibinger plating system (titanium, 
4-holes, 1×24mm, Stryker, USA) with four screws (titanium, 
Ø2) was dorsally implanted for bone fixation. The loading 
and boundary conditions for the terminal stance (50% of the 
gait cycle) which generate the maximum load to the forefoot 
was considered. The models were subjected to the 660N 
(110% of the total body weight) ground reaction force while 
the tibia axis angle was kept constant at 60° to the ground. 
And the forces of plantar flexor tendons for the terminal 
stance were applied to the foot bones [4]. To analyze load 
transfer mechanism of the metatarsals, relative changes of 
the peak plantar pressure (PPP) under the metatarsal heads 
and peak principle tensile stress (PPTS) were predicted with 
respect to the pre-operative condition (i.e., intact) as it may 
be related to load transfer at the metatarsals [1]. Tensile 
stress at the metatarsal shaft due to bending of the metatarsal 
may increase as much as load magnitude to metatarsal head 
because of the arch structure of the foot bones. Also, to 
analyze mechanical stability of the implant, peak von Mises 
stress (PVMS) was predicted and likelihood of the yield was 
derived by dividing PVMS by yield stress of titanium. 

RESULTS AND DISCUSSION 

As the sliding distance of the MSO increases (Type 1 →  
Type 5), the more even stress distribution was noted at the 

adjacent metatarsals. The PPP increased by up to 124% and 
117% and 142% as compared to the pre-op for 1st(1MT), 
3rd(3MT), 4th(4MT) metatarsal regions, respectively. 
Similarly, PPTS increased by 114% (1MT), 122% (3MT), 
122% (4MT) respectively. At the same time, PPP of the 
surgically treated region (2MT) gradually decreased to 
82%~41% and PPTS was reduced to 69%~47% of the intact. 
But beyond the 15% sliding (Type 3), the decreasing trend 
of PPTS remained relatively unchanged. Meanwhile, 
mechanical stability increased with the sliding distance. The 
likelihood of yield of implant was gradually decreased as 
sliding distance increases (41% in Type 5) [Fig. 1]. It should 
be noted that increase in load transfer to the 1MT and 4MT 
away from the operated 2MT may suggest effective load 
redistribution after MSO that may be able to further prevent 
metatarsalgia by reducing load at the central forefoot region 
[1]. And the MSO is effective in the aspect that the 
mechanical stability is increased even if the large sliding 
distance is used for the high decompression effect. 

Figure 1: FEA results, (a) Normalized PPP and (b) PPTS, 
(c) Likely hood of yield of implant. 

CONCLUSIONS 

The MSO may decompress gradually at the surgically 
treated region and increase mechanical stability as sliding 
distance increase. But, the sliding distance greater than 15% 
of the vertical length of the osteotomy plane (Type 3) appear 
to be the maximum allowable limit for MSO as the 
effectiveness of the surgery remained relatively as seen with 
PPTS results.  Simultaneously, beyond this point, the load 
transfer to other adjacent joints showed too much increase 
which may further induce metatarsalgia to other metatarsal 
joints. 
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INTRODUCTION  
Hallux valgus is a complex malformation of the first 
metatarsophalangeal joint, where the big toe of the foot is 
deviated laterally. This permanent deviation produces a 
painful swelling of the joint. There is no clear evidence of 
the etiology leading to the development of hallux valgus and 
it could be produced for several factors, such as ill-fitting 
shoes or flatfoot deformity [1-2]. This malformation is more 
frequently found in elderly people and women. Although 
there are several surgical techniques for the treatment of the 
hallux valgus deformity, none of them are completely 
satisfactory [2-3]. The objective of this investigation was to 
develop a new surgical technique for the treatment of the 
hallux valgus malformation. 

METHODS 
Six cadaveric feet with the hallux valgus malformation were 
treated in this study, average age 63.33 years (range 78-49 
years), Figure 1a. The new surgical technique is described 
through the following procedure: surgical approach was 
done from the medial part of the metatarsophalangeal joint. 
The joint capsule was incised longitudinally as shown in 
Figure 1b. The capsule was opened in order to expose the 
bony malformation of the metatarsal head. Then, 
exostectomy of the first metatarsal head was performed. 
The medial side of the metatarsal head was smoothed and 
the abductor hallucis muscle was released. In this stage, the 
big toe is relocated according to its natural position. Once 
the undesirable bone was removed, the surplus tissue of the 
joint was removed and the metatarsophalangeal joint 
capsule was sutured through the capsulorrhaphy technique, 
Figure 1a-c. Finally, the abductor hallucis tendon was 
attached to the bone close to the joint capsule and the soft 
tissue was sutured, as shown in Figure 1d. The new surgical 
technique finishes with the use of a bandage to cover the 
wound and hold the metatarsophalangeal joint stable.  

RESULTS AND DISCUSSIONS 
Six cadaveric feet were treated with the hallux valgus 
deformity, five feet with mild deformity (more than 23 
degrees of lateral deviation) and one foot with moderate 
deformity (more than 30° of lateral deviation). All feet were 
successfully treated and the hallux valgus malformation 
corrected. The metatarsophalangeal joint angle was less 
than 19° after the surgical technique in all cases. Although 
there are several techniques for the treatment of hallux 
valgus deformity, none of them are completely satisfactory. 
This could be explained as the hallux valgus is a complex 
malformation which involves several factors [2-3]. As the 
etiology of hallux valgus is not well understood, the 
complete surgical success of this malformation is quite 
difficult.  

Figure 1 Surgical technique of capsulorrhaphy; a) Hallux 
valgus malformation, b) Surgical approach from the medial 
part, c) Surgical technique of hallux valgus and d) Corrected 
malformation. 

CONCLUSIONS 
The clinical outcome of the treatment of the hallux valgus 
deformity applying this new capsular repair was successful. 
It is clear to observe the reduction of the 
metatarsophalangeal angle and the relocation of the big toe 
to its natural position. The joint capsule was closed with 
suitable tension and the metatarsophalangeal joint mobility 
conserved. 
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INTRODUCTION  
The kinematics and contact mechanics have strong 
influences on the performance after total knee replacement 
(TKR). In order to mimic the biomechanics of normal knee 
joint, a wide range of prostheses have been designed and 
evaluated since 1950s. Standard prosthesis (SP) and medial 
pivot prosthesis (MPP) are basically representative designs 
based on anatomical approach [1]. As to SP, symmetrical 
elliptic-shaped grooves were designed on the tibial insert 
component to achieve the stability on coronal and sagittal 
planes. However, there is an anterior sliding of femur on the 
tibia termed “a paradoxical motion” due to contradicting 
with physiologic rollback, which has been found on the 
clinical trials [2]. MPP has been designed with a ball-in-
socket joint on medial side and a joint on lateral side which 
moves front to back and rotates around the center of medial 
side, based on the analysis of tibial articular surface. For 
understanding the kinematics and contact mechanics 
differences between the above two kinds of prostheses, 
experiments and the dynamic explicit finite element analysis 
have been used in this paper.  

METHODS 
The experimental kinematics data were obtained by wear 
testing machine based on ISO 14243-1 from EndoLab [3]. 
The anterior-posterior resistance was 9.3N/mm to simulate 
the capsule and other secondary soft tissue restraint. Besides, 
the restraint was zero when the TKR prosthesis was in, or 
within 2.5 mm in either direction of the reference point. The 
tibia rotation resistance was 0.36Nm/°. The rotation 
resistance was also zero when the TKR prosthesis was in, or 
within ±6° either sense away from the reference position.  
The TKR model was developed in ABAQUSTM/Explicit 
(HKS, Pawtucket, RI) in order to analyze the kinematics and 
contact mechanics during gait cycle based on the above 
experimental conditions. Three prostheses were analyzed: 
SP1 (Adler Ortho S.R.L, Italy), SP2 (DePuy International, 
UK) and MPP (Adler Ortho S.R.L, Italy). Considering that a 
rigid body has little influence on calculation accuracy [4], 
all the components were set as a rigid body meshed by 
R3D4 element with 1.5 mm approximate global element 
length for reducing the computer expense. The coefficients 
of friction on the contact surfaces among femoral 
component, tibial insert component and tibial tray, were set 
as 0.04 and 0.15, respectively. The surface-to-surface 
penalty contact property has been assigned to the two 
contact surfaces. Boundary condition was applied to the 
femoral and tibial tray components to simulate gait cycle. 
The axial load axis was shifted using an offset of 7% of the 
tibial width in medial direction. In order to simulate the 
resistance on experiments, a set of nonlinear spring with 
same mechanical property was added into the TKR model. 
The degrees of freedom on flexion-extension and inferior-
superior directions were set free for femoral component. The 
remaining four degree of freedoms were set free for tibial 

tray component. The tibial insert component was fixed by 
hinge connection and surface contact with tibial tray. 

RESULTS AND DISCUSSION 
A good agreement between model-prediction and 
experimental results can be achieved. Results of Anterior-
Posterior (A-P) translation of three prostheses have been 
shown in Figure 1, as an example.  
For SP1, small A-P translation and Internal-External (I-E) 
rotation have been found during gait cycle, where a hinge-
joint property is exhibited. A-P translation and I-E rotation 
of SP2 are much larger than that of SP1, where I-E rotation 
kinematics of normal gait is reproduced. However, large A-
P translation may lead to a paradoxical motion, making 
patients feel like “walking on ice”. Small A-P translation 
and large I-E rotation have been found on MPP due to the 
medial pivot.  
Based on contact mechanics simulation, a similar trend of 
contact area on gait cycle has been found on lateral side. 
However, for the medial side, the contact between MPP 
components has a much better performance than that of SP. 

Figure 1: The experimental and FEM A-P translation results 
as a function of gait cycle 

CONCLUSIONS 
An explicit finite element method has been developed to 
simultaneously predict the kinematics and contact 
mechanics differences between SP and MPP with 
experimental verification. The results present MPP has a 
much stable and normal knee like kinematic performance. 
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INTRODUCTION  
Weight-bearing alignment of the lower extremity is crucial 
for understanding biomechanics of the normal and 
pathological functions at the hip, knee, and ankle joints as 
these joints are subjected to high levels of load and moment 
throughout life. In addition, implant position with reference 
to bone is a critical factor affecting the long-term survival of 
artificial joints since implants could alter the mechanical 
load applying to the host bone tissues.  
The purpose of this study was to develop a biplanar system 
using a slot radiography (SR) and 3D surface models for 
evaluating 3D weight-bearing alignment of the lower 
extremity and component positioning of total knee 
arthroplasty (TKA) and total hip arthroplasty (THA) with 
respect to bone. Validation of the system was performed 
using model bones and artificial knee and hip joints. 

METHODS 
We used a SR system (Sonial Vision Safire 17, Shimadzu, 
Kyoto, Japan) with a custom-made rotation table to capture 
x-ray images at 0 deg and 60 deg relative to the optical axis 
of an x-ray source. The SR system produces collimated fan 
beam x-rays synchronized with the movement of a flat-panel 
detector, allowing to obtain a full length x-ray image of the 
body with reduced dose and small image distortion 
compared with conventional x-ray systems. 
Camera calibration was performed beforehand using an 
acrylic reference frame with 72 radiopaque markers to 
determine the 3D positions of the x-ray source and the 
image plane in the coordinate system embedded in the 
reference frame. Polymeric pelvis, femur, tibia and TKA 
and THA components were used to validate accuracy of the 
system. Computed tomography scans of the pelvis, femur 
and tibia were performed to allow the reconstruction of the 
3D surface models. For the TKA and THA components, the 
Computer-Aided-Design (CAD) models were obtained from 
the manufacturer. Local coordinate system of each surface 
model was defined based on 3 reference markers attached to 
each model. 
The femur and tibia were immobilized at three different 
knee alignment positions; extension, axial rotation, and 
varus deformity. For each alignment the femur and tibia 
were imaged using the biplanar SR system at front (0 deg), 
left (60 deg), and right (-60 deg) table positions. A virtual 
biplanar imaging system was built on a custom made 
software using the aforementioned camera calibration data. 
The 3D positions of the femur and tibia were recovered by 
manually matching the projection of the 3D surface model 
to the corresponding biplanar images. The TKA femoral and 
tibial components as well as THA acetabular cup and 
femoral stem were installed to the host bones by 
experienced arthroplasty surgeons. The 3D position of each 
implant with respect to the host bone were recovered using 
the above-mentioned matching method. Manual image 
matching was done by 4 to 5 raters and accuracy and 

precision were presented by average and standard deviation 
(SD) values of differences between the estimated position 
parameters and the ground truth which was obtained from 
the position of the reference markers attached to each model. 

 RESULTS AND DISCUSSION 
Overall, the largest average and SD values were -0.3 mm 
and 0.7 mm in translation and -0.3 deg and 0.7 deg in 
rotation for assessing the knee alignment, and -0.3 mm and 
1.2 mm in translation and 0.3 deg and 0.7 deg in rotation for 
assessing the implant position (Table 1). These results were 
similar to our previous technique using a biplanar imaging 
system with conventional x-ray [1,2], and another biplanar 
technique using a EOS imaging system [3], demonstrating 
that the present method has an adequate accuracy for the 
clinical usage. In addition, the conventional x-ray system 
requires about 2 times longer SID (Source Image receptor 
Distance) than that in the present system, and needs to 
merge multiple radiographs obtained from imaging plates 
instead of using a single image produced by a built-in 
process in the SR system. Thus, the present system could 
save space and time. Further, we will develop an automatic 
image matching technique to eliminate the intra- and inter- 
rater variabilities.  

Table 1: Overall average  SD of the estimated position 
parameters. 

Knee alignment Translation, mm Rotation, deg 
Extension -0.1  0.7 -0.3  0.7 
Axial rotation 0.1  0.7 0.2  0.5 
Varus deformity 0.2  0.5 -0.1  0.5 

Implant position Translation, mm Rotation, deg 
  TKA femur -0.3  0.6 -0.0  0.5 
  TKA tibia -0.0  0.8 -0.2  0.6 
  THA cup 0.1  1.2 0.3  0.7 
  THA stem -0.3  0.6 -0.0  0.5 

CONCLUSIONS 
We have developed a biplanar system using a slot 
radiography for assessing quantitative 3D weight-bearing 
alignment of the lower extremity and component position in 
reference to bone. Validation of the system suggested that 
this technique has a potential for clinical usage. 
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INTRODUCTION 
In joint replacement patient dissatisfaction is still reported. 
This is being addressed via various techniques in the area of 
computer-assisted surgery (CAS). Much attention is given to 
most practiced surgeries. Small joint implantations, like total 
ankle replacement (TAR), are limitedly investigated. For 
these, the appropriate implant-to-implant and implant-to-
bone adaptation are big issues that can be addressed by 
design personalization [1]. This is nowadays feasible, thanks 
to the progresses in bio-imaging, subject-specific joint 
modeling, and advanced additive manufacturing [2]. Current 
TAR designs are non-full patient-specific and anatomy-
based, resulting frequently in dissatisfactions. Generally, 
these have articular surfaces either cylindrical (CYL) or 
based on truncated-cone with medial apex (TC) [3]. 
Recently it was demonstrated that these surfaces can be best 
approximated by a saddle-shaped truncated skewed-cone 
with lateral apex (STC) [3]. Modern CAS technologies are 
expected to enhance personalization in TAR [1]. Surgical 
navigation systems (SNS), three-dimensional (3D) 
computer-aided-design (CAD) by scanning/reconstruction 
tools, and 3D-printing (3DP) via selective-laser-melting 
(SLM), represent cutting-edge technology. In particular, 
metal sintering via SLM may allow rapid prototyping and 
fabrication of complex personalized medical devices [2].  

The aim of this study was to report on the development of a 
full process for personalized TAR design, starting from 
ankle imaging and CAD modeling, through manufacturing 
process via 3DP in plastic or metal powders, up to 
implantation and biomechanical testing via SNS. A novel 
STC TAR was produced accordingly, tested kinematically 
in-vitro via SNS, and relevant results compared with other 
designs based on standard articulating surfaces.  

METHODS 
10 cadaver lower limb specimens with normal ankles were 
analyzed. For each ankle, high resolution MRI (GE, Little 
Chalfont-UK) and CT (Philips, Best-NL) scans were 
performed for 3D CAD modeling (AnalyzeDirectTM, 
Overland Park, KS-USA) of the original articulating bone 
surfaces [3]. These were then imported in softwares 
(CreoTM, Needham, MA-USA; GeomagicTM, Morrisville, 
NC-USA) to produce 3 sets of custom-fit virtual articular 
prosthetic surfaces: CYL, TC and the novel STC. Dynamic 
simulations were performed in ADAMSTM (Newport Beach, 
CA-USA).  In the manufacturing phase, prototypes of these 
surfaces were obtained in acrylonitrile butadiene styrene 
(ABS), and also using cobalt-chromium powders (ASTM 
F1537-15; 45μm) via SLM (SISMA, Piovene R.-IT). 

During in-vitro tests (Figure 1), each specimen was 
positioned in a special testing rig and frontal and axial 

moments were applied to the calcaneus in the three 
anatomical planes in a number of joint positions. In each 
experiment, the natural ankle was tested first by imposing 
manually-driven dorsi/plantar-flexion cycles. An adapted 
SNS (Stryker®, Kalamazoo, MI-USA) was used to track 
talus, calcaneus and tibia motion, via active trackers [4]. 
Each of the 3 implant sets was then implanted one at a time 
and the motion and loading test was repeated. Ankle 
dorsi/plantar-flexion (Dor/Pla), inversion/eversion (Inv/Env) 
and internal/external (Int/Ext) were calculated [4] 

Figure 1: Experimental set-up using SNS 

RESULTS AND DISCUSSION 
Dynamic simulations revealed more natural behavior using 
the STC surfaces. In in-vitro tests, intra-specimen repeatable 
motion patterns were observed at the natural and implanted 
ankle (standard deviation less than 1.0°). After TAR, in 
dorsi/plantar-flexion cycles a good restoration of 
physiological motion occurred, with ranges being about 34° 
for Dor/Pla and 3° for both Inv/Env and Int/Ext, regardless 
of the prosthesis components design. Kinematics resulting 
from torque application showed that STC surfaces in ABS 
have values closer to the natural ankle than the CYL and 
TC. Similar values were obtained using the corresponding 
metal prototypes. For the latter, mechanical tests confirmed 
also the appropriateness of manufacturing in terms of 
microstructure, density, wear resistance and strength [2]. 

CONCLUSIONS 
The novel personalized STC-based TAR, suitably 
manufactured, implanted and tested via a combination of 
CAS techniques, resulted in more physiological kinematic 
performances than current TAR surfaces. The present 
process also support the feasibility and efficacy of 
personalization in TAR, now available also for final implant 
manufacturing via SLM and for implantation via SNS. 
When compared to existing TAR, the present novel TAR is 
expected to be more respectful of the soft tissues, this likely 
reducing complication and failure rates.  
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INTRODUCTION 
Accurate subject-specific representation of bone geometry is 
important for biomechanical analysis of femoroacetabular 
impingement (FAI), patellofemoral pathology (PFP), 
cerebral palsy (CP) and osteoarthritis (OA) [1]. From the 
Musculoskeletal Atlas Project (MAP) a free open-source 
software developed, known as MAP Client, which enables 
rapid creation of subject-specific bone geometries from 
sparse multi-modal imaging. MAP Client morphs a mean 
model, derived from healthy adult cadavers (27 lower-limbs 
and 214 femurs), to an individual’s bone geometries using 
statistical shape modelling [2]. The use of sparse imaging is 
both cost- and time-effective, however, it is not known 
whether MAP Client can accurately generate bone 
geometries for clinical populations. Further, optimal 
morphing techniques and minimum imaging requirements 
remain unexplored. The aim of this study was to examine 
the fit accuracy of femur and pelvis geometries generated by 
different morphing techniques using MAP Client in both 
adults and children with and without a clinical condition. 

METHODS 
Magnetic resonance images were obtained from 4 adult 
symptomatic FAI patients (38.5±7.9 yrs), 4 FAI control 
subjects (24.3±3.4 yrs), 4 children with PFP (13.5±1.9 yrs), 
5 PFP controls (11.0±2.1 yrs), 2 children with CP (11.5±2.1 
yrs), and 1 CP control (13 yrs). A standing 3-dimensional 
motion capture trial of each patient was also used. The 
affected femur and pelvis were semi-automatically 
segmented and reconstructed with Mimics v17 (Materialise, 
Leuven, Belgium). A sparse version was created by 
removing bone geometries, although key bone features 
defined on the mean model were preserved. 

Two modelling workflows were used for all patients. These 
workflows included an initial coarse fitting step and a final 
localized mesh-fitting step. In coarse fitting, either host 
mesh (HM) [3] or principle component (PC) [4] fitting was 
performed. The HM fitting morphed the mean bone over the 
subject’s sparse geometry, but was constrained by a 
bounding host mesh. The PC fitting morphed the mean bone 
according to a statistical shape model to fit the subject’s 
sparse geometry. The number of PCs was identified as the 
optimal point between shape fit accuracy, i.e. root mean 
square error (RMSE), and shape fit variance. All fitting was 
manually optimized by tuning discretization and smoothing-
weights with the aim of an RMSE two-fold the image pixel 
size. Fit accuracy (RMSE) was assessed between sparse and 
MAP Client generated geometries and surface-to-surface 
similarity was assessed between full and generated 
geometries using the Jaccard index. 

RESULTS AND DISCUSSION 
Preliminary results were from FAI and CP patients. Optimal 
number of PCs was 4-5. Both workflows had similar final 

RMSE for CP (PC: 1.56±0.08 mm; HM: 1.41±0.03 mm) and 
FAI femurs (PC: 1.74±0.33 mm; HM: 1.91±0.27 mm). 
Although FAI pixel size was smaller (0.67 mm) compared 
to CP (0.88 mm), larger RMSE in FAI femurs may be 
because FAI images did not contain mid-shaft femur (Figure 
1). Registering mean bones to sparse geometries may have 
caused creases or other bone shape artefacts in the final 
model. Preliminary HM results from full femur and pelvis 
geometries of CP showed higher similarity in femurs 
(0.93±0.01) than pelvises (0.63±0.01). Lower Jaccard index 
for pelvises may be due to poor registration of an adult 
pelvis (i.e. mean model) to a child pelvis (i.e. patient). 

Figure 1: FAI femur (middle) generated from sparse 
geometry (left) and overlay result (right). 

CONCLUSION 
MAP Client generated femur geometries for FAI and CP 
patients with fit accuracies close to image sensitivity, 
although they displayed bone shape artefacts. Poor surface-
to-surface similarity with CP pelvis geometries generated 
from full segmentation indicated a mean pelvis model for 
healthy children may be required. With sparse imaging, 
adjustments to optimize fit may not be sufficient to rectify 
initial registration errors. Optimized solutions are currently 
being explored to fit subject’s bone geometries, including a 
hybrid workflow containing both HM and PC fitting. We are 
still identifying key bone features that produce accurate 
fitting results. We are now using full bone geometries of 
matched healthy controls (children and adults) to further 
compare critical bone features and morphing methods. 
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INTRODUCTION  
Use of Statistical Shape Models (SSMs) in the medical field 
(diagnosis, morphometric analysis, surgical interventions, 
etc.) has been promising [1]. It can play an even greater role 
in building accurate patient-specific biomechanics models 
that are fast, reliable, and have clinical utility rather than just 
providing insights. However, its role in shoulder 
biomechanics modeling is not fully explored. SSM based 
shoulder biomechanics modeling can benefit from their 
abilities to automatically identify muscle or tendon insertion 
regions, to provide inter-individual anatomical variations for 
quick biomechanical comparisons, to predict missing or 
deformed bone shapes etc. But first, we need to prove SSMs 
capability to fit to randomly selected bone shapes from the 
population and to select best registration methods for this 
purpose. To conduct such analysis, an SSM must establish a 
correspondence between the target shape and the SSM. 
Thus, this study has two aims, first, to explore the utility of 
an open source toolbox (SCALISMO) [2] to create scapula 
SSM, and second to compare two mesh-based fitting 
methods to find the best registration result that solve the 
problem of point-to-point correspondence between shapes  

METHODS 
CT scans of 27 dry scapulae were first used to build the 
SSM of scapula bone using an Iterative Median Closest 
Point – Gaussian Mixture Model (IMCP-GMM) pipeline 
that was proposed earlier [3]. The scapula SSM quality was 
tested using generality, specificity and compactness criteria. 
The fitting method was conducted using the open-source 
toolbox SCALISMO. The fitting process was initiated with 
a landmark-based alignment step, followed by a rigid 
alignment using Iterative Closest Point (ICP) algorithm 
between a target mesh and the SSM and then using two 
different model fitting methods: (A) a Gaussian process 
regression to build posterior model involved in an ICP non-
rigid registration, and (B) Parametric registration using the 
deformation field issued from the SSM and a Limited-
memory BFGS (L-BFGS) optimizer. The fitting quality 
from the two methods was tested on two sets of targets 
(internal: from the SSM learning base and external: not from 
learning base and manually segmented from CT scans, four 
targets each). The similarity of fitted surface with target was 
evaluated by Dice Coefficient. Correspondence quality was 
evaluated using the root mean square distance, mean 
distance, and Hausdorff distance between the same indices. 

RESULTS AND DISCUSSION 
The entire SSM building pipeline and fitting algorithm was 
successfully implemented in SCALISMO toolbox. 
SCALISMO can be effectively used for shape modeling 
pipelines as it facilitates the use of outside libraries (for e.g., 
ITK) and provides a graphical user interface for quick visual 
analysis. The internal targets had superior fitting quality 
than the external targets (Table 1 and 2). When the 
correspondence quality of the methods was compared, 

Figure 1: Example ICP non-rigid registration result on 
internal instances (fitted – pink, target – beige) and external 
instances (fitted – grey, target – golden)  

method A (Corr RMS:(1.46 ±0.34) mm) performed slightly 
better than method B (Corr RMS:(1.56 ±0.31) mm). Both 
the methods resulted in below average similarity index as 
evident from dice coefficient (Table 2). However, the mean 
distance and root mean square errors for correspondence 
were below 1.4mm and could be clinically acceptable.  

Higher Hausdorff distances observed in external instances 
were probably due to the lower generality of the SSM to 
represent the population and more learning base instances 
would be needed to increase this generality. 

Table 1: Mean values of similarity and correspondence 
quality on internal targets. DC = Dice Coefficient, HD = 
Hausdorff Distance, MD = Mean Distance, RMS = Root 
Mean Square 

Fit 
Type 

DC 
HD 

(mm) 
MD 

(mm) 
RMS 
(mm) 

A 0.88±0.04 3.02±0.25 0.42±0.03 0.57±0.02 

B 0.86±0.05 3.49±0.25 0.44±0.03 0.58±0.01 

Table 2: Mean values of similarity and correspondence 
quality on external targets. 

Fit 
Type

DC 
HD  

(mm) 
MD  

(mm) 
RMS 
(mm) 

A 0.38±0.43 16.08±5.52 1.16±0.21 1.29±0.25

B 0.37±0.42 13.35±4.12 1.17±0.21 1.32±0.31

CONCLUSIONS 
SCALISMO is an efficient toolbox for SSM building as well 
as for benchmarking. Although both the methods were 
effective, more evaluations would be necessary by changing 
the various parameters in the fitting process, by improving 
the generality of the SSM or by increasing the compactness 
of the SSM. Once validated, SSMs could be used for 
developing advanced patient-specific biomechanics models. 
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INTRODUCTION  
Musculoskeletal modelling has tremendous potential to 
influence clinical decision-making. However, the ability of 
models to diagnose or predict clinical outcome is currently 
limited by the difficulty in capturing the subject-specific 
anatomy and physiology of the individual. Accurate 
representation of bone geometry, for example, is critical for 
predicting muscle and joint contact forces, as it influences 
the muscles’ length, moment arm, and line of action. 

Customising musculoskeletal models from medical imaging 
data is time-consuming and not feasible for routine clinical 
use. It is more common to use simple length scaling of a 
template model to match a set of anatomical landmarks (i.e. 
retroreflective markers placed on body segments) and thus, 
generate a ‘patient-specific’ model. However, linear, 
isotropic scaling does not capture variation in bone shape 
and the scaling process can result in bone dimensions that 
are non-physiological.  

This paper illustrates the use of an articulated statistical 
shape model to customise the lower limb bones, muscles, 
and joints of an OpenSim musculoskeletal model. The 
method is developed within the Musculoskeletal Atlas 
Project (MAP), a Python-based open-source framework. 

METHODS 
A combined statistical shape model of the pelvis, femur, 
patella, tibia, and fibula was created from a training set of 26 
left lower limb bones manually segmented from CT images. 
Muscle and ligament attachments were identified from a 
SOMSO model (www.somso.de, Sonneberg, Germany) and 
embedded onto the parametric bone meshes (Figure 1a). 
Anatomical landmarks were also embedded in each bone’s 
reference mesh to generate consistent anatomical coordinate 
frames (Figure 1b).  

Customisation was performed via an optimisation procedure 
that adjusted the principal components of the shape model 
(n=5), along with translation of the pelvis (3DOF) and 
rotational degrees of freedom of the hip (3DOF) and knee 
(2DOF) [1]. The hip joint centre was constrained to fit 
within the acetabulum of the pelvis and the knee joint axis 
was altered to ensure contact between the femur and tibia 
throughout knee flexion. Muscle volumes were scaled by 
subject height*mass using the regression provided by 
Handsfield et al. [2]. Tendon slack lengths were then 
optimised to ensure that muscle fibres were within 
physiological limits of the force-length relationship [3]. 

Figure 1. Parametric mesh of femur (a) illustrating regions 
of muscle attachment sites and (b) articulated lower limb 
model. MAP Client interface showing scaling of model to 
match motion capture marker. 

We tested the ability of the model-based shape estimation to 
predict lower limb geometry using only 7 motion capture 
markers. A leave-one-out analysis was used to determine the 
accuracy of the predicted bone geometry compared to 
segmented models.  

RESULTS AND DISCUSSION 
Shape model scaling of lower limb geometry using 7 
markers was accurate to <5mm RMS error. Compared to 
linear isotropic scaling, our method reduced surface error 
estimation (p<0.001) and provided a feasible set of muscle-
tendon parameters that were consistent with the scaled bone 
geometry.    

CONCLUSIONS 
We have presented an articulated shape model to customise 
a lower limb OpenSim musculoskeletal model. The method 
has been implemented in an open-source software 
framework, The Musculoskeletal Atlas Project, which can 
be easily shared and provides users with access to 
OpenSim’s Python API.  
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INTRODUCTION  
Personalised knee joint models usually rely on the subject’s 
anatomy [1], typically derived from medical images, 
assigning material properties from public atlas and sometimes 
adapting these properties to match some global knee stiffness 
measurements. An alternative approach with no need of 
detailed anatomy could be based on personalising a model 
using a few easily detectable anatomical characteristics and 
integrating this with a-priori information on the mechanical 
relationship between forces and kinematics. It has been 
shown before that this relationship can be expressed using a 
discrete set of compliance matrices [2]. Aiming at model 
personalisation, these matrices, created using data from ex 
vivo tests, could be updated using ad hoc simple experiments 
performed on the specific subject (e.g. instrumenting clinical 
tests performed in Orthopaedics). This study aims to propose 
and validate this approach by defining a numerical procedure 
for estimating the knee compliance in different specimen 
conditions. 

METHODS 
Ethical clearance was obtained from the local Human 
Research Ethics Committee. Two knee specimens from two 
male donors (SP1: age 60 years, mass 91 Kg, Stature 1.83 m; 
SP2: age 88 years, mass 91 Kg, Stature: 1.78 m) were 
obtained fresh frozen from a body donation program. After 
24 hours thawing at room temperature, the tibia, fibula and 
femur of each specimen were cut at mid shaft. Specimens 
were tested using an accurate hexapod robot system, 
including a six degrees-of-freedom (DoFs) Gough-Stewart 
platform-based manipulator coupled with a six DoFs load 
cell, and developed for biomechanical joint testing [3]. The 
femur was fixed to the ground and the tibio-fibular complex 
was secured to the moving robot plate. Experiments were 
conducted at 0°, 15°, 30°, 60° and 90° of knee flexion. At 
each angle, five position control tests were performed, 
including single DoF experiments in both positive and 
negative directions (±10 mm, or ± 10° with a 20% non-
linearity permitted). Tests were performed on the intact 
specimens and sequentially after the resection of the anterior 
cruciate, posterior cruciate and lateral collateral ligament. 
Assuming linear dependence between forces and 
displacements, a compliance matrix (ܥ) was calculated for 
each of the twenty experiments solving an optimization 
problem (fmincon, MATLAB©, The Mathworks Inc., USA) 
by minimising the cost function J(C) 

JሺCሻ ൌ‖ሾܥሿሾܨሿ െ ሾܺሿ‖  ݓ ∙ ‖ሾܥሿሾܨሿ െ ሾܺሿ‖ௗ 
:ݐ	ݐ݆ܾܿ݁ݑܵ ሾCሿ	symmetric	and	positive	defined 

where F and X are matrices built by concatenating the 
matrices of the force/moments and linear/angular 
displacements, w is a weight factor, which, to account for the 
subject specific anatomy, was set equal to the femoral inter-
epicondylar distance. 

A leave-k-out cross-validation was used to evaluate the 
accuracy of each compliance matrix to predict the 
linear/angular displacements (k=5, four subgroups: model 
training, fifth subgroup: validation). Translation and rotation 
errors were quantified for each matrix in terms of root mean 
square difference between predicted and measured 
displacements, normalized by the range of the measured data 
in each axial coordinate (NRMSE). Mean and standard 
deviation of the NMRSE were calculated for each specimen. 
Agreement between measured and predicted values was also 
assessed using the slope (a1), intercept (a0), and regression 
coefficient (r) obtained from a linear regression analysis. 

RESULTS AND DISCUSSION 
Cross-validation results were very encouraging, with average 
NRMSE lower than 10% for both specimens and for both 
translations (SP1: 9.6% ± 1.9%; SP2: 8.4% ± 1.6%) and 
rotations (SP1: 6.1% ± 0.7%; SP2: 6.7% ± 1.1%). 

Figure 1: Results of the linear regression analysis. 

Strong linear correlation was found for the rotations (r=0.84) 
but lower for the translations (r=0.62). The disagreement 
between predictions and measures was mainly introduced by 
values observed at low ligament strains, which could be due 
to local non-linearities of the force-displacement function. 
Further analysis is ongoing to investigate this hypothesis. 

CONCLUSIONS 
The approach proposed in this study is promising toward a 
simple personalization of knee models. Further 
improvements are expected from the ongoing inclusion of 
data coming from force control tests, which were collected by 
simulating the Lachman [4] and the Pivot-Shift tests [5]. 
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INTRODUCTION 
Finite element models of muscle capture spatially varying 
material behaviour, complex fibre architecture, and 
interactions between muscles that combine to provide 
detailed muscle responses during active contraction. The 
primary drawback of these models is computational cost, 
which prohibits their use in large scale multibody 
simulations. In contrast, rigid body models typically 
employ simplified 1D approximation of Hill type muscles 
with limited description of muscle fibre architecture. High 
fidelity 3D muscle models may be approximated by 
multiple 1D muscles in parallel and series but still under-
approximates the rich continuum information. 
Alternatively, 3D finite element models may be 
precomputed across a solution space for rapid lookup and 
interpolation. A recent method gaining traction is 
surrogate modelling based on a population of simulation 
data. In this study we explore regression-derived surrogate 
models of muscle that can then be integrated into rigid 
body musculoskeletal packages such as OpenSim. 

METHODS 
A 3D finite element (FE) model of the triceps surae 
(medial and lateral gastrocnemius and soleus muscles) was 
developed using T1-weighted MRI and diffusion tensor 
imaging (DTI). Scanning was conducted on a 3T Siemens 
Skyra scanner using an echo planar imaging DTI sequence 
(slice thickness: 3mm, resolution: 1 × 1mm, TE: 74ms, 
TR: 4400ms, 20+1 directions, B0: 400mm/s2) and a 3D T1 
VIBE Dixon sequence acquired in the sagittal plane 
(resolution: 0.8×0.8×0.8mm3, TE: 5.22 ms, TR: 10.4ms). 
We segmented the triceps surae in T1-weighted images 
using ITK-Snap [1]. A pole-zero material law was used for 
passive muscle tissue with a Hill-type model in the fibre 
direction. We defined muscle fibre direction according to 
the first eigenvector of the DTI signal, processed using 
DSIStudio. FE simulation was conducted in custom 
developed CMISS software. The model was solved for 36 
combinations of musculotendon length and activation 
levels across a range of physiological positions during gait 
to create a population space. A multivariate regression 
method, called partial least squares regression (PLSR)[2] 
was used to relate simulated muscle mechanics with 
activation and musculotendon length. PLSR 
implementation was performed using Scikit-learn [3] and 
provided an arbitrarily dense solution space interpolating 
the 36 input sample points from the FE simulations. 
Additional software resources were implemented from the 
GIAS2 library (https://bitbucket.org/jangle/gias2). Based 
on the 36 inputs of muscle length and activation level, a 
set of 36 responses were associated from the FE model. 
Response sets included contracted muscle geometry, stress 
and strain fields, and forces imparted to the bone. To test 
the accuracy of the derived mechanostatistical model we 
compared PLSR predictions with FE simulations in a 
leave-one-out experiment.  

Figure 1: A model of the triceps surae was developed from T1-
weighted MR images (left) and DTI-informed fibre tracts 
(center). FE simulations were used to model the contracting 
muscle group. 

RESULTS AND DISCUSSION 
The RMS error of muscle shape prediction was 0.042 mm 
for a simulation of 50% elongation and no contraction 
(passive). For a simulation of 80% elongation and 
maximum contraction, the RMS error was 0.063mm. The 
maximum error for muscle strain was 3% between the 
mechanical simulation and the mechanostatistical 
prediction for a 50% elongation and no contraction. The 
maximum error was 8% for an 80% elongation and 
maximum contraction. Further, principal components 
analysis of strain revealed a quadratic relationship between 
the zeroth and first mode of variation of strain, suggesting 
that a higher order relationship may exist for muscle strain 
when viewed in the context of a statistical solution space.  

CONCLUSIONS 
In this study, partial least squares regression was used to 
interpolate the solution space of 36 FE simulations of a 
contracting triceps surae muscle group. The shape and 
strain patterns were similar between mechanical 
simulations and statistical predictions based on the 
interpolation method. Future work will include using 
higher order, such as quadratic, regression to better capture 
the relationships between simulation inputs and outputs. 
This technique may prove useful for efficiently relating the 
solutions from complex FE modeling with rigid body 
simulations of gait from frameworks such as OpenSim. 

ACKNOWLEDGEMENTS 
We are grateful to Rachel Heron and Beau Pontre for their 
help with MRI imaging in this study. 

REFERENCES 
1. Yushkevich, P. et al. (2006) Neuroimage 31(3) :1116-28
2. Wold, et al. (1984) SIAM J Sci Stat Comp 5(3):735-43
3. Pedregosa, et al. (2011) JMLR: 2825-30



EXPOSURE TO A UNIQUE VISUAL STIMULUS WITH KINESTHETIC SENSATION RESULTS IN 
SYNCHRONIZED RECIPROCALLY INDUCED SPONTANEOUS MUSCULAR RECRUITYMENT 

1 Fuminari Kaneko, 1Yoshihiro Itaguchi, 1Eriko Shibata, and 1,2Kohei Okuyama 
1 Laboratory of SensoryMotor Science and Sports NeuroScience, Sapporo Medical University 

2 Department of Rehabilitation Medicine, Keio University 
Corresponding author email: f-kaneko@sapmed.ac.jp 

INTRODUCTION  
In previous studies, after participants acquired a sense of body 
ownership to a specific body part displayed on a digital 
monitor over their actual body part, they observed repetitive 
movements of the digital image from a first-person point-of-
view. When this occurred, participants experienced an 
illusory sensation that their real body part was moving 
synchronously with the observed movements on the monitor. 
We call this sensation KiNvis (kinesthetic illusion induced by 
visual stimulus) [1,2]. We previously reported that in the early 
stages of training, the subject’s hand started to move when 
KiNvis began [3]. We hypothesized that this biomechanical 
behavior, observed in the subject during KiNvis, may be a 
result of sensory-motor integration. Specifically, the 
neurological mechanisms following the visual stimulus may 
begin to work parallel with KiNvis and provoke the 
mechanical effect in the body segment. The present study 
aims to examine the idea that while the participants have a 
sense of body ownership, the visual stimulus of a moving-
hand image induces spontaneous muscle activity 
synchronized with the visually presented movements. 

METHODS 
Eighteen students participated in the experiment. In the 
experiment, sitting in a comfortable chair with a head resting 
and wearing a head-mounted display, participants watched a 
real-time image of a static hand or a recorded image of a 
moving hand. The recorded movie consisted of repetitive 
wrist flexion-extension movements, which took 6 seconds for 
one cycle. The visual stimulus sessions consisted of five 
sessions in total (one static-hand observation and four 
moving-hand observations).  
To detect spontaneous muscular recruitments, 
electromyography (EMG) was recorded during hand 
observation from the flexor carpi radialis and the extensor 
carpi radialis. We calculated two measures to quantify 
involuntarily generated muscle activity: RMS amplitude and 
synchrony index. RMS amplitude was the sum of moving 
averages of RMS with 1-second time-windows for the two 
muscles. Synchrony index, the main interest of the present 
study, is the sum of averaged correlation values between RMS 
and reference model of a pseudo RMS pattern of muscle 
activity, which reflects the degree of reciprocal activity in 
antagonist muscles. The pseudo RMS was created from a sine 
wave to be synchronized with the movement pattern of the 
displayed hand movements.  
Further, to discuss brain-level changes we measured motor 
evoked potential (MEP) during watching a static-hand image 
and a moving-hand image before and after the observation 
sessions. We calculated the standardized amplitude of peak-
to-peak MEP divided by the amplitude of the maximum M-
wave for the radial nerve. 
RESULTS AND DISCUSSION 

The results showed that both synchrony index and RMS 
amplitude increased as sessions proceeded. Observation of 
hand movements did not statistically influence the MEP 
amplitude of the muscle related to the movements, but it 
changed kinesthetic sensation of their own hand.  

These results demonstrated that observing hand movements 
for an extended period of time resulted in the activation of 
muscles synchronous with the visual image without any 
conscious effort. The kinesthetic sensation and spontaneous 
muscle activation were positively related. The correlation 
coefficient between the kinesthetic sensation and synchrony 
index was weak but still positive after excluding the outlier 
from the analysis. Both kinesthetic sensation and spontaneous 
muscle activation increased parallel as the session proceeded, 
suggesting that they were modulated by the common 
mechanism between movement execution and its sensation. 
For example, the kinesthetic sensation in the present study can 
be explained by assuming that unconscious and very low level 
motor recruitments (not necessarily kinesiological motion or 
measurable through EMG) elicited the “illusory” kinesthetic 
sensation in their real hand. This possibility cannot be proven 
in the present study, and thus further investigations are 
required to clarify the mechanism intermediating visually 
observed movements and spontaneous motor recruitment. 

CONCLUSIONS 
The present study has for the first time demonstrated that a 
long lasting visual stimulus of a moving-hand with kinesthetic 
sensation could elicit a spontaneous and unconscious hand 
movement that is synchronized with the observed reciprocal 
movement. 
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INTRODUCTION  
It has frequently been reported that the mean power 
frequency from a surface electromyography signal is 
reduced when performing a voluntary contraction during a 
fatiguing task [1]. Typically, the reduction in mean power 
frequency observed during these fatiguing tasks is attributed 
to changes in the shape of the motor unit action potential 
due to a slowing of conduction velocity. What is also known 
is that when individuals perform isometric contractions until 
volitional exhaustion, bursts of muscle activity appear in the 
surface electromyography signal [2]. Hypothetically, this 
rhythmic activation of the muscle is likely attributed to 
synchronous or “clustered” firing of motor units. We suspect 
that the distinct bursts in muscle activity observed during 
these fatiguing tasks are due to synchronous or “clustered” 
activation of motor units and that this type of firing pattern 
can substantially influence the EMG power spectrum. 
Therefore, the purpose of this study was to examine how 
clustered activation of motor units changes the power 
spectrum of an EMG signal and determine how these 
changes relate to power spectra changes observed during 
fatiguing tasks. 

METHODS 
Three different EMG signals were modelled by convolving 
a signal motor unit action potential with a pulse train 
representing the firing patterns of motor units –an EMG 
random signal comprised of a random distribution of 
potentials, EMG clustered signal comprised of “clustered” 
firing of action potentials, and an EMG combined signal 
comprised of both clustered and random potentials. For the 
EMG clustered signal, the potentials fired in discrete time 
windows ranging from 0 to 100 ms in length (i.e., cluster 
window). For the EMG combined signal, a number of 
signals were created with different ratios of clustered to 
random motor units (i.e., cluster ratios). These ratios were 
1:1, 1:2, 1:4, 1:10 clustered to random motor units. For each 
modelled EMG signal, the mean power frequency was 
calculated and the shape of the power spectrum was 
described. A one way ANOVA determined differences in 
these metrics of the EMG signals created from a random or 
clustered distribution of impulses with different cluster 
window sizes. A separate ANOVA was performed for each 
EMG signal created from a different cluster ratio and a 
Bonferroni correction was applied to the alpha value for the 
additional ANOVAs. 

RESULTS AND DISCUSSION 
The results indicated that having an EMG signal created 
from clustered motor units resulted in a reduction in the 
mean power frequency. When the EMG signal contained all 
clustered motor units, the mean power frequency was 
reduced in relation to the EMG random signal (F(20,1980) = 
32333.6, p <0.001) and this was true for all cluster window 
sizes between 5 and 100 ms (p < 0.05). Similar results 
emerged for the different cluster ratios, but the effects were 
not as large (Figure 1). 

Figure 1: Mean power frequency as a function of cluster 
window size for each cluster ratio. Dashed line denotes the 
mean power frequency of the EMG random signal. 

In addition to the metrics of the power spectrum, the shape 
of the power spectrum was analyzed descriptively. The 
EMG signal created from the random distribution resulted in 
a normally distributed power spectrum. The power spectrum 
of the EMG signal containing clustered motor units, 
however, resulted in a multi-modal power spectrum. 

The results show the “clustering” of motor units changes the 
shape of the power spectrum and typical measures used to 
evaluate power spectrum changes, namely the mean power 
frequency. These model findings match what is observed 
experimentally. Specifically during fatiguing tasks, the 
mean power frequency is reduced and the power spectrum 
has been reported to be multi-modal [3]. Therefore, the 
“clustered” activation of the motor units may be an 
additional factor contributing to EMG changes observed 
during fatiguing tasks. 

CONCLUSIONS 
Motor unit action potential clustering creates substantial 
changes to the EMG power spectrum shapes and its metrics. 
In addition to slowing of conduction velocity, clustered 
impulses of motor units may also drive EMG changes 
observed in a muscle fatiguing task. Based on these 
findings, researchers should examine the whole power 
spectrum, rather than a single metric, to assess the genesis of 
changes in an EMG signal during fatiguing tasks. 
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INTRODUCTION  
Previous studies of muscle fatigue have reported various 
adaptations in motor unit (MU) firing behavior, including 
decreases [1,2] and increases [3] in MU firing rate during 
fatigue. We previously suggested that inconsistencies among 
the observations may be due in part to the practices used to 
analyze the MU data. For instance, the practice of analyzing 
MU firing rate as a function of recruitment threshold may 
confound the observations of firing adaptations because 
recruitment threshold itself decreases as muscle fatigue 
develops [1,3]. In a similar manner, grouping MU data 
across different subjects may obscure subject-specific firing 
adaptations and produce confounding observations of MU 
behavior with fatigue [2,3]. In this study, we investigated 
the influence of these practices when analyzing MU firing 
adaptations from the Vastus Lateralis (VL) muscle during a 
fatigue protocol to verify whether they may obscure the 
underlying MU behavior and prevent a clear understanding 
of MU firing adaptations with muscle fatigue. 

METHODS 
Five healthy subjects (3 males and 2 females, 24-33 yrs.) 
performed a series of isometric knee-extension contractions 
sustained at 30% maximal voluntary contraction (MVC) 
force and repeated until the endurance limit. Torque during 
knee extension and surface electromyographic (EMG) 
signals from the VL were recorded during each contraction 
(dEMG System, Delsys Inc.). Surface EMG signals were 
decomposed into the constituent action potentials (MUAPs) 
[4]. Changes in the firing rate of MUs in subsequent 
contractions of the fatigue protocol were analyzed: 
1) As a function of MU recruitment threshold vs. MUAP

amplitude (to avoid the possible confounding effect of
decreasing recruitment threshold with fatigue).

2) For MU data grouped across subjects vs. MU data from
individual subjects (to avoid the possible confounding
effect of grouping subject-specific firing adaptations).

RESULTS AND DISCUSSION 
When we assessed the firing pattern of MUs as a function of 
recruitment threshold, we observed a consistent decrease in 
MU firing rates during the fatigue protocol (Figure 1A). But 
when the same MU data were analyzed as a function of 
MUAP amplitude, we found a clear indication that MU 
firing rates progressively increase throughout the series of 
fatiguing contractions (Figure 1B). When we assessed the 
firing pattern of MUs by grouping MU data as a function of 
MUAP amplitude from all subjects, there was no clear trend 
in MU firing rate (Figure 1C). But when the same MU data 
were analyzed for individual subjects, a clear trend for firing 
rates to progressively increase with fatigue was observed 
consistently in all subjects (Figure 1D).  

CONCLUSIONS 
The practice of analyzing MU firing adaptations as a 
function of recruitment threshold provides false indication  

Figure 1: Fatigue-induced firing adaptations as a function of 
MUAP amplitude (A) vs. recruitment threshold (B); and for 
grouped data (C) vs. a representative subject (D). 

of a fatigue-induced decrease in MU firing rate because 
recruitment threshold decreases with fatigue to compensate 
for the decrease in force generation capacity [1,2], i.e. 
higher-threshold MUs are recruited at lower forces. Because 
higher-threshold MUs fire at lower firing rates [3], MU 
firing rates appear to decrease when analyzed as a function 
of recruitment threshold. MUAP amplitude has also been 
reported to decrease with fatigue [5]. But, in contrast to 
recruitment threshold, a decrease in MUAP amplitude 
would not compromise the analysis of the MU data but 
rather accentuate the observed increase in firing rates. The 
practice of grouping MU data across subjects obscures 
subject-specific firing adaptations with fatigue, which are 
consistent in trend but differ in magnitude among subjects 
likely due to individual differences in muscle mechanical 
and biochemical characteristics. Our study shows that both 
analysis practices may obscure the actual behavior of MUs 
when analyzing MU data during fatiguing contractions. 
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INTRODUCTION  
Pain affects movement planning and execution, and may 
interfere with plastic mechanisms associated with motor 
learning [1]. Understanding how pain affects the ability to 
learn new motor skills is of fundamental importance when 
training sports in the presence of pain or developing 
movement strategies to overcome pain in rehabilitation. In 
particular, subsequent motor retention, as an indicator of 
persistent changes in strategy, cannot be inferred from 
performance during a single training session. Although 
animal studies suggest that pain reduces motor performance 
during both acquisition and retention of the training task, 
results in humans are often conflicting, in part because of 
differences in methodology [2]. Force field environments 
are ideal to investigate motor adaptations during learning, as 
changes in strategy persist after removal of force field and 
motor retention is often observed after a single training 
session. This study aimed to assess the effects of pain on the 
acquisition and retention of a novel arm-reaching task. 

METHODS 
Twenty-two participants performed sets of 100 forward arm-
reaching movements using a robotic manipulandum under 
each of 4 conditions: Baseline 1, Baseline 2, Force Field 1, 
and Force Field 2 (Fig. 1). The robot generated a null field 
during Baseline sets and a viscous, velocity-dependent field 
during Force Field sets. During all sets, 1 out of 5 
movements (i.e. 20 per set) was randomly set to a “channel” 
trial in which are arm was forced to follow a straight path. 
Before Baseline 2 and Force Field 1 conditions, participants 
received an injection of either hypertonic (Pain group, N = 
11) or non-painful isotonic (Control group) saline into the
anterior deltoid (ADEL) muscle. The Force Field 2 
condition was initiated after pain had recovered. Surface 
electromyography (EMG) was recorded from the ADEL, 
posterior deltoid (PDEL), biceps brachii (BB), and triceps 
brachii (TRB) muscles. Motor performance during each 
movement was assessed by peak speed of movement, peak 
orthogonal distance from a straight path, and force 
adaptation index (regression between the ideal and actual 
force profiles). EMG envelopes were time-normalized, and 
the average across the last 50 baseline trials was subtracted. 
The EMG envelopes from the first 20 (early) and last 20 
(late) trials of each condition (i.e. Epochs) were transformed 
to the wavelet domain and compared between groups using 
wavelet-functional ANOVA [3]. Significant contrasts were 
transformed back to the time domain for visualization. 
Performance parameters were assessed by a 3-way ANOVA 
with Group, Condition, and Epoch as factors. 

RESULTS AND DISCUSSION 
Pain did not affect the performance of the arm-reaching 
task, i.e. no main effect or interactions with Group factor (all 
p > 0.23). During early Force Field conditions, both groups 
showed increased deviation of hand trajectory (p < 0.001) 
and reduced force adaptation index (p < 0.001) than 

baseline, but peak speed did not change (p > 0.1). 
Participants showed retention of the trained task, 
demonstrated by smaller hand deviations during Force Field 
2 than Force Field 1 (p < 0.03). Following the first saline 
injection, the Pain group reduced ADEL and PDEL EMG in 
the absence of the force field (Figure 1, Baseline 2). The 
Control group responded to the force field with increased 
EMG activity of all muscles. In contrast, the Pain group 
showed smaller increase in EMG activity, resulting in large 
between-group contrasts in EMG envelopes – particularly 
ADEL, which remained mostly less than baseline levels 
despite resistance to the force field. Strikingly, similar 
patterns of ADEL, PDEL, and TRB EMG were observed 
upon re-exposure to the force field in the absence of pain, 
suggesting retention of the previously learned motor strategy 
after complete resolution of pain. 

Figure 1: Changes in EMG envelopes relative to late 
baseline. Dotted lines show significant group differences. 
Shaded trials performed after saline injection in ADEL. 

CONCLUSIONS 
Pain can interfere with the motor strategy used to learn a 
new motor task even when motor performance is unaffected. 
Motor strategies learned during pain are sustained after 
cessation of painful stimulus. 
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INTRODUCTION  
Rodents are model organisms integral to the exploration of 
craniofacial and dental evolution. Even though the 
developmental pathways to their skull morphogenesis have 
been extensively studied in the past, most investigations 
focus on the effect of traits related to their DNA sequence, 
e.g. genes and growth factors. Renaud et al. [1] however, 
recently argued that the phenotypic plasticity of epigenetic 
processes, such as dietary aspects and muscle driven 
remodeling, could favor the selection of pre-existing 
variances that are far more direct than genotypic influences 
recruited in macro-evolutionary trends. 

We hypothesize that this may be attributed to the unique 
characteristics and/or anatomic locations of rodent 
mandibles, such as the cervical loop region of the incisor, 
hosting large populations of epithelial and mesenchymal 
stem cells. As these cells are highly mechanosensitive, it 
stand to reason that extracellular loads associated to their 
feeding ecology, could affect their fate, behavior and 
differentiation and thus drive postnatal incisor and 
mandibular growth rates. 

METHODS 
A rodent’s skull (mouse with a mixed C57Bl/6-Sv129 
genetic background) was scanned by μCT in order to 
reconstruct a 3D model, required for the intended Finite 
Element Analysis.  Upon segmenting the main components 
of the mandible (e.g. incisor, molars, alveolar bone, 
mesenchyme, cervical loop), boundary conditions were 
assigned to the temporomandibular joint while considering 
the muscle architecture involved in the initiation and 
stabilization of the jaw movement during biting [2].  

Two masticatory scenarios were identified, incisal biting 
(gnawing) and chewing at the molars and both of them 
examined for two load intensities, corresponding to a food 
type each (soft and hard pellets). The mastication loads were 
equally distributed over the molars and incisors (both sides) 
as literature advocates bilateral biting to be more realistic 
than unilateral. 

To determine cell plasticity for each feeding ecology, 
dissected cervical loop and preameloblasts were subjected to 
the calculated stress values and their gene expressions 
analyzed. 

RESULTS AND DISCUSSION 
Chewing and gnawing resulted in varying loading patterns, 
with biting type exerting a dominant effect on the stress 
variations experienced by the mandible and loading intensity 
correlating almost linearly to the stress increase. During 
gnawing, the cervical loop of the incisor exhibited twice the 

stress intensity of chewing, while increasing the strain of the 
tissue up to 16%. Recent literature on the cellular response 
of stem cells to mechanical stimulus advocates that this 
range of strain is sufficient to regulate their differentiation 
process [3], a response validated by the in vitro experiments 
reported within this study. 

The results indicate that in the absence of masticatory forces 
cells actively proliferate, whereas biting gives rise to load 
specific gene expressions e.g. gnawing inhibited the 
proliferation of preameloblasts, inducing their 
differentiation into enamel-secreting ameloblasts. This 
allows rodents to compensate for the enamel that is 
progressively ground off their incisors, as masticatory loads 
drive epithelial stem cells and progenitors to differentiate 
into new enamel-producing ameloblasts. 

Figure 1: Indicative strain alterations in mandible cross-
section during gnawing of hard pellets and recorded stress 
values for varying scenarios. 

CONCLUSIONS 
The simulation provided refined insight on the 
mechanobiology of the cervical loop of mouse incisors, 
indicating that food consistency could exert a prevailing role 
on stem cell behavior by affecting their quiescent, mitotic or 
differentiation status. The results suggest that the effects of 
masticatory forces on stem cell niches can influence micro 
evolutionary divergence patterns in both teeth and 
mandibles of rodents. 
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INTRODUCTION  
In this study, we observe intracellular calcium signaling 
response to stretch in a single osteoblastic cell with video 
rate temporal resolution. Our originally developed cell 
stretching microdevice enables in situ observation of 
stretched cell without excessive motion artifact such as 
focus drift. Residual minor effect of motion artifact was 
corrected by fluorescent ratiometry method with calcium 
indicators Fluo 8H and Calcein red-orange. We succeed to 
detect intracellular calcium signaling response to stretch 
with video rate temporal resolution. 

METHODS 
The mouse osteoblast-like cell line MC3T3-E1 cells were 
seeded onto fibronectin coated 35mm glass bottom dish with 
built-in cell stretching microdevices developed by the 
authors at cell density 5.0 × 104 cells / dish. Fluorescent 
Ca2+ indicator dye Fluo 8H and cell labelling reagent 
Calcein Red-Orange were loaded into the cells.  
The cell stretching MEMS device developed by authors was 
used to apply stretching stimuli. The microdevice consists of 
one pair of arms fabricated from photoresist SU-8 and a cell 
stretching sheet fabricated from silicone elastomer. Two 
metal needles were set onto the arm. One needle was held 
by the micro manipulator to fix one end of stretching sheet. 
Another needle connected to the piezo electric actuator 
(MC-140L, Mess-Tek) was set onto the other end of the 
sheet to apply uniaxial stretch. In the present study, uniaxial 
stretch with 10% magnitude was applied to the cell with 
constant strain rate 5% / sec. 
Fluorescent images were obtained by using an inverted 
confocal laser scanning microscope (A1R, Nikon). 
Recorded image size was 512×128 pixels. Image acquisition 
rate was approximately 30 frames / sec. Obtained images 
were analyzed using ImageJ software (NIH). To reduce 
motion artifact due to out of focus during stretch, the change 
in concentration of intercellular calcium was evaluated by 

ratiometric microscopy method. The fluorescent ratio value 
was defined by (Fluo8H / Calcein Red-Orange). 

RESULTS AND DISCUSSION 
Figure1 shows representative image of osteoblast like cells 
on the cell stretching microdevice. This image is pseudo 
color mapping of fluorescent ratio value ((Fluo8H / Calcein 
Red-Orange). Figure 2 shows definition of ROIs which were 
used to calculate and measure the fluorescent ratio value. 
One ROI was set onto the cell nucleus region and another 
was on the peripheral region. Figure 3 shows time course 
changes in fluorescent ratio values under stretch application. 
In the figure, the time point of stretch application is 
indicated by the black arrow. There were different time lags 
between stretch application and the rising time point of 
fluorescent ratio value in two ROIs. This result suggests that 
osteoblastic calcium signaling response to stretch stimuli is 
initiated around cell nucleus region and propagates to 
peripheral region. 

CONCLUSIONS 
In this study, we have succeeded to conduct the in situ 
observation of osteoblastic intracellular calcium signaling 
response to stretch stimuli with video rate temporal 
resolution. 
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Figure 1: Pseudo color image of fluorescent ratio value 
in osteoblast like cells on the cell stretching MEMS 
device. 

Figure 2: Definition of ROIs on cell nucleus region and 
peripheral region. 

Figure 3: Time course change in fluorescent ratio values 
in cell nucleus region and peripheral region. 
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INTRODUCTION  
Mesenchymal stem cells (MSCs) have been known to 
exhibit substrate stiffness-dependent differentiation, and 
history of the mechanical dose from culture environment to 
MSCs sensitively is found to alter its phenotype. A certain 
level of substrate stiffness and duration period on that 
determine the fate of MSCs [1]. In relation to this, we have 
found before that microelastically-patterned hydrogel with 
heterogeneous distribution of matrix stiffness allow MSCs 
to suppress fate determination into specific differentiation 
lineages, and contribute to keep the undifferentiated state 
[2]. We call such mode of MSCs as “frustrated 
differentiation”, which serves to construct culture substrate 
for MSCs to maintain their stemness in high-qualified state. 
The basis of this phenomenon is in the enforced oscillation 
of mechanical dose from environment to MSCs during the 
nomadic migration between stiff and soft region of gel 
matrix, which would eliminate the history of experience on 
a certain level of stiffness. In this study, to fully characterize 
the frustrated differentiation of MSCs, we investigated 
oscillation of the mechanical dose and mechanical signal 
input to MSCs employing the long-term traction force 
microscopy for MSCs culture on the microelastically-striped 
patterned gels. In addition, we performed cDNA microarray 
analysis for the MSCs culture in such mode of frustrated 
differentiation. 

METHODS 
To design such heterogeneous microelastically-patterned 
gels, we have applied the photolithographic microelasticity 
patterning of photoculable gelatins using a custom-built, 
mask-free, reduction-projection-type photolithographic 
system. 20 l of the styrenated gelatin (StG) sol solution 
was spread between vinyl-glass and a usual cover glass. 
Only for implementation of traction force microscopy, 5 l 
of 30% StG sol solution with fluorescent beads was spread 
over the latter cover glass. Human bone marrow MSCs were 
seeded onto the gel, and the emergence of frustrated mode 
of differentiation was characterized with 
immunofluorescence and RT-PCR analysis for the 
expression markers. Transcriptome analysis was performed 
using Affymetrix GeneChip Human Genome U133 Plus 2.0 
Array. 

RESULTS AND DISCUSSION 
To verify the oscillation of mechanosignal input to MSCs, 
traction stress dynamics was analyzed with the traction force 
microscopy. From the displacement of the fluorescent beads, 
we calculated the traction force of the cells by using finite 
element method. We found that the traction force of the cells 

strongly fluctuated depending on the elasticity where the 
cell adhered (Fig.1). We also found that the standard 
deviation of the traction force on the elastically-patterned 
gels was larger than that on the homogeneous gels. These 
results clearly indicate that on micro-elastically patterned 
hydrogels, mechano-signal oscillates because the cell 
intersects the micro-pattern every few hours. 
  From the exhaustive analysis for mRNA expression, MSCs 
which experienced normadic movement between stiff and 
soft region of microelastically-striped patterned gels were 
found to exhibit the characteristic transcriptomes compared 
with those on the plain control gels with homogenious 
elasticity. Expression of genes relating to cell motility was 
markedly up-regulated. Whole responses in the mRNA 
expression are presented and discussed in details. 

CONCLUSIONS 
By applying traction force microscopy, it was verified that 
oscillatory input of mechanosignals into MSCs cultured on 
microelastically-patterned gel, which induces frustrated 
differentiation. Transcriptome of the MSCs in frustrated 
differentiation was characterized. 
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Figure 1. Time series of mean young modulus (blue) 
and mean traction stress (orange). Up: NIH-3T3 cell. 
Down: MSC. 
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INTRODUCTION  
Reactive oxygen species (ROS) such as superoxide, 
hydroxyl radicals and hydrogen peroxide that mainly 
generated from NADPH oxidase (NOX) from mitochondria 
could function as a second messenger in redox signaling. 
Emerging evidences suggest that the balance between ROS 
and antioxidant enzymes could regulate stem cell fate, 
function and survival. It has been reported that matrix 
elasticity (stiffness of underlying substrate) mimic that of 
native tissues can direct stem cell lineage specification. The 
mechanotransduction and redox signaling pathways shared 
the similar effects on the physiological response of stem cell 
but their direct correlation has not yet been explored. In our 
previous studies, we observed the changes in expression of 
lineage specification markers and antioxidant genes in stem 
cells cultured on various surface elasticity gelatinous 
substrates [1, 2], indicating the possible connection between 
these 2 distinct signaling pathways.  
This study focuses on an investigation of the interplay 
between mechanotransduction and redox signaling of the 
stem cells. We examined the ROS production, mRNA 
expression of differentiation markers and redox related 
genes in stem cells on substrates with different stiffness, in 
order to gain a better understanding of the relationship 
between mechanotransduction and redox balance in stem 
cell physiology. 

METHODS 
The surface elasticity tunable hydrogel was fabricated using 
photocurable styrenated gelatin [3]. The elasticity of the 
gelatinous gel was measured using atomic force microscope 
The soft (3 kPa) and stiff (80 kPa) hydrogels were used for 
mesenchymal stem cells (MSCs) cultured for one week. The 
expression of osteogenic markers and redox genes such as 
thioredoxin (TRX), superoxide dismutase (SOD), 
peroxiredoxin (PRX), and glutaredoxin (GRX) were 
monitored using real-time PCR. The mitochondrial 
superoxide production in MSCs on various stiffness 
substrates was investigated using MitoSoxred staining.  

RESULTS AND DISCUSSION 
The mRNA expression analysis showed the up-regulation of 
TRXs, SODs PRXs and GRX on the hydrogels in 
comparison to the rigid tissue culture dish control (TC) 
(Fig.1). The MSCs on the 3 and 80 kPa gels showed some 
similarities and differences in expression patterns of the 
redox/ antioxidant genes. These antioxidant enzymes play a 
critical role in ROS scavenging system and also considered 
to be important, particularly for the cell that undergone 
lineage specification. The osteogenic lineage specification 
markers of the cells on the hydrogels exhibited the stiffness 
dependent expression patterns, since the expression of the 
genes such as alkaline phosphatase, collagen I or bone 

morphogenic protein 6 increased on the stiff 80 kPa gels but 
suppressed on the soft 3 kPa gels.  

Figure 1: The redox genes expression of the MSCs on 
different surface elasticity hydrogels. 

The analysis of mitochondrial superoxide production was in 
a good agreement with the up-regulation of the redox genes. 
In comparison to the control TC that exhibited the red 
fluorescent signal of mitochondrial superoxide, the MSCs 
on the hydrogels showed the weak fluorescent, suggesting 
the decreased in the ROS production. Live cell imaging of 
the cellular redox state and antioxidant activity of the cells 
on various elasticity conditions are now being investigated 
to further clarify the affect of substrate elastic on the redox 
state of the stem cells.  

CONCLUSIONS 
The mechanical stimuli from the underlying substrates could 
modulate the cellular redox balance, ROS production and 
expression of the lineage specific markers of the stem cells.  
Understanding of the integrative mechanism between 
mechanotransduction and redox homeostasis of the stem 
cells would provide significant implication in stem cell 
physiology. 
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INTRODUCTION  
Adaptation of the heart in response to aerobic exercise 
training has important implications for sport performance, 
fitness, and health [1]. These adaptations manifest 
predominantly as structural changes to the heart: 
proportional increases in heart volume and ventricular wall 
thickness [2]. However, less is understood about how the 
heart muscle adapts mechanically and biochemically.  

Shortening velocity and power output are dictated by the 
biochemical makeup (proportions of myosin heavy chain 
(MHC) isoforms α–MHC and β-MHC) of the actin-myosin 
crossbridges [3], with larger proportions of α–MHC leading 
to faster contraction rates and higher power outputs for a 
given resistance.  

The purpose of this study was to evaluate the differences in 
power output of isolated cardiac muscle cells and MHC 
composition between hearts from sedentary and exercised 
rats.  

METHODS 
Twenty-four 3-month-old Sprague-Dawley rats were 
randomized into four groups: moderate duration exercise 
(MD) (n=6), high duration exercise (HD) (n=6), extra high 
duration exercise (EHD) (n=6), or no exercise (CON) 
(n=5). Animals were trained on a treadmill for 11 weeks at 
25m/min. MD animals completed 30 minutes of exercise 5 
days/week, HD animals completed 60 minutes 5 days/week, 
and EHD animals completed 60 minutes 7 days/week. In 
weeks 9, 10, and 11, EHD animals also completed 2, 3, and 
4 sessions/day (up to 4 hours/day, 7 days/week). One week 
following the end of the exercise training, hearts were 
excised and strips of trabecular muscle were skinned in a 
1% Triton solution. Half of each sample was frozen in 
liquid nitrogen for biochemical testing and the other half 
was dissected further for mechanical testing. 

Mechanical testing consisted of isolating and attaching 
myocyte bundles on one end to a force transducer and at the 
other end to a length controller. Average sarcomere length 
was set to 2.4 µm using laser diffraction. Myocytes were 
maximally activated before the force was dropped to 90% 
of the maximum force, allowing the sample to shorten. The 
corresponding shortening velocity was measured. This 
protocol was repeated for 10% force decrements ranging 
from 10-100% of isometric force. Force-velocity data were 
fit to Hill’s equation and peak power was calculated. 

For biochemical testing, muscles were ground into a 
powder, dissolved in a sodium dodecyl sulphate buffer, and 
loaded into 0.75mm thick 7.5% acrylamide separating gels. 
Electrophoresis was run at 72V for 44 hours at 4°C. Gels 
were then stained with Coomassie Blue and scanned with a 
Biorad Calibrated Densitometer to determine relative 
concentrations of α–MHC and β-MHC isoforms. 

Data were analyzed using one-way ANOVAs and Tukey’s 
post hoc testing when indicated. Pearson correlations were 
conducted between peak power and %α–MHC. The level of 
significance was set a priori to α=0.05. 

RESULTS AND DISCUSSION 
There was a dose-dependent decrease in peak power output 
from the CON to MD and HD animals (p=0.038). However, 
this trend was reversed for the EHD animals (Figure 1; 
solid bars). Similarly, the same trend was present for the 
relative proportion of α–MHC to β-MHC, with a decreasing 
proportion of α–MHC from CON to HD, with a reversal for 
EHD (p=0.024) (Figure 1; lined bars).  
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Figure 1: Peak power output (solid bars) and %α–MHC 
(lined bars) for animals following exercise training. Bars 
represent mean±SEM. Red line indicates mean control 
value. *indicates significantly different from controls.  

A significant correlation between power output and MHC 
composition was observed (r=0.668, p=0.003). Therefore, 
adaptations to the MHC isoform expression are likely a 
significant mechanism for alterations observed in power 
output. 

CONCLUSIONS 
Our data suggest that adaptations of the heart to endurance 
exercise occur not only at the structural level [2], but also 
mechanically and biochemically within the muscle cell. 
Further, this adaptation appears to be dose-dependent, until 
exercise becomes excessive and adaptation is inhibited. 
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INTRODUCTION  

Because of the contact nature characterizing rugby, the tackle 
is one of the most performed on field tasks. 
Acceleration at contact, along with high impact speed and 
correct body posture are recognized, as well as great force 
delivery on the opponent, to be fundamental to perform an 
effective and safe tackle. To quickly regain the standing 
posture after grounding is finally essential to aim for the ball. 
Despite recent studies investigate speed and acceleration of 
the player performing a tackle [1], there is not an objective 
parameter to assess the tackle efficacy. 
The aim of the present study was to assess the efficiency of 
the tackle, directly on-field. With this purpose the center of 
mass (CM) acceleration was used as a guide variable, to 
develop a screening tool for tackle effectiveness. 

METHODS 

Subjects belonging to the U18 team of the Italian Rugby 
Federation (FIR) Academy took part in the study and were 
randomly divided into two groups: 13 athletes performed the 
front-on tackle (mean ± standard deviation (SD) BMI: 
29.26±4.41, age: 24.20±4.49 years), while 9 athletes 
performed the side-on tackle (mean ± SD BMI: 28.32±2.96, 
age: 17.13±0.64 years). All the athletes regularly take part in 
international fixtures. Subjects, after signing informed 
consent, performed 6 repeating side-on tackles in the rugby 
field at 2 different heights: between the knee and the hip (KH) 
and between the hip and the pelvis (HP). Video sequences and 
plantar pressure (PP) distribution were acquired by means of 
a Novel Pedar system and 4 synchronized cameras (GoPro 
Hero3+); hence peak PP (PPP), peak vertical ground reaction 
force (PV), hip, knee and ankle joints kinematics were 
determined [5,6] and their position with respect to the tackle 
task evaluated with purposely developed Matlab code. 
Specific features were tracked bilaterally directly on the 
motion sequences [5]: acromion, C7, L5, anterior iliac spine, 
posterior iliac spine, greater trochanter, lateral femoral 
epicondyle and calcaneus, two points on the shoes 
corresponding to the 1st and the 5th metatarsal head, lateral 
humerus epicondyle. Key instants were recognized as: left 
foot PV, right foot PV, contact instant. After proper 
calibration, tackler’s center of mass (CM) acceleration have 
been calculated basing on 2D trajectory reconstruction; 
positive and negative CM acceleration peaks have been 
recognized in three phases of the task: start-contact (PC), 
contact-grounding (CT), and grounding-ball retrieve (TR). 
Student’s t-test has been performed to detect differences in 
data from different tackling techniques and different impact 
heights. 

Figure 1: Acceleration normative bands (mean±SD) 
computed along running path, and maximum acceleration 
along x (medio-lateral) and y (forward-back) axis 
(*=* = p<0.05). 

RESULTS AND DISCUSSION 

Results presented in Figure 1, showed significant 
differencesin CM acceleration between front-on and side-on 
tackling technique. On X axis higher acceleration were 
detected on side-on tackle in each analysed phase, while on 
Y axis higher acceleration were detected on front-on tackle 
apart from CT. 

CONCLUSIONS 
The present experimental setup was able to distinguish 
tackler behavior at different level of impacts and in different 
key phases of the task. Coaching staff could use this 
information to evaluate tackler performances. A 2D  approach 
was adopted in order to keep the computational process quick 
and affordable, however 3D data are also available. 
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INTRODUCTION  
Kicking is an important skill for the football codes. During 
impact, the ankle has been found to passively abduct, evert 
and plantarflex1, and reduced plantarflexion is associated 
with increased ball velocity2,3. Ankle angle at impact start 
has also been found to influence subsequent motion with 
greater plantar flexion at impact start associated with an 
increased rigidity3.  

While ankle motion seems to be emerging as influential to 
kick performance, the analysis has largely been limited to 
the saggital plane. Further, the performance indicator has 
been limited to ball velocity. This evaluation needs to move 
to three-dimensional (3d) analysis of ankle motion and to 
other flight characteristics kick which will also affect the 
outcome, such as spin rate and angle of trajectory. The aim 
of the present study was to identify the relationship between 
3d ankle motion and flight characteristics.  

METHODS 
Three amateur football players completed 30 kicks toward a 
target 30m away with an Australian Football, representing 
three separate kicking analyses. The intra-individual 
analysis was the most appropriate method to identify the 
effects of impact characteristics on kick outcome, and avoid 
confounding the analysis with different player 
characteristics (e.g. mass, foot length and shoe type).  

Change in ankle angle and initial ball flight characteristics 
(azimuth angle, elevation angle, spin rate and spin axis) 
were captured  using three high-speed-video cameras (4,000 
Hz). Data were smoothed with a Butterworth, low-pass filter 
(280 Hz). The choice of cut-off frequency was based upon 
direct fourier transform, previoius literature1,2 and visual 
inspection of the data comparing different frequencies. 
Relationships between ankle motion and flight 
charactersitics were evaluated using 1st, 2nd or 3rd order 
regression equations with the choice of the most appropriate 
regression based on r2 value, visual inspection of the 
scatterplots and significance (p < 0.05).  

RESULTS AND DISCUSSION 
Ankle motion during impact varied within the players. 
Across the trials, all participants displayed both plantar and 
dorsal flexion, both inversion and eversion, and both 
adduction and abduction, excluding Player 2 that displayed 
only abduction and no adduction. Previous group analyses 
of the sagittal plane identified different techniques between 
players; to either plantar or dorsal flex or no change1,3. 
Shinkai et al (2009)1 also identified abduction and eversion 
for instep kicking. The individual analysis of the present 
study identified players are able to produce techniques of 
plantar and dorsal flexion, but also inversion/ eversion and 
adduction/ abduction.  

The relationships between ankle motion and flight 
characteristics varied on an individual level. A positive 
linear relationship between inversion with azimuth ball 

trajectory was consistent for all players. Otherwise, flight 
characteristics were associated with at least one ankle 
motion across the participants. For example, only Player 1 
demonstrated a relationship between change in 
plantarflexion with elevation angle, and only Player 3 
demonstrated a relationship between adduction and azimuth 
angle. This indicates that variation existed between players 
with ankle motion and flight characteristics.  

A positive linear relationship existed between inversion with 
ball azimuth trajectory for all players (Figure 1), meaning 
ankle rigidity is beneficial to kicking accuracy, similar to the 
association with velocity. The direction of the relationship is 
particularly interesting because it is consistent to the current 
understanding by coaches, that the ankle was passively 
inverted/ everted in the opposite direction to the kick. All 
players displayed this relationship, indicating inversion/ 
eversion rigidity is associated with azimuth ball flight and 
therefore kicking accuracy. Peacock et al., (2017)3 identified 
plantar/ dorsal rigidity was actively decreased under an 
accuracy based task, and suggested this was a strategy to 
either enhance accuracy or decrease the elevation angle of 
the ball. The present study indicates an increased rigidity is 
associated with accuracy. Furthermore, Player 1 displayed a 
relationship between plantarflexion with elevation angle, 
also suggesting the decreased plantarflexion observed by 
Peacock et al.,3 was more likely to be associated with a 
lower trajectory than enhanced accuracy.  

Figure 1: The relationship between inversion/ eversion with 
ball azimuth trajectory for one player (P < 0.0001).   

CONCLUSIONS 
Ankle motion varied within players, and the relationship 
with flight characteristics differed on an individual level, 
highlighting individual ankle motion influenced ball flight. 
All players displayed a positive relationship between 
inversion and azimuth angle, indicating that rigidity was 
beneficial to accuracy, similar to the association with 
velocity.   
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INTRODUCTION  
In association football, the power generated during a 
maximal instep kick (MIK) relates to the formation and fast 
release of a ‘tension arc’ (TA) [1]. The active creation of the 
TA originates from maximal hip extension (MHE) of the 
kicking leg and rotation of the trunk towards the non-
kicking side. Whereas the release aspect of the TA involves 
a ‘quasi-whip-like’ action of the kicking leg and trunk 
rotation towards the supporting leg [1].  

While the characteristics of trunk kinematics play an 
important role in the TA process, there is scarce research 
that detail the movement patterns of the trunk during a MIK. 
In addition, dominant (DOM) and non-dominant (ND) 
kicking legs display different kinematics [2]. Yet it is 
unknown how these inter-limb differences influences 
movement strategies in the trunk region. Therefore, this 
study investigated the differences between three-
dimensional trunk kinematics while performing a MIK with 
the preferred and non-preferred limb. 

METHODS 
Ten male university football players participated in this 
study (21.5 ± 5 years, height: 181.38 ± 23.2 cm, mass: 74.54 
± 19.01 kg). Ethical approval was sought and granted by the 
University Research Ethics Committee. An 18-camera 
motion capture system (VICON, Oxford, UK) collected 
kinematic data of the maximal instep kick at 200Hz. The 
marker configuration used was in accordance with Leardini 
and Colleagues [3]. Ten trials were collected on the DOM 
and ND side. Data was normalised for time from kicking leg 
toe off (KLTO) to maximal hip flexion (MHF) of the 
kicking leg. Statistical parametric mapping (SPM) analyses 
were applied to kinematic waveform data to compare trunk 
kinematics between the DOM and ND condition [4]. 

RESULTS AND DISCUSSION 
SPM1D t-tests revealed no significant difference in mean 
trunk kinematic waveforms between the DOM and ND 
condition across all three planes of motion (Figure 1B, D 
and F). A visual inspection of the mean sagittal plane 
waveform and the associated standard deviation band for the 
DOM condition, display greater trunk flexion during the 
formation (KLTO to MHE) and release (MHE to ball 
contact (BC)) of the TA in comparison to the ND condition 
(Figure 1A). A similar observation was noted on trunk 
rotation in the transverse plane (Figure 1E). Since trunk 
flexion and rotation are key characteristics of the TA [1], the 
impact of these highlighted differences between the DOM 
and ND condition on MIK performance variables (kicking 
leg velocity, ball speed etc.) warrants further investigation.    

Figure 1: Mean trunk kinematic waveforms in the sagittal (A), frontal (C), 
and transverse plane (E) (black - DOM / red – ND / shaded area denotes 
standard deviation across time) representing MIK data from 10 participants. 
SPM t-test outputs for the sagittal (B), frontal (D) and transverse plane (F) 
are presented. The vertical lines on A, C, and E highlight events during the 
MIK - KLTO (0%), MHE (26%), standing leg heel strike (28%), max 
kicking leg knee flexion (42%), ball contact (57%) and MHF (100%). 

CONCLUSIONS 
The present study found that performing the MIK with the 
preferred and non-preferred limb did not significantly 
influence three-dimensional trunk kinematics. However, 
there were subtle differences in the kinematic waveforms 
between the DOM and ND conditions. Since the data 
represented relative movement, it was not possible to 
distinguish whether these differences in movement 
strategies were due to changes in thorax or pelvis 
movement. An understanding of segmental angle and the 
coordination pattern between the thorax and pelvis may 
inform on performance characteristics such as the TA and 
on injury risk. 
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INTRODUCTION  
Muscle injuries are the most common injury in professional 
soccer accounting for up to 37% of all time-loss injuries 
[1,2]. The hip adductors are the second-most injured muscle 
group in soccer constituting up to 35% of all muscle 
injuries. A larger proportion of groin injuries may however 
be adductor related [2]. Musculoskeletal modeling may offer 
a valuable tool for quantifying muscle loading. 
The objective of the study was to model the muscle stress in 
adductor longus due to a perceived high eccentric loading 
during the swing phase of a kick [3] and gracilis due to the 
highest stress presented in a pilot study [4]. 

METHODS 
Seventy-three elite male soccer players (age = 15.6 ± 3.7 
years, height = 170.4 ± 13.0 cm, mass = 61.6 ± 14.7 kg) 
participated in the study that took place inside the 
Footbonaut™ at the training facilities of TSG 1899 
Hoffenheim (Zuzenhausen, Badem-Württemberg, 
Germany). The Footbonaut™ is a soccer specific training 
device consisting of a 14×14 m playing field surrounded by 
eight ball machines and 64 ball receivers. The Footbonaut™ 
can pass balls from four different directions and vary the 
passes in terms of speed, angle and spin. Subsequently the 
player has to pass the ball into one of the 64 targets 
surrounding the playing field.  All ball machines and targets 
have a dimension of 1.3×1.3 m and are equipped with 
photoelectric sensors to register whenever a ball is 
dispensed or received.  

Each subject received a total of 32 footballs at ground level 
with a speed of 40 km/h. The subjects were instructed to 
pass the ball using the inside of the foot. The dispensing of 
footballs and subsequent targets followed the same sequence 
to standardize the protocol for all participating subjects in 
the present study. 

A 3D motion capture system composed of 16 high-speed 
infrared cameras (Vicon MX-F40, Vicon Motion Systems 
Ltd., Oxford, Great Britain) was used to capture kinematic 
data from 61 retro-reflective markers. The kinematic data 
were low-pass filtered using a 4th order Butterworth-filter 
with a cut-off frequency of 12.5 Hz. 

Ten random passes from the subjects’ dominant legs were 
chosen for further analysis [2]. Joint angles, joint moments 
and muscle forces were computed using the AnyBody 
Modeling System (Version 6.0, AnyBody Technology, 
Aalborg, Denmark). Inverse dynamics simulations were 
conducted using the Anatomical Landmark Scaled Model 
[5], a rigid-body musculoskeletal model that is individually 
scaled to the anthropometrics of each subject. The 
simulations were time normalized using MatLab 2015b 
(MathWorks Inc., Natick, Massachusetts, USA) and 
analyzed between toe-off and ball contact. 

Muscle forces were normalized to body mass to account for 
the anthropometric differences between subjects. The 
respective physiological cross-sectional areas [6] were used 
to calculate muscle stress.  

RESULTS AND DISCUSSION 
Comparing the computed joint angles and moments, it 
became evident that the maximum joint moments occur 
during an eccentric contraction, with the hip abduction angle 
peaking at 73% of the swing phase. 

Figure 1: Muscle force during the swing phase [N/kg]. (The 
vertical dashed line indicates maximum hip extension). 

Maximum muscle force in the adductor longus occurred at 
61.5% of the swing phase (Figure 1) with a maximum stress 
of 2.1 kPa/kg (± 0.32). Maximum muscle force in the 
gracilis occurred at 68.0% of the swing phase with a 
maximum stress of 5.72 kPa/kg (± 0.97). 

CONCLUSIONS 
The nature of short passing places the hip adductors under 
great stress during the eccentric phase of the kick. The 
presented stress in gracilis is more than 2.5 times greater 
than in adductor longus and might also play an important 
role in groin related injuries and pain to the pubic bone.  
This high eccentric stresses combined with the repetitive 
nature of passing in soccer might explain the high incidence 
of groin related pain and injuries. 
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INTRODUCTION  
Taekwondo techniques are inherently variable. A traditional 
perspective from Shannon’s information theory (Shannon, 
1948) argues that variability is synonymous with ‘‘noise’’ 
arising from errors, either in the performance of the 
movement or in the recording and treatment of the data 
(Fitts, 1954; Schmidt et al., 1979). Alternatively, dynamical 
systems theory argues that variability is not inherently good 
or bad, but reflects the variety of coordination patterns used 
to complete the task (Haken et al., 1985; Scho ̈ner and 
Kelso, 1988). 
Researchers have used different techniques of nonlinear 
dynamics to study the structure of variability in sports 
movement. The two most popular techniques for quantifying 
variability in human movement appear to be vector coding 
(Heiderscheit et al., 2002; Ferber et al., 2005; Wilson et al., 
2008) and continuous relative phase (CRP) (Hamill et al., 
1999; Irwin and Kerwin, 2007; Miller et al., 2008). 
Although both techniques involve the assessment of 
coordination by the quantification of phase plane 
trajectories, the phase planes constructed with these two 
techniques are fundamentally different. The vector coding 
phase plane contains only spatial information derived from 
positional signals, while the CRP phase plane contains both 
position and velocity signals, and provides spatiotemporal 
information. 
In light of these differences, there is no assurance that vector 
coding and CRP convey similar information on the structure 
of variability when they are used to study a particular 
movement. In addition, a direct comparison between 
variability quantified by vector coding and by CRP has not 
been widely demonstrated in the biomechanics and motor 
control literature. Consequently, it is difficult to make 
comparisons between studies that use vector coding and 
those that use CRP. These comparisons are important if both 
techniques are to be used as measures of variability. 
Therefore, the purposes of the study were to directly 
compare Ap Chagi kick’s variability quantified by vector 
coding and CRP in Taekwondo, and to determine if these 
techniques convey similar information on variability.  

METHODS 
Six elite athletes of National Taekwondo Team of Iran who 
won many medals of Taekwondo games at international 
level. In experimental setup, we chose the Ap Chagi kick 
being testing movement, which is the most frequently used 
technique in competitions, the Motion Analysis System with 
5 high speed cameras (S Infrared, Vicon camera, Oxford 
metrics, Oxford, UK) were used to collect the kinematics 
data (sampling rate at 200 Hz) through tracking the 22 
makers automatically, and then the joint velocity and 
angular velocity for each lower limb were derived from the 
time series. The movement time was calculated from toe-off 
to the ground contact. 

In all the examples that follow, the coupling between two 
time-varying signals  and  was assessed. The two 
signals were always of equal length, sampled n times at the 
same points in time. 

2.1. Vector coding 
Vector coding was performed using the method of Sparrow 
et al. (1987). A phase plane was constructed, consisting of 

 on the x-axis and  on the y-axis. Coupling between 

and  was quantified by the coupling angle  between 
consecutive coordinates in the phase plane 

Where i indicates the point within the time series. 

2.2. Continuous relative phase 

Continuous relative phase (CRP) was performed using the 
method of Hamill et al. (1999). The state of each signal was 

assumed to be described by two state variable  and  with 
amplitude A and frequency f 

A phase plane was constructed with  on the x-axis and 
on the y-axis. 

Coupling was quantified by the CRP angle , which is 
the difference between the phase angles of two signals 

Where  and  are the phase angles for the first and 
second signals, respectively. 

RESULTS AND DISCUSSION 
In this paper, first calculate angle of lower limb joints and 
then calculate the angular velocity of them. With sketch the 
angle-angle and angle- angular velocity diagram, analysis to 
be perfect. Figure1, show the angel-angular velocity 
diagram of Hip and Knee. Figure2, show the angle-angle 
diagram of Knee and Hip. 



Figure 1: Angular Position-Angular Velocity of Hip and 
Knee joints 

The pattern of inter-joint coordination of CRP and VC was 
compared by descriptive descriptions with in phase (CRP = 
0° or ± 360°; VC = 45° or 225°) and out of phase (CRP = ± 
180°; VC = 135° or 315°). The variability of inter-joint 
coordination of CRP and VC was calculated as the average 
standard deviation of all points on the ensemble CRP and 
VC curves over a Ap Chagi’s Taekwondo for each subject, 
namely the deviation phase (DP). DP values represent the 
turn to return variability and a lower DP value indicates a 
more repeatable coordination between two joints. 

Figure 2: Angle (Knee)-Angle (Hip) Diagram 

The alternations of coordination patterns between in phase 
and out of phase were generally in similar fashion in both 
techniques, except the initial contact of hip-knee 
coordination. While VC seemed to have greater ranges of 
fluctuations on the patterns than CRP, CRP seemed to have 
sharper inflexion points on knee-ankle inter-joint 
coordination than VC. The DP values for both hip-knee and 
knee-ankle inter-joint coordination were similar using both 
techniques, respectively (Table 1). 

Table 1: DP values of inter-joints coordination (degrees) 

Inter Joints CRP VC 

Hip-Knee 0.17 1.23 0.77 0.11 
Knee-Angle 0.15  0.83 0.09 
Angle-Hip 0.02 0.96 0.82 0.11 

CONCLUSIONS 
In figure1, the loop of the knee is larger than to hip and it 
shows range of motion and angular velocity range of knee 
are greater than hip because in Ap Chagi kick’s Taekwondo, 
knee joint play important role in attack. 
In addition, in figure1 and 2, all curved are loop because in 
this study Ap Chagi kick is cyclic technique and the leg of 
attach return to initial position. Figure2 has 2 step that relate 
to turn and return and consequently all from in-phase to out-
phase and vice versa. In ideal state turn and return curved 
are unique and in this state player has full stable condition.     
Our findings suggested that there was a slight difference in 
the pattern and variability of inter-joint coordination 
presented by CRP and VC. This difference may be caused 
by the velocity (temporal evolution) and the normalization 
procedure involved in calculating CRP. The coordination 
information obtained from CRP and VC might be 
comparable with cautions. However, movement velocities 
were found to play an important role in finding the 
relationships between electromyography (EMG) and the 
joint kinematics properties on a phase portrait. Previous 
studies had successfully demonstrated that the control of 
human movement can be validated by using phase portraits 
of the motions of joints or segments. Hurmuzlu et al. (1994) 
has suggested that observing joint positions alone may be 
enough to identify the movement equilibrium during 
walking, however, phase portraits can be considered as 
useful tools to monitor the properties and changes of joints 
over time as they directly correlated the joint angles with 
respect to joint velocities. Since it has been indicated that 
the afferent fibers in muscle receptors work most efficiently 
by sensing joint position and velocity and a parameter 
missing the temporal evolution may potentially reduce its 
sensitivity to the variability, CRP may provide a higher level 
assessment of neuromuscular control as it can define joint 
position and direction of motions across multiple points of a 
gait cycle when compared to VC. Therefore, in the 
dissertation, we used CRP to investigate the inter-joint 
coordination. 
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INTRODUCTION  
Ischiofemoral impingement (IFI) is a recently recognized 
cause of extra-articular hip pain, most commonly found in 
females. IFI is believed to occur during hip extension, 
adduction, and external rotation due to close approximation 
between the lesser trochanter of the femur and the ischium 
of the pelvis. While IFI is a dynamic process, diagnosis 
guidelines for this condition use a measurement of the 
distance between the lesser trochanter and ischium on static, 
supine magnetic resonance imaging (MRI) scans. Recently, 
two studies measured ischiofemoral space (IFS) at specific 
angles of internal-external rotation and abduction-adduction 
of the femur while supine using MRI and ultrasound [1,2]. 
To establish a baseline measurement of IFS during dynamic 
activities of daily living, we quantified in-vivo hip motion 
and IFS by coupling patient-specific computed tomography 
(CT) generated 3D models with dual-fluoroscopy (DF) in 
asymptomatic control subjects. Using this data, we 
evaluated the relationship of dynamic measurements with 
gender, hip kinematics, and IFS measured from axial MRI.  

METHODS 
Eleven young, asymptomatic, recreationally active adults (5 
females, aged 23±2 years, BMI of 21.1±1.9 kg/m2) were 
recruited in this institutional review board approved study. 
CT and MRI images were acquired and 3D reconstructions 
of the pelvis and femur were generated. DF images were 
acquired at 100 Hz during a static standing trial, external 
rotation, level treadmill walking and inclined (5 degrees) 
treadmill walking at a self-selected speed (1.29±0.11 m/s) 
[3]. Projections of the 3D bone reconstructions were aligned 
with DF images, using a process termed model-based 
tracking (previously validated to an error ~ 0.6 mm) [4], to 
define the 3D orientation of each bone in-vivo. The 
transformations from model-based tracking were applied to 
the 3D bone reconstructions to recreate motions of the femur 
and pelvis. Bone-to-bone distance between the lesser 
trochanter and ischium was measured for each video frame 
of the dynamic motions in PostView (v. 1.9.0, 
www.febio.org). Using the MR images two measurements 
of IFS were obtained: first, from an axial slice, as is 
commonly used in diagnosis clinically, and, second, using 
3D surface reconstructions in PostView, as described for the 
DF data. The minimum and range of IFS were compared 
across activities and between genders using a paired and two 
sample Student’s T-test, respectively, with Holm’s 
correction for multiplicity. The relationship between IFS 
and hip joint angles was evaluated using Pearson’s 
Correlation Coefficient.  

RESULTS AND DISCUSSION 
Minimum IFS occurred during the external rotation activity 
for 10/11 subjects and inclined walking for 1/11 subjects. 
Measurements of IFS from axial MRI (mean (95% CI); 23.6 
(19.4-28.5) mm) were significantly greater than minimum 

IFS observed during external rotation (10.8 (8.4-13.7) mm, 
p<0.001), level walking (15.5 (11.4-19.7) mm, p=0.016), 
and inclined walking (15.8 (11.6-20.1) mm, p=0.011), but 
not supine or standing positions. The range of IFS measured 
during level walking (27.4 (24.6-30.1) mm) was less than 
inclined walking (32.5 (29.5-35.2) mm, p=0.045) and 
rotation (33.0 (30.3-35.6) mm, p=0.033) (Figure 1).  

Figure 1: Measurement of IFS in a representative female 
subject from CT reconstructions. Dual-fluoroscopy 
determined positions of minimum (left) and maximum 
(right) IFS during level walking are shown. 

Findings confirmed that minimum IFS was smaller in 
females than males for standing (mean (95% CI); 20.9 
(19.3-22.3) vs. 30.4 (27.2-33.8) mm, p=0.034), level 
walking (8.8 (7.5-9.9) vs. 21.1 (18.7-23.6) mm, p=0.001), 
and inclined walking activities (9.1 (7.4-10.8) vs. 21.3 
(18.9-24.1) mm, p=0.003). IFS was strongly correlated with 
flexion-extension (r=0.83), and moderately correlated with 
abduction-adduction (r=0.57) and internal-external rotation 
angles (r=0.49) (p<0.001 for all). There were no significant 
kinematic differences between genders.  

CONCLUSIONS 
Strong correlations between IFS and flexion-extension 
suggest that greater extension, rather than adduction or 
external rotation, should be incorporated into imaging and 
clinical exams to determine minimum IFS. The large 
variation in IFS measurements observed both across and 
within activities suggests that IFS measurements from static 
imaging, especially in a neutral orientation, do not 
accurately represent IFS during dynamic activities and may 
not improve the diagnosis of IFI.  
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INTRODUCTION  
Three-dimensional instrumented clinical gait analysis 
usually includes recording multiple trials with kinematic and 
kinetic data during over-ground walking. A challenge is to 
acquire clean force plate hits (kinetics) of a patient in a 
limited amount of time. In a clinical environment, the 
physical constitution in some patients may limit the number 
of walking trials and walking distance during data 
acquisition. Recording a certain number of clean force plate 
hits can therefore be time consuming and an optimal 
recording protocol is desirable. Visual targeting the force 
plate or reducing the number of steps when approaching the 
force plate may increase the rate of clean force plate hits. No 
studies found in the literature investigated the influence of 
different walking distances or of targeting versus non-
targeting conditions for the major gait parameters during 
over-ground walking: spatio-temporal parameters, full body 
kinematics, and lower body kinetics simultaneously. 
Therefore, the aim of this study was to compare gait 
parameters of three measurement protocols to make kinetic 
data collection during clinical gait analysis more time-
efficient. 

METHODS 
In 15 patients (age range: 8.4-45.0 years) with different 
orthopedic diagnoses, three walking conditions in over-
ground walking were compared: 1) approaching the force 
plates with 4 steps, 2) with 6 steps, and 3) with 4 steps while 
hitting a target one step before the first force plate. The 
starting position was individually adapted for each patient, 
to minimize the need for stride length adjustments or control 
for gait velocity prior to the target. Kinematic and kinetic 
data were collected simultaneously by a motion capture 
system (Vicon, Oxford, UK) and two force plates (Kistler 
Instrumente AG, Winterthur, CH). The full-body Plug-in-
Gait model was used to obtain kinematics. The VICON-
software was used for the pre-processing (i.e. filtering, 
calculating Plug-in-Gait joint kinematics and kinetics of the 
left and right steps hitting the force plates) and post-
processed with the MATLAB software (such as time 
normalization to a gait cycle, subtract parameters of interest, 
statistics). The rate of clean force plate hits, spatio-temporal 
parameters, full body gait kinematics, and lower body 
kinetics were analyzed. The Shapiro-Wilk-Test (normality 
test), paired-sample t-test, and one-dimensional Statistical 
Parametric Mapping were used for the statistical analysis 
(alpha-level: 0.05). 

RESULTS AND DISCUSSION 
The rate of clean force plate hits was highest (6.8 clean hits 
out of 8.1 trials on average per patient) in the condition with 
4-steps and visual targeting. Considering the rate of clean 
force plate hits, this condition seems to be the most efficient 
and therefore the least time consuming method. This 
condition had 17% more clean trials than the condition 4-

steps without visual targeting and 26% more clean trials 
than in approaching the force plate with 6 steps. These 
results are in line with Nicholson et al. [1] who found a 
reduction in trial numbers by reducing the distance to a 
plantar pressure plate or by targeting the plate. 

Left hip adduction and rotation, right shoulder flexion, and 
total left hip power were the only gait parameters with 
statistical significant differences between the 4-step 
approach and the 6-step approach. These differences were 
too small to be of clinical relevance. In absence of 
differences in the spatio-temporal parameters, we see no 
problem in restricting orthopedic patients to approach the 
force plate with 4 steps instead of 6. 
The average walking distance per trial across patients for the 
4-step approach was 6.4 m (range 5.0-7.7 m), starting 2.1 m 
(range 1.4-3.1 m) prior to the force plate. For the 6-step 
approach this was 8.9 m (range 8.2-9.5 m) with a starting 
position of 3.4 m (range 2.9-3.9 m) prior to the force plate.  

Left cadence, right step time, left thorax lateroflexion, left 
shoulder abduction, total right knee power, as well as hip 
rotation, thorax tilt, head tilt of both sides were statistically 
different between the 4-step approach with and without 
visual targeting. However, except for the head tilt in the 
targeting condition (due to looking at the target on the 
floor), the differences were very small and none were of 
clinical relevance.  
In this study, visual targeting prior to the force plate does 
not seem to affect the gait pattern of the strides hitting the 
force plates. This is in contrast to the literature [2]. 
However, we placed the target one step prior to the force 
plate instead of directly on to the force plate. 

One study limitation is that the three walking conditions did 
not place very high demands on the coordination of our 
patient population (i.e. mildly impaired orthopedic patients). 
The conditions may be more demanding for patients with 
more severe gait disorders, such as neurologic patients with 
cerebral palsy and/or mental retardation, or children under 
10 years of age due to an immature development of the 
corticospinal tract [3]. 

CONCLUSIONS 
For mildly impaired patients we recommend to initiate 
walking 4 steps prior to the force plates and to hit a target 
one step before the first force plate. This can increase the 
efficiency of collecting clean force plate hits in clinical gait 
analysis. The applicability of this method in more severe 
impaired patients remains to be tested. 
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INTRODUCTION  
In economically developing countries (EDCs) like India, the 
small-scale rehabilitation clinics do treat gait abnormalities 
but the outcomes are not always reliable. These clinics have 
poor to no access (67% rural population) to the efficient 
state-of-the-science 3D clinical gait analysis techniques due 
to high instrumentation and maintenance costs involved in 
setting up these labs. On the other hand, recent studies have 
reported that 2D planar kinematics is easy to interpret and 
can reliably determine the extent of walking disability [1]. 
Thus, the aim of this project was to develop a low cost and 
easy to use portable 2D videography system to be used as a 
complementary but reliable support to the clinicians 
working in rural part of India to treat walking abnormalities.  

METHODS 
Ten healthy volunteers (23.5±5.3years) signed informed 
consent and participated in this study that was approved by 
the ethical committee of the institute. Two types of mobile 
cameras were used to capture the videos - one having 5MP 
resolution (speed = 15 frames per second) and another 
having 13MP resolution (speed = 30 frames per second). 
Two sets of markers (size of 2.2cm and 3.5cm) were 
prepared by using waste paper, 1 inch screws, and radium 
strips (8 blue, 8 red and 3 green). Markers were bilaterally 
placed on shoulder, sacrum, ASIS, hip, medial and lateral 
knee, medial and lateral ankle, heel, and toe. The videos 
were taken in sagittal and frontal planes with opposite side 
of the camera covered by black cloth to avoid the 
interference of any other color than the marker colors. To 
calculate the parallax error for sagittal camera, multiple 
parallel strips, two inches apart from each other, were placed 
on the pathway.  
Each volunteer performed two static trials (one for each 
side) and five walking trials on the pathway. For each 
walking trial, the entire to and fro motion was captured by 
the cameras. The videos were converted to frames and for 
each trial, gait cycle was identified. Intensity based marker 
detection method was used to automatically detect markers 
in each frame using Matlab (Mathworks Inc., Natick, MA, 
USA). The RGB images were converted to L*a*b images. 
The L*a*b space is perceptually uniform while RGB space 
is not. The ‘L’ channel specifies the luminosity in the range 
of 0 to 100, ‘a’ channel specifies red and green colors with 
values in the range -128 to 0 for green and 0 to 128 for red, 
‘b’ channel specifies blue and yellow colors with values in 
the range -128 to 0 for blue and 0 to 128 for yellow (Figure 
1). A stick figure was generated for the entire gait cycle 
(Figure 1), coordinates for all markers were found and then 
2D joint angles were calculated for hip, knee, ankle and 
pelvic tilt for sagittal as well as frontal planes. To calculate 
parallax error, each volunteer stood on each of the parallel 
strips and a parallax trial was recorded. The measure of hip, 
knee and ankle angles was determined for each parallax trial 
and parallax error was determined for each marker. All the 
joint angle data was interpolated at every 1% gait cycle and 

parallax error values were either added or subtracted from 
the joint angles depending on the motion. 

RESULTS AND DISCUSSION 
Both 5MP and 13MP cameras could be successfully used for 
capturing the markers, however, 5MP camera required 
larger marker size (3.5cm) to effectively capture all the 
markers in all the time frames for entire gait cycle. 

Figure 1: Marker detection using intensity identification and 
stick figure generation for data analysis. 

Average joint angle data was found to be in good qualitative 
comparison (Figure 2) with 3D normative database [2]. 
However, more data will be collected to build the normative 
2D gait database for clinical comparisons. Work is 
underway to determine the reliability of the system for its 
use in various static poses and dynamic trials. 

Figure 2: Comparison of 2D sagittal plane flexion/extension 
angles with 3D normative data reported earlier [2]. 

CONCLUSIONS 
We have successfully developed a portable, low-cost 2D 
videography system to perform gait analysis in rural areas of 
India. Future work will be focused on evaluating the 
concurrent validity of the system, its implementation in rural 
clinics and its application for evaluating abnormalities.  
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INTRODUCTION  
Accurate joint kinematics is a fundamental element in 
studying joint kinetics [1] and musculoskeletal disease. 
While the anterior-posterior (AP) translation and internal-
external (IE) rotation patterns in the knee have been reported 
in the literature [2,3,4], current musculoskeletal simulations 
use relatively simple joint type such as a hinge joint for the 
simplicity of calculation. Such a simple joint type would use 
inadequate moment arms of ligaments and muscles and 
degrade the quality of kinetics results. Previous studies 
formulated kinematics of the knee as a function of knee 
flexion angle using the data of cadaveric and non-
ambulatory experiments [5,6]. Recently, bi-plane 
fluoroscopic (BPF) method has been introduced to measure 
in vivo skeletal kinematics [3,4,7]. Bi-plane fluoroscopic 
systems take skeletal images in vivo and calculate three-
dimensional kinematics of joints with the state-of-the-art 
accuracy. The BPF-based skeletal kinematics includes AP 
translation, IE rotation and flexion-extension (FE) of joints. 
The purpose of this study was to formulate the knee rhythm 
during walking, which represent functional relationships 
among knee FE rotation, AP translation and IE rotation. 

METHODS 
This study was approved by IRB at Chung-Ang University. 
Seven healthy subjects (all males, age 23±2 years, 63±6 kg 
and 170±3 cm) without history of knee injury were 
participated in this study after informed consents were 
obtained. Kinematics of the right knee was measured during 
walking and standing using a BPF system. BPF images were 
obtained for a full gait cycle during treadmill walking but 
only the frames from mid-swing to mid-stance could be 
processed due to the overlap of the bones in images. 
Polygon models of the femur and tibia from CT images 
were registered to the fluoroscopic images of both walking 
and standing trials. Anatomical coordinate systems were 
determined in the distal femur and proximal tibia, and the 
knee kinematics were calculated according to the ISB 
recommendation. The standing trials were used as reference 
poses. The AP translation and IE rotation were presented as 
a function of flexion-extension (FE) angle for swing and 
stance phases of walking, separately. Regression equations 
were calculated to estimate AP translation and IE rotation 
from FE angle using generalized mixed effects model with 
consideration of subject effect. Also, corrected Akaike 
Information Criterion was calculated to determine the order 
of regression polynomial. 

RESULTS AND DISCUSSION 
AP translation and IE rotation were regressed as first order 
polynomial regression functions for both swing and stance 
phases. The tibia translated posteriorly and rotated internally 
with increase of knee flexion angle for both swing and 
stance phase. The regression lines for AP (y in mm) vs. FE 
(x in degree) were y=-0.367x-0.202 and y=-0.495x-2.395 for 
stance and swing phases, respectively. The regression lines 
for IE (y in degree) vs. FE (x in degree) were 

y=0.289x+1.769 and y=0.029x+0.442 for stance and swing 
phases, respectively. 
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Figure 1: Knee kinematics from seven subjects were 
divided into swing (upper) and stance phases (lower). AP vs. 
FE (left) and IE vs. FE (right) data were regressed using a 
mixed effect model to obtain knee rhythm. 

The curves during the stance phase conform to previous 
studies that the knee rotational center is in the lateral side of 
the knee during walking [2,3,4]. In previous studies [5,6] the 
function of IE vs. FE was not included in calculating three 
dimensional knee kinetics. The range of IE rotation is as 
large as 10º in the knee during stance phase and can affect 
moment arms of ligaments and muscles. Implementation of 
the regressed knee rhythm would help provide more 
accurate kinematics in the knee during walking and increase 
the accuracy of kinetics calculation in musculoskeletal 
simulations. Limitation of this study was that the knee 
kinematics was obtained only from mid-swing to mid-stance 
during walking.  

CONCLUSIONS 
The study calculated the knee rhythm that could estimate AP 
translations and IE rotations as a function of flexion angle, 
using the kinematics measured by a BPF system. The three-
dimensional knee rhythm would increase the accuracy of 
knee kinetics calculation in musculoskeletal simulations. 
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INTRODUCTION  
Largest Lyapunov exponent (LyE) has been proved to be a 
valid measure for quantifying human locomotion dynamic 
stability [1]. The LyE measures the exponential rate of 
divergence of neighboring trajectories of the state space 
constructed from human motion kinematic time series [2]. 
However, accurate calculation of LyE in experimental 
studies where experimental noise is omnipresent is a 
challenge. This noise can have adverse effects on the LyE 
value by increasing the possibility of picking false neighbors 
in the state space [7].  

Rosenstein’s [5] and Wolf’s [6] methods are widely used to 
calculate LyE in studies of human movement. Although 
some studies [4] evaluated the robustness of these methods 
to noise in mathematical attractors such as Lorenz and 
Rössler, no study has investigated the effect of noise on LyE 
of time series associated with human movement.  

The aim of this study was therefore to evaluate the effect of 
added experimental noise on LyE of time series associated 
with human locomotion (i.e. a passive dynamic walker) and 
also to compare Rosenstein’s and Wolf’s algorithms in 
estimating LyE of noisy time series. 

METHODS 
The LyE was calculated for the simplest passive dynamic 
walker model which has been widely investigated in the 
studies of bipedal locomotion [3]. The differential equations 
of the model were integrated to obtain hip joint angle while 
the model was walking down a slope of 0.009 rad. 

To calculate the LyE, first, a state space with dimension of 4 
and time delay of 100 samples was reconstructed using 
global false nearest neighbors and average mutual 
information methods, respectively. The LyE was calculated 
for hip angle time series with the length of 50 steps. Both 
Rosenstein’s and Wolf’s methods were used to quantify LyE 
for both noise-free and noisy time series. To determine the 
effect of noise on LyE, seven levels of Gaussian white noise 
(SNR=55dB to 25dB with 5dB steps) were added to the time 
series of hip angle. The percent error of the LyE of the noisy 
relative to that of noise-free value was also determined.  

RESULTS AND DISCUSSION 
The results showed that Rosenstein’s and Wolf’s methods 
calculated different values for the noise-free time series of 
the passive dynamic walker (Table 1). In addition, 
Rosenstein’s method estimated the LyE for noisy time series 
lower than that of noise-free (negative %errors) in all noise 
levels. Furthermore, the mean %error was %-55.46 using 
Rosenstein’s method. Considering Wolf’s method, it 
estimated LyE for noisy time series lower than noise-free 
value for low levels of noise (55dB o 45dB); whereas for 
high levels of noise (40dB to 25dB), it estimated LyE higher 

than the actual value. The mean %error was also as high as 
%1063.65. 

Table 1: LyE values and percent error calculated using 
Wolf’s and Rosenstein’s methods. 

LyE value (%Error)

Wolf’s Rosenstein’s

no noise 1.36 0.34

55dB 0.39 (-71.57) 0.12 (-64.71) 

50dB 1.04 (-23.66) 0.12 (-64.71) 

45dB 0.54 (-60.03) 0.14 (-58.82) 

40dB 6.73 (394.49) 0.15 (-55.88) 

35dB 18.46 (1256.36) 0.16 (-52.94) 

30dB 34.03 (2400.59) 0.18 (-47.06) 

25dB 45.44 (3238.87) 0.19 (-44.12) 

Our results show that neither of Rosenstein’s or Wolf’s 
methods are robust to experimental noise. It could be due 
the fact that in the presence of noise, possibility of picking 
false neighbors in the state space increases [7]. However, 
Rosenstein’s method performed better than Wolf’s method 
in the presence of noise (lower %error). Rispens, et al. [4] 
also demonstrated that the precision of Rosenstein's 
algorithm was greater than Wolf's algorithm for noisy 
Lorenz and Rossler attractors. In addition, in line with 
Rispens et al. [4] study, our results demonstrated that Wolf’s 
algorithm is more accurate in low level compared to high 
level noise. One reason for Rosenstein’s higher accuracy 
might be that it averages the divergence over the whole state 
space and thus eliminating the effect of noise [4].  

CONCLUSIONS 
Our findings suggest that neither of Rosenstein’s and Wolf’s 
algorithms calculate LyE accurately in the presence of noise 
although Rosenstein’s algorithm is superior to Wolf’s 
method in terms of robustness to experimental noise. Based 
on the results, caution should be taken in conducting 
experiments to reduce experimental noise in studies aiming 
to quantify walking dynamic stability. Furthermore, other 
algorithms of calculating LyE which are more robust to 
noise could be adopted to more accurately quantify dynamic 
stability of human walking. 
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INTRODUCTION  
Sacroiliac joint (SIJ) biomechanics have been described in 
both in vitro as in vivo studies [2]. However, a standardized 
joint coordinate system for sacroiliac joint motion analysis 
is lacking, impeding interpretation of research results and 
communication between research groups. Moreover, the 
joints’ complex anatomy, its extensive morphological 
variability and its small range of motion further limit 
comprehension of research results. Up to now, to the 
authors’ knowledge, SIJ biomechanics have never been 
visualized in 3D. The authors of this paper proposed a joint 
coordinate system for the investigation of SIJ biomechanics 
[3], based on the procedure applied by Grood et al [1] on the 
knee. This study combines quantitative biomechanical data, 
acquired using this standardized procedure, with 3D 
visualization of SIJ biomechanics. 

METHODS 
Six cadaveric pelvises were stripped of their soft tissues, 
aside from the sacroiliac ligaments and the sacrotuberal and 
sacrospinal ligaments between the sacrum and coxal bones. 
The pelvises were mounted into a frame, and at least four 
visual markers were fixated into the sacrum and both coxal 
bones. Force was applied to the sacrum through a bar fixated 
in the sacral canal. Movement of the sacrum was induced in 
3 directions: nutation – counternutation, lateral flexion and 
transverse plane rotation. During motion, marker 
coordinates were captured by the optitrack optical tracking 
system. A CT scan was taken in order to visualize the 
markers and bony morphology of the pelvis. Sacrum, both 
iliac bones and optical markers were 3D reconstructed using 
Mimics image processing software. Finally, the 3D 
reconstructed bones and their corresponding markers were 
linked to the marker coordinates using Matlab software, 
allowing to visualize 3D motion in the sacroiliac joint.  

Motion in both sacroiliac joints was described using the 
method proposed by Grood et al [1]. Firstly, a Cartesian 
coordinate system (CCS) for both sacrum and coxal bones 
was established, based on bony landmarks on these two 
bony segments. Secondly, a Joint Coordinate System (JCS) 
was developed based on the body fixed axis of each of the 
CCSs. Finally, movement around the three axes of rotation 
of the JCS, nutation – counternutation (e1 axis), lateral 
flexion (e2 axis) and transverse plane rotation (e3 axis), was 
described by angles α, β and γ. Translations q1, q2 and q3 
were described by vector H, directed from the origin of 
sacral CCS to the origin of the coxal CCS.  

RESULTS AND DISCUSSION 
Most motion occurred around the e1 axis, with an average of 
little over 4°. Motions around the e2 and e3 axes were 
smaller, both with averages between 2 and 3°. Translations 

q1, q2 and q3 did not exceed 2mm, with all averages around 
1mm.  

Figure 1: 3D visualization of the sacrum and its 
accompanying markers at the end range of motion in 
counternutation (dark red) and nutation (bright red) between 
the iliac bones (brown, shown with accompanying markers). 
The JCS of the right SI joint is shown, with axes of rotation 
e1, e2 and e3. 

This study is the first to combine quantitative biomechanical 
research, using a standardized coordinate system, with 3D 
joint motion visualization. As joint morphology varies 
greatly and movement in the SIJ is very small, research 
results are often difficult to comprehend. Therefore, 3D 
visualization adds a deeper insight into sacroiliac motion. 
However, further investigation of SIJ biomechanics and its 
relation to joint morphology is necessary. 

CONCLUSIONS 
This article proposes quantitative biomechanical data using 
a standardized joint coordinate system, combined with 3D 
visualization of SIJ biomechanics, allowing better 
interpretation of  SIJ biomechanical research. 
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INTRODUCTION  
The use of wearable systems is becoming more common in 
health care and rehabilitation settings [1-2]. In general, a 
wearable system for patient monitoring consists of three 
main components: 1) the sensing and data collection 
hardware, 2) the communication hardware and software, and 
3) the data analysis and display [1]. While there has been
great interest in wearable sensors for in-home monitoring to 
mitigate falls, few researchers have applied such technology 
to low back pain (LBP) prevention/rehabilitation [3-5]. 

The goal of the present work was to develop a novel 
wearable system for the assessment of movement quality 
and control in LBP patients that is: 1) flexible (i.e. can be 
easily adapted), 2) powerful (i.e. can carry out simple as 
well as complex calculations and analyses), 3) efficient (i.e. 
completely portable and requires minimal user interaction), 
and 4) inexpensive (i.e. <$500). Presented below is an 
overview of the current state of the system, which is 
currently being optimized and tested. 

METHODS 
The system we developed involves 6 main parts, which are 
shown in Figure 1. The entire system is run through a 
custom iPad/iPhone application that we developed using 
Swift 2.2 and Xcode 7 (Apple Inc., CA, USA). Briefly, the 
system and custom software functions as follows:  
1. Upon opening the application, the user logs in and is

then asked to assess a new participant or to reassess an
existing participant. The next step involves entering
participant demographics as well as having the
participant fill out various questionnaires that the user
selects. These data are stored to the database as below.

2. The user selects which assessment task(s) they would
like the participant to complete, and the app
automatically moves through data collection procedures
(e.g. sensor placement details and videos of what the
participant will need to complete).

3. The system connects to wireless inertial measurement
units (IMU) via Bluetooth and collects data for the
length of time based on procedures in 2. The collection
device provides required feedback such as metronome
tones and can also take synchronized videos.

4. On-board calculations can first assess data quality then
movement control and quality variables of interest.

5. Raw and processed data are sent to, stored, and
organized in an encrypted cloud database. Data can
continuously grow and are tagged to be accessed in a
certain fashion (i.e. clinic where they were collected,
user, participant, date, injury, age, etc.). We also use
cloud computing and machine learning to continuously
train our algorithms to differentiate groups.

6. Feedback is provided to the user regarding how the
participant compares to others. The software can also

filter for comparisons (e.g. only compare female LBP 
patients of between 20 and 30 years of age). Specific 
feedback is currently being refined, but we will provide 
z-scores for certain variables, as well as differentiate 
healthy vs. pathological groups using machine learning.  

RESULTS AND DISCUSSION 
We have developed a novel wearable system for the 
assessment of movement quality and control in LBP that 
meets each of our original criteria. The system is flexible, 
because the number of sensors and sample rate can be 
adjusted, and additional movement tasks and analyses can 
be added at any time. Currently, we are using repetitive 
trunk flexion tasks and assessing local dynamic stability and 
quality of trunk movement [6], but are adding to both. The 
system is powerful, because we can program any type of 
analysis directly into the application and can also harness 
cloud-computing and machine learning algorithms to 
differentiate groups (e.g. healthy vs. LBP). The system is 
efficient because it walks the user through the required steps 
and automatically stores tagged data to the database (i.e. 
Google Cloud) without any user interaction. Finally, the 
system is inexpensive as we have used (and concurrently 
validated) off-the-shelf IMU sensors (Meta Motion R, 
MbientLab Inc., CA, USA), which retail for $78 USD each 
and can be purchased in bulk. These characteristics make 
this wearable system ideal for our data collection needs. 

CONCLUSIONS 
We have developed a wearable system for LBP monitoring 
that is flexible, powerful, efficient, and inexpensive. We are 
beginning to test the system on patients, and are 
concurrently validating all aspects of the system and 
working extensively on adding additional static and dynamic 
movement tasks and analysis techniques. Our plan is to 
create an open source system for the greater biomechanics 
community to use for collaborative research. 
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INTRODUCTION  
It is not clear if low back pain (LBP) is related with obesity 
[1-3] but both, LBP and obesity, appear to affect walking 
[1,4-5]. A better understanding of the specific gait 
abnormalities may help improve rehabilitation programs and 
treatments. 

The aim of this study was to compute and analyse the 
impact of obesity on spatio-temporal parameters and center 
of pressure (COP) displacements during gait in patients with 
aspecific LBP and to compare those with healthy persons.  

METHODS 
48 patients with aspecific low back pain (aLBP, 24 females: 
41±17 years; 24 males: 39±14 years) and 34 healthy 
subjects (CG, 16 females: 45±18 years; 18 males: 45±17 
years) walked 3 times at 3 different self-selected speeds 
(slow, preferred, fast) over an electronic walkway 
(GAITRite Walkway system). The order of gait speeds was 
randomized and both groups were divided in subclasses 
according to their body mass index values (BMI) (non-
obese: BMI ≤ 25 kg/m2 – obese: BMI > 25 kg/m2).  

Spatio-temporal and COP parameters were computed from 
contact data (i.e. velocity, cadence, step length, step time, 
swing time, posterior-anterior, medial-lateral and resultant 
COP excursions and velocities). Mixed-model ANOVA was 
used to investigate the influence of BMI, pathology and 
velocity on parameters.  

RESULTS AND DISCUSSION 
Obese subjects presented a decrease of gait velocity, step 
and stride length, swing and single support phase (Figure 
1a), posterior-anterior and medial-lateral COP velocities 
(Figure 1b). Conversely, base of support and double support 
phase increased (Figure 1a). No significant differences were 
observed between patients with aLBP and CG for both 
spatio-temporal and COP parameters. 

CONCLUSIONS 
Obesity influenced spatio-temporal and COP parameters but 
our results did not show any difference between patients 
with aLBP and CG, nor between obese subjects with aLBP 
and non-obese subjects with aLBP. These findings are not 
consistent with the literature where patients with LBP are 
describe as walking slower with smaller steps and longer 
stance phases than healthy subjects [6-9]. Furthermore, it 
was demonstrated that these outcomes were more altered 

when LBP was associated with obesity [9]. In further 
studies, due to the heterogeneity of LBP definition, we 
should extend our LBP sample considering various larger 
subgroups selected from clinical features such as symptoms, 
clinical examinations or specific spine damages. 

Figure 1: (a) Obese and non-obese gait phases, expressed in 
percentage of a gait cycle; (b) representation of the resultant 
COP excursion of a patient with aLBP at slow walking 
speed (COPxy). 
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INTRODUCTION 
Mechanomyography (MMG) is a non-invasive technique that 
determines muscle contractile properties by recording low-
frequency lateral oscillations of a muscle belly, following 
maximal percutaneous neuromuscular stimulation (PNS) [7]. 
These measurements correlate to the mechanical swelling of 
a muscle’s belly as observed by the displacement of the skin’s 
surface following stimulation [1,5]. Recent literature supports 
the potential use of MMG as a diagnostic tool for identifying 
muscle injury [5,8]. Particularly, the technique may be 
utilized for the diagnosis of injury sites in low back pain 
(LBP) patients [3]. However, the use of the MMG technique 
for diagnostic purposes requires further validation. The 
current study investigates the reliability and repeatability of 
laser displacement sensor (LDS)-MMG within a healthy 
cohort not suffering LBP during extension (lying) and flexion 
(seated) of the spine. The clinical relevance is the elucidation 
of whether injured LBP patients, with limited mobility, may 
either lie or sit when diagnosed with MMG in the clinic. 

METHODS 
Healthy male and female subjects (mean ± standard 
deviation, 25±9.42 years, BMI 21.79 ±2.99, n=34) were 
recruited for two separate testing sessions. Ten lumbar 
zygapophyseal joints, as well as two bilateral sites over the 
sacrum, were located via palpation and ultrasound. 
Participants were then placed prone on a padded plinth with 
a pillow underneath the anterior superior iliac spine to prevent 
excessive spinal lordosis during testing. 

MMG was recorded from erector spinae and multifidus 
muscles overlying the 12 low back sites. Two stimulatory 
electrodes (50mm inter-electrode distance) were placed on 
the skin to activate muscles at each site. To measure radial 
muscle belly displacement following PNS, a LDS was 
positioned perpendicularly overlaying the muscle belly and 
midway between the two stimulatory electrodes. Muscles 
were then maximally stimulated following a twitch stimulus 
[9]. Stimuli of increasing current (mA) were delivered whilst 
maintaining a constant voltage (400V) and duration (200us) 
(Digitimer DS7AH) until a maximum muscle contraction was 
observed without distortion of the sinusoidal MMG 
waveform [9]. Thirty second intervals were provided between 
stimuli to minimize fatigue from overstimulation.  

The MMG protocol was then repeated for all 12 sites with 
subjects in a flexed spine position. This consisted of subjects 
seated in a modified testing chair with their chest against the 
backrest, whilst straps were secured around the upper thorax. 
A second testing session was repeated a week later. A two-

way ANOVA with Tukey’s post-hoc was used to locate 
significance between sessions, and positions, with respect to 
site. 

RESULTS AND DISCUSSION 
There were no significant differences between separate 
testing sessions for the same position (P>0.05). The intra-
class correlation coefficients (ICCs) in extension for maximal 
muscle displacement (Dmax), contraction time (Tc) and 
velocity of contraction (Vc) were classified as ‘very good’ 
(0.8-0.9) whilst half-relaxation time (½Tr) and half-
relaxation velocity (½Vr) were ‘poor’ (0.4-0.5) and ‘good’ 
(0.7-0.8), respectively.  In flexion, Dmax, Tc and Vr were 
‘excellent’ (>0.9), whilst ½Tr and ½Vr were ‘fair’ (0.6-0.7) 
and ‘very good’, respectively [2]. On both sides of the spine, 
Dmax and ½Vr for L1/L2, L2/L3, L3/L4, L4/L5 and L5/S1 
were significant (P<0.05) between extension and flexion. Tc 
was significant (P<0.05) for all sites, Vc was significant 
(P<0.05) for only L1/L2 on both sides. ½Tr was not 
significant (P>0.05) for any site between positions. 

CONCLUSIONS 
The majority of MMG-derived muscle contractile properties 
were determined to be reliable measures in both extension 
and flexion of the lumbar spine.  However, flexion of the 
lumbar spine does appear to provide more reliable results as 
suggested by higher ICCs. Significant differences between 
extension and flexion of the spine indicate that joint position 
has an effect on lumbar paraspinal muscle contractile 
properties [6,4].  
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INTRODUCTION 
For many years, the relative length of the ulna with respect to 

the radius has been considered an important factor in wrist 

joint mechanics [1]. This relative length has been termed 

ulnar variance and is the distance between the distal edge of 

the radial sigmoid notch and the distal apex of the ulnar 

head’s articular dome [2]. A negative value corresponds to an 

ulna that is shorter than the radius. Similarly, a positive value 

represents an ulna that is longer than the radius. 

Ulnar variance is known to influence loading across the 

ulnocarpal joint and its associated structures [3]. As such, it 

has direct implications in clinical disorders such as 

Ulnocarpal Impaction Syndrome [4]. Ulnar variance is also 

known to change with forearm posture, making the 

relationship more complicated. The ulna shifts distally, 

relative to the radius, as the arm moves from a supinated to 

pronated position [5]. However, to date this has only been 

demonstrated using cadaveric models or based on static, in 

vivo positions.  

The goal of this study was to evaluate how forearm pronation 

and supination affects ulnar variance during active, in vivo 

forearm rotation, using dynamic (4D) CT data. 

METHODS 

The right wrists of five volunteers (26 ± 2 years) were 4D CT 

scanned (TOSHIBA Aquilion ONE) while they performed 

active forearm pronation and supination. The forearm 

movements were timed to take one second for each 

movement direction and were performed to the end ranges of 

motion.  Full 3D CT volumes were captured at approximately 

6 Hz, with an in-plane resolution of 0.65 mm and a slice 

thickness of 0.5 mm. A custom, python-based pipeline was 

used to automatically segment the radius and ulna bones in 

each image stack. An Iterative Closest Point algorithm was 

used to register the respective data clouds and calculate radius 

and ulna bone transformations. The segmented data were also 

fit to parameterised bone models. These were used to define 

the anatomical coordinate system and the anatomical 

landmarks that were used to calculate ulnar variance at each 

time step. 

RESULTS AND DISCUSSION 
Regardless of movement direction, the ulnar head was located 

more distally with the forearm in a pronated position than in 

a supinated position. This is consistent with previously 

reported data, based on static forearm positions and cadaveric 

models. Average ulnar variance was - 2.6 ± 1.0 mm when 

maximally supinated and 2.2 ± 0.7 mm when maximally 

pronated. This represents, on average, ~ 5 mm change in ulnar 

variance through the forearm’s range of motion. Ulnar 

variance also tended to be more positive when actively 

supinating than when pronating the forearm. The difference 

was significant when the forearm was in a neutral position 

(p < 0.05). Ulnar variance was 0.4 ± 0.4 mm while supinating 

and - 0.4 ± 0.4 mm while pronating. This is an important 

result as ulnar variance directly affects the load transmitted 

from the carpus of the hand to the head of the ulna. A change 

from - 1 mm to + 1 mm can almost double the load at the 

ulnocarpal joint [4]. Therefore, understanding the relative 

positions of the bones during dynamic movement, ideally 

under varying muscle loads, is important for accurately 

studying wrist joint mechanics.  

Figure 1: Ulnar variance with active forearm pronation and 

supination. Blue line gives mean ulnar variance and lighter 

blue band represents one standard deviation. (SUP = 

maximally supinated forearm, N = neutral forearm and PRO 

= maximally pronated forearm). 

CONCLUSIONS 

This study provides evidence that the relationship between 

ulnar variance and forearm rotation differs between dynamic 

and static analyses and depends on movement direction. The 

analysis will be expanded to include a larger data set to allow 

more confident conclusions to be drawn. 
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INTRODUCTION 
The maximal range of motion (ROM) of a joint is an 
important functional parameter to estimate the maximal 
muscle length or muscle extensibility [1]. It is a long-held 
belief that maximal dorsiflexion ROM is restricted by the 
tension within the calf muscles [2]. However, it is thought that 
peripheral nerves may also limit the ROM [3], but it has never 
been demonstrated. This study aimed to determine: 1) 
whether the sciatic nerve stiffness assessed using ultrasound 
shear wave elastography is correlated with the maximal 
dorsiflexion ROM (experiment I); and 2) whether a 6-min 
static stretch of the sciatic nerve increases the ankle’s 
maximal ROM (experiment II).  

METHODS 
Sciatic nerve and gastrocnemius medialis (GM) shear wave 
velocity (SWV), an index of stiffness, was assessed using 
elastography. In both experiments, the knee of the tested 
lower limb was fully extended, and passive maximal 
dorsiflexion ROM was assessed with the hip neutral (HIP-
neutral, 0°) or flexed at 90° (HIP-flexed), where the maximal 
dorsiflexion ROM is known to be considerably lower [3]. In 
the experiment I, the ROM difference between these two hip 
positions (ΔROM) was calculated for 29 healthy participants. 
The sciatic SWV was then assessed in HIP-neutral during one 
ankle rotation (2°/s). Pearson (r) correlation coefficients were 
calculated at different ankle angles to determine whether the 
ΔROM depends on the sciatic nerve stiffness.  
In the experiment II, 15 healthy participants performed 
Stretch and Control sessions, in a randomized order. In both 
sessions, the maximal dorsiflexion ROM (HIP-neutral and 
HIP-flexed), ankle torque, the electromyography (EMG) of 
calf and tibialis anterior muscles, and SWV of the sciatic 
nerve and GM were assessed before and immediately after 
the intervention. Participants underwent a total of 6-min rest 
in HIP-neutral (Control session) or sciatic nerve stretching 
(Stretch session), where the hip joint was passively flexed, 
and followed by thoracic and cervical flexion. During both 
interventions, the knee of the tested lower limb remained in 
full extension, and the ankle angle was maintained in neutral 
position (0°) to minimize the stretch of the calf muscles. 
Repeated measures ANOVAs were performed to analyze the 
effects of nerve stretch of the aforementioned variables. 

RESULTS AND DISCUSSION 
In the experiment I, large correlations were observed between 
the sciatic nerve stiffness and the maximal ROM in 
dorsiflexion (0.570 < r < 0.712, p < 0.001, Figure 1A), 
suggesting that nerve stiffness can play an important role on 
the maximal dorsiflexion ROM. In the experiment II, the 
nerve stretching induced a 13.3% (±7.9%) decrease in the 
sciatic stiffness (p < 0.0001) and an increase in the maximal 
dorsiflexion ROM (+25.1% ± 20.1%; p < 0.0001); in the 
absence of any changes in GM stiffness, ankle torque, and 

EMG (Figure 1B). No changes were found for all the 
variables in the Control session. These results showed that it 
is possible to considerably alter the maximal dorsiflexion 
ROM without stretching the calf muscles. As the sciatic nerve 
stiffness decreased, we are confident that the increase in 
maximal ROM is due to the decrease in sciatic nerve stiffness. 
A further analysis showed that after the nerve stretch (Stretch 
session) the increase in maximal dorsiflexion ROM in HIP-
flexed, position that strongly stretches the sciatic nerve, was 
correlated to the decrease in the nerve stiffness (r = -0.529, p 
= 0.042; Figure 1C). 

Figure 1: A, Correlation between the SWV and the ΔROM; 
B, Effects of nerve stretch (Stretch session) on the sciatic 
nerve and GM SWV and ankle torque; C, Correlation 
between the changes induced by the nerve stretch in sciatic 
nerve SWV and maximal dorsiflexion ROM (HIP-flexed).      

CONCLUSIONS 
The present study shows that: 1) the maximal dorsiflexion 
ROM can be limited sciatic nerve stiffness, a non-muscular 
tissue; and ii) a sciatic nerve stretching induces a significant 
decrease in local nerve stiffness that is accompanied by an 
increase in ankle’s flexibility without altering calf muscles 
stiffness and ankle torque. 
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INTRODUCTION  
Chronic ankle instability (CAI) often results from trauma to 
the ankle and is associated with persistent feelings of 
instability, pain, and frequent ankle sprains [1]. It is 
clinically hypothesized that deleterious angular and 
translational (i.e. kinematic) motion at the tibiotalar and 
subtalar joints causes ankle osteoarthritis (OA) in CAI 
patients [2]. However, in vivo measurements of tibiotalar 
and subtalar motion in CAI patients are not currently 
available, and thus, the pathogenesis of OA in CAI patients 
is unknown. 

Joint kinematics are often derived from motion capture 
techniques that track the positions of reflective markers 
adhered to the skin over bony landmarks. However, skin-
marker motion capture cannot distinguish between motion 
of the tibiotalar and subtalar joints as there are no reliably 
palpable landmarks for placement of a skin marker about the 
talus. Dual fluoroscopy (DF) is an imaging modality that 
accurately measures three-dimensional in vivo bone 
movement and can be used to identify the independent roles 
of the tibiotalar and subtalar joints. The purpose of this 
study was to use DF to evaluate and compare in vivo 
tibiotalar and subtalar joint kinematics between CAI patients 
and asymptomatic controls during activities of daily living. 

METHODS 
After obtaining Institutional Review Board approval 
(IRB#65620) and informed consent, ten healthy control 
subjects (5M/5F; 30.9±7.2 yo; BMI: 23.5±3.5) and four CAI 
patients (1M/3F; 30.8±4.1 yo; BMI: 25.8±3.4) were enrolled 
in this study. Subjects performed a single-leg balanced heel-
rise and treadmill gait at 0.5 and 1.0 m/s while DF images 
were acquired. Subject-specific CT scans were used in 
conjunction with the DF data to quantify in vivo tibiotalar 
and subtalar joint kinematics for all subjects. Kinematic 
results from the CAI patients were compared to the controls. 

RESULTS AND DISCUSSION 
During balanced heel-rise, 70%, 58% and 65% of the 
measured CAI tibiotalar internal/external rotation (IR/ER), 
subtalar inversion/eversion (In/Ev) and subtalar IR/ER, 
respectively, fell outside the 95% confidence interval (CI) of 
the control subjects. In addition, CAI patients frequently 
exhibited greater tibiotalar and subtalar IR/ER and subtalar 
In/Ev (Figure 1) with an opposing trend when compared to 
controls. These biomechanical differences may indicate a 
protective mechanism used by CAI patients to prevent 
further injury.  During 0.5 m/s gait, 50% and 60% of CAI 
tibiotalar dorsi/plantarflexion (D/P) and subtalar IR/ER, 
respectively, fell outside the 95% CIs of the control subjects. 
During 1.0 m/s gait, 62%, 65%, and 73% of CAI subtalar 
D/P, In/Ev, and IR/ER, respectively fell outside the 95% CIs 
of the control subjects.  

CAI patients often exhibited less rotational and translational 
range of motion (ROM) in both joints. Most CAI patients 
demonstrated consistently less In/Ev ROM for both joints, 
although individual ROM values were not always outside 
the 95% CIs of the controls. During gait, all CAI patients 
exhibited less tibiotalar translational ROM than the mean of 
the controls. The reduced ROM exhibited by the CAI 
patients may indicate a compensatory mechanism to limit 
movement in the ankle and reduce the risk of further injury. 

Figure 1: Subtalar inversion/eversion (+) joint angles of 
patients with chronic ankle instability (CAI) compared to 
asymptomatic control subjects during a single-leg balanced 
heel-rise activity.   

CONCLUSIONS 
Our results suggest that altered tibiotalar IR/ER, subtalar 
In/Ev and IR/ER, and reduced translational ROM may be 
biomechanical characteristics of CAI. These data could 
clarify the pathomechanical characteristics of this condition 
and illuminate the steps required to refine current diagnosis 
and treatment strategies. 
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INTRODUCTION  
Juvenile idiopathic arthritis (JIA) is an autoimmune 
musculoskeletal disorder causing a chronic inflammatory 
process of the synovial membrane that mainly affects large, 
load bearing joints such as the knee and ankle [1]. JIA 
causes swelling and pain, and the inflammation is generally 
treated with anti-inflammatory drugs. As a consequence of a 
persistently active disease condition, joint cartilage can 
result permanently damaged, making JIA the leading cause 
of childhood disability due to a musculoskeletal disease.  

It is still unclear whether an altered gait pattern might have a 
role in the process of JIA progression that leads to cartilage 
damage. If on one hand, it might be hypothesized that an 
inflammation in one of the ankle joints might induce a 
protective walking strategy aiming at minimizing its 
loading, on the other hand it is also plausible to hypothesize 
that an asymmetric gait pattern, causing excessive loading of 
the joint, might have been the reason for its persistent 
inflammation. This study aimed at verifying the plausibility 
of these two hypotheses in a group of children presenting at 
least one ankle joint affected by JIA, by investigating the 
values of the ankle joint contact force (JCF) in the two 
limbs.  

METHODS 
20 patients affected by JIA (gender: 5 males, age: 11.5±3.1 
years old, height: 145±17 cm, mass: 45±18 kg) were 
recruited over three years in two Italian research hospitals 
(G. Gaslini, Genova and Bambino Gesù, Rome). The 
patients’ condition was evaluated at three time points: 
baseline, and after 6 and 12 months. The assessment 
consisted in rheumatologic visit, clinical gait analysis and 
magnetic resonance imaging (MRI). The MRI scans 
included multiple sequences of high resolution ankle and 
foot scans at baseline and month 12, and a full lower limb 
scan at month 6. For the purpose of this study, a subset of 
nine datasets were isolated, corresponding to those recorded 
from six different children when their pathology was 
involving only one ankle.  

Three-dimensional, patient-specific bone geometries were 
obtained through segmentation of the MRI images and used 
to generate musculoskeletal (MSK) models of the lower 
limbs at the three time points. NMSBuilder was used at this 
purpose [2]. The hip joint was modelled as a ball and socket 
joint and the knee and ankle joints as hinges; the joint 
parameters were identified by fitting appropriate analytical 
surfaces to the bone geometries. A semi-automatic 
supervised atlas registration procedure was performed to 
map muscle attachments onto the personalized bone 
geometries and adjust the resulting muscle paths using the 
medical images as reference. Muscle strength was calculated 
by scaling the maximum isometric forces of an existing 

reference model [3] using the patient’s weight. MSK models 
and gait analysis data were then used to simulate the 
patients’ walking patterns, estimate the muscle-tendon 
forces using the static optimization method and finally 
calculate the JCF acting at the tibiotalar joint. All 
simulations were performed using OpenSim [3]. Peak 
values, root mean squared errors (RMSE), and correlation 
coefficients were used for curve comparisons. 

RESULTS AND DISCUSSION 
RMSE (0.41±0.24 BW) and correlation coefficients (range 
0.68 – 0.99) suggest similarly shaped JCF in the two limbs. 
Although not statistically significant at group level (t-test, 
p=0.38), differences larger than 7% between the mean JCF 
peaks (right: 5.5±0.7 BW, left: 5.5±1.2 BW) at the two 
ankles were observed in all cases, with the load on the 
affected joint being lower in six out of the nine cases.  

A  B 

Figure 1: Asymmetric JCF (left in red) in two affected left 
ankles showing A) joint unloading and B) load increase.  

CONCLUSIONS 
This study represents the first attempt of using patient-
specific MSK models of the lower limb to investigate the 
biomechanical response of the ankle joint in children 
affected by JIA. Due to the heterogeneity of the pathology, 
out of the 54 datasets collected so far, only nine could be 
used to investigate whether the ankle joint load would be 
reduced or increased due to joint involvement. The reported 
results suggest that the altered biomechanics leads 
preferentially to a protective strategy unloading the painful 
ankle joint. Ongoing processing of the collected dataset will 
allow to investigate alternative mechanisms by considering 
also other joints and changes over time of the disease status.  
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INTRODUCTION  
Ankle sprain is one of the most common joint injuries in sport 
activities or in the daily life. About 10-20% acute ankle sprain 
patients are likely to develop chronic ankle instability 
symptoms, which result in sprain-instability-recurrent sprain 
loop. Therefore, patients would eventually get osteochondral 
lesions and osteoarthritis and their daily activities could be 
greatly restrained. A number of previous studies employed 
clinical comparison, cadaveric experiment, and finite element 
model to study the pathogenesis of ligamentous posttraumatic 
ankle osteoarthritis (PTOA), but a convincing  conclusion is 
yet addressed.  Since the ankle anatomy of mouse and that of 
human are comparable regarding to musculoskeletal structure 
[1, 2], the mouse might be the potential ideal animal model to 
study the pathogenesis of ankle osteoarthritis in higher 
clinical evidence level. In this study, we aimed to use a mouse 
model to explore ligamentous injury-induced PTOA by 
surgically transecting different lateral ligaments of mouse’s 
hind foot and assessing both behavioral and histological 
results. 

METHODS 
In this study, 24 male C57BL/6J mice were randomly 
assigned into three groups. After training each mouse by 
beam walking, we transected different lateral collateral 
ligaments of 16 mice from two experimental groups under a 
microscope. SHAM group had no ligaments dissection 
operated; CFL-only group had calcaneofibular ligament 
(CFL) dissection operated to imitate moderate ankle sprain; 
ATFL+CFL group had both calcaneofibular ligament (CFL) 
and anterior talofibular ligament (ATFL) dissection operated 
to imitate the severe ankle sprain. Three days after surgery, 
we forced the mice to do wheel running six days per week for 
eight weeks in order to accelerate their OA formation. 
Elevated beam walking test (Figure 1) and foot print analysis 
were used to assess the balance ability of ankle. For beam 
walking test, the mice were subject to the duration to cross 
the beam and the times that the hind foot slips off the beam, 
which are recorded before and after surgery at different time 
intervals. For gait analysis, we measured elements of mice 
foot prints on white paper and obtained stride length 
asymmetry, paw overlap asymmetry, hind foot base width, 
forefoot base width, hind foot stance length and forefoot 
stance length. For histological analysis, ankle joint slices 
were stained by standard safranin O and fast green protocol. 

RESULTS AND DISCUSSION 
In elevated beam walking test, each test was proceeded three 
times to minimize random errors. Comparing to SHAM 
group, neither ATFL+CFL group nor CFL-only group shows 
significant difference of hind food slippery times on baseline 
(before the surgery). After the surgery, ATFL+CFL group 
shows significant difference (p < 0.05) from SHAM group on 
D3, W1, and W2. CFL-only group shows difference (p <0.1) 

on W1 and significant difference (p <0.05) on W2. Aside 
from the number of slips, the average time to cross the beam 
is also documented. In general, the duration is not affected by 
the transection of the lateral ankle ligaments statistically 
(P>0.05). The asymmetry of stride length is affected by the 
transection of lateral ankle ligaments (P<0.05). Comparing to 
SHAM group, ATFL+CFL group and CFL-only group had 
smaller left-stride lengths on D3 (P<0.05). Left side stride 
lengths of CFL-only group  is greater than that of SHAM 
group on W1 (P<0.05). P-values are computed with ANOVA. 

Figure 1: Elevated beam walking test to access mouse 
instability 

Eight weeks after surgery, we analyzed the degree of injury 
of ankle histologically. In CFL-only and ATFL+CFL group, 
both the tibiotalar and the subtalar joints were remarkably 
degenerated and the degeneration of the tibiotalar joint was 
significantly worse. Moreover, the injury caused a worse 
consequence to CFL+ATFL group than CFL-only group. We 
have successfully established the mouse ankle OA model to 
evaluate surgical-induced joint instability.  

CONCLUSIONS 
The mouse could be an ideal animal model to explore 
mechanisms of ankle instability. The group of mice with 
worst ankle sprain (CFL+ATFL injury) provides less stability 
and has higher possibility to develop PTOA. This finding 
would benefit the understanding of chronic ankle instability 
and its progress mechanism, offer a theory to cure 
degeneration of cartilage injury, lead to better management of 
chronic ankle instability.  
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INTRODUCTION  
Altered postural stability and movement patterns has been 
observed in patients with chronic ankle instability (CAI) [1], 
which is believed to lead to deteriorations in physical 
activity and health-related quality of life [2]. However, a 
limited understanding of this complex pathology still exists 
because of conflicting results among studies with similar 
outcome measures. The heterogeneity of CAI could explain 
the inconsistency of postural control strategies displayed 
during balance tasks. Existing evidence has emphasized that 
CAI is a multidimensional health condition that is associated 
with various insufficiencies [3], which helps to explain why 
CAI patients have variability in the types and combinations 
of measurable deficiencies related to this ankle pathology. 
For example, some patients with CAI may have 
insufficiencies in postural control, while others may not. 
Yet, clinical interventions, including movement strategy 
restoration, is often applied homogeneously. Therefore, 
identifying CAI patients with postural instability is critical 
prior to determining what movement strategies may be the 
contributing factors to altered postural control associated 
with CAI. This will  allow more successful selection of the 
most appropriate interventions for CAI. 

Novel engineering control theory techniques, such as 
Nyquist and Bode stability analyses [4], can classify the 
postural control system as stable or unstable. However, there 
is no previous study that has specifically examined 
movement strategies during a balance task in CAI patients 
with known postural instability using the Nyquist and Bode 
stability criteria. The purpose of this current study was to 
assess movement strategies during a single leg balance in 
CAI individuals with postural instability identified by 
Nyquist and Bode analyses and healthy controls.   

METHODS 
 Ninteen participants with self-reported CAI (13M, 16F; 
22.37±3.02yrs; 170.88±8.72cm; 72.57±13.66kg) and 15 
healthy controls (4M, 11F; 21.07±3.88yrs; 165.82±6.76cm; 
65.95±13.67kg) volunteered for this current study.  

Participants performed single-leg eyes closed static balance 
trials. The sagittal and frontal plane kinematics at the ankle, 
knee, and hip as well as center of pressure (COP) 
trajectories were recorded during three, 20-second trials 
using a passive retroreflective marker motion capture system 
interfaced with a force platform. All kinematic and COP 
data were sampled at 100 Hz. The Nyquist and Bode 
stability analyses, which classify COP waveforms as stable 
or unstable based on the resulting gain and phase margins, 
were performed to identify the presence of postural 
instability. This verified that the CAI participants had a 
postural control deficit and that the healthy participants did 
not. Sample Entropy (SampEn) was implemented to analyze 

movement strategies during the postural control task. Mann-
Whitney U tests were utilized to compare SampEn values 
between the CAI participants and healthy controls. 
Significance was set a priori at P<0.05. 

RESULTS AND DISCUSSION 
CAI participants with postural instability demonstrated a 
significantly lower SampEn value in frontal plane hip 
kinematics compared to the healthy controls 
(CAI=0.170.04, Control=0.210.08, P=0.03). No 
differences existed in other kinematic variability measures 
between CAI participants with postural instability and 
healthy controls. (P>0.05).  

Sensorimotor insufficiencies following an initial ankle 
sprain have been hypothesized to contribute to altered 
postural control strategies associated with CAI [1], as 
evidenced by reweighted dominance on hip musculature 
strategies during a balance task in individuals with CAI [5]. 
In this current study, CAI participants with postural 
instability demonstrated less variability of the frontal plane 
hip kinematics during a single leg balance task compared to 
the control group. The findings of this current study indicate 
that CAI participants with postural instability may increase 
rigidity at the hip to maintain single leg stance by 
eliminating extra movement as a potential adaptive strategy. 
However, the rigid hip strategy in maintaining an upright 
posture may decrease flexibility to different perturbations 
and constraints [6], possibly having an association with the 
lingering issues observed in CAI patients. Thus, it is critical 
to explore how rehabilitation programs can develop proper 
postural control strategies to help these patients cope with 
their ankle pathology. 

CONCLUSIONS 
CAI participants with postural instability demonstrated less 
variability of frontal plane hip kinematics compared to 
healthy controls. The decline in SampEn values in 
participants with CAI reflects changes in the sensorimotor 
constraints on movement patterns during a single leg stance 
and indicates a less adaptable sensorimotor system below a 
healthy range to perturbation and environmental changes. 
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BACKGROUND 
   
Two years ago, I participated in a workshop on neuro-
muscular biomechanics, and at the very end of the 
discussion, a student asked all panelists: “what is the 
greatest impact you have made in your scientific life”. I 
have thought about that question many more times since 
then, and in preparation for the Muybridge lecture, I did 
again. I came to the conclusion that it might be difficult to 
judge what findings may have made an impact in the field, 
while comparatively, it was much easier to identify findings 
and discoveries that formed my own thinking the most. I 
chose three findings that in very different ways affected the 
way I think about muscle contraction. They may be 
summarized as: (i) force enhancement above the plateau of 
the force-length relationship, (ii) passive force enhancement, 
and (iii) titin’s ability to change its stiffness (and thus force 
contribution) in eccentric contractions. These three topics 
are important to me because the first one forced me to re-
evaluate on a fundamental level my knowledge of muscle 
contraction; the second one came about by pure serendipity, 
unpredicted, unexpected, and I re-discovered that not 
everything in science can be planned; and the third one led 
me to the conclusion that maybe, 61 years after the last 
scientific revolution in muscle contraction, we need a new 
way of thinking, a new paradigm. 
 
TRUTH 
     
In 1982, Paul Edman, published a classic paper on residual 
force enhancement in skeletal muscles. A key question was 
if force in the enhanced state could exceed the maximal 
isometric force at optimal length. If yes, then factors other 
than cross-bridge mechanics would have to account for that 
extra force; if no, residual force enhancement could be 
explained exclusively within the existing frame work of the 
cross-bridge theory. Edman found the latter, forces in the 
enhanced state did not exceed the isometric force at the 
plateau of the force-length relationship. 
18 years later, I asked one of my postdocs to stretch single 
frog fibres on the descending limb of the force-length 
relationship to test for stiffness properties. She found that 
for many experimental conditions, the residual force after 
stretching was 20-30% greater than the isometric plateau 
forces. We repeated the experiment, used other muscles and 
preparations, always with the same result. In that moment, a 
scientific truth – residual force enhancement can never 
exceed the isometric plateau forces – died, and with it all the 
theories associated with that thinking, and I realized first 
hand that scientific knowledge is a continuously changing 
quantity. 
 
SERENDIPITY     

In 2002, we published a paper on the so-called “passive 
force enhancement” property of skeletal muscle. The 
experiments that led to these findings had objectives 
unrelated to anything remotely associated with passive 
forces. For the longest time, I was convinced that we had 
made an experimental error, because we found something 
that did not exist, that COULD NOT exist. Only following 
further experimentation using other preparations and 
working on different structural levels did I dare to publish 
those results. We found the passive force enhancement 
property by accident in experiments aimed at solving a 
different set of questions. Serendipity provided us with 
findings that changed my thinking about muscle contraction, 
and this new thinking has dominated the past 15 years of our 
experimental work.  
 
PARADIGM 
 
In 2008, I gave a seminar on muscle contraction, and 
following that seminar, a student asked “how far can you 
stretch a sarcomere before it breaks?” I had no idea. So, I 
tasked one of my graduate students to pull myofibrils until 
they broke and record the sarcomere length at which they 
failed. “And while you are at it” I said “why don’t you also 
stretch the myofibrils actively and compare them to the 
passive results. We found that sarcomeres break at about 7 
µm in length independent if they were activated or not. We 
also found that the active failure force was about four times 
greater than the passive failure force. However, this could 
not be the case since actin-myosin filament overlap is lost at 
3.9 µm, therefore even the activated myofibril could only 
use passive structural elements to produce force at 7 µm. 
Elimination of the structural protein titin abolished the 
differences in force between actively and passively stretched 
myofibrils. That is when we realized that titin may be a 
filamentous spring whose stiffness and force is controlled by 
muscle activation (calcium), and that our thinking of force 
production by actin and myosin exclusively may need 
revising. Further experimentation over the past nine years 
identified how force might be regulated by titin, and the 
question arose: “Do we need a new paradigm for muscle 
contraction? Do we need to replace the two-filament 
sarcomere model with a three filament model incorporating 
titin as an activatable spring element?  
 
CONCLUSION 
 
Scientific knowledge and truths are time-dependent 
properties that might come to you by serendipity, and a 
small remark at the end of a seminar may lead to 
experiments that challenge your thinking and may lead to 
changes in scientific paradigms.  By being alert, listening 
carefully, having an open mind, and letting the data point 
the way, we might find the solutions we seek.
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INTRODUCTION  
The prevalence of low back pain is 80% in humans [1]. Spinal 
fusion, first reported in 1952 [2], is the primary standard 
treatment used to remedy intractable back pain unresponsive 
to nonsurgical treatment. It is designed to stabilise the spine 
by immobilising lumbar segments, effectively producing a 
biomechanically rigid environment at the same time 
preserving the original disc height. However, current spinal 
fusion surgery still presents unacceptable failure rates, 
requiring revision surgeries. One known contributing factor 
is ill-configured spinal lordosis, leading to an unnatural 
distribution of stress upon the lumbar segments.  

Currently, surgeons rely on their 2D xray estimates and 
experienced to return the lumbar spine to its original lordosis 
estimated from sacral tilt. However this judgment is highly 
subjective especially since there is a lack of surgical guide 
devices, unlike in the knee and hip. This study aims to 
develop a computational framework as part of a surgical 
planning tool to assist orthopaedic spinal surgeons in rapidly 
planning the optimal degree of lordosis consistent with the 
state-of-the-art but also incorporating bone stress shielding.  

METHODS 
A semi-automated segmentation algorithm was developed for 
pre-surgical imaging data to allow rapid generation of patient 
specific lower lumbar finite element (FE) models. This semi-
automated segmentation algorithm consists of vertebral 
localization via classification from annotations and model 
based segmentation to allow for accurate 3D reconstruction. 
Segmentation outcomes were then evaluated with Dice 
similarity coefficient against manual segmented ground 
truths. Generic intervertebral discs were then automatically 
tailored to patient specific lumbar vertebrae via a variant of 
free-form deformation known as “host mesh fitting [3]. 

An automated posture placement algorithm combining 
elements of computer vision and intervertebral disc 
biomechanical responses was then developed to allow for 
realistic manipulation of lumbar vertebrae. By modeling the 
intervertebral disc of each lumbar segment as a unique 
Cartesian stiffness matrix, realistic lumbar forces and 
moments dictate coupled lumbar segment movements. 
Utilising a Gilbert-Johnson-Keerthi (GJK) [4] collision 
detection algorithm, subject-specific lumbar segment 
movements are incorporated. A joint coordinate system (JCS) 
for each vertebra was then automatically determined in line 
with ISB JCS recommendations for spinal vertebra [5]. 
Realistically coupled lumbar segment motions along with a 
vertebra JCS were then applied to each lumbar segment using 
dual quaternions and then adjusted to patient specific 

vertebrae geometry via the incorporated GJK algorithm. The 
automated posture algorithm was then validated against MRI 
data of external validation subject in a variety of postures. A 
further correction of optimal lumbar lordosis was achieved by 
perturbations to the geometric solution in order to minimise 
intervertebral stress shielding.   

RESULTS AND DISCUSSION 
Figures 1 below demonstrates variation in lordosis obtained 
from the automated posture algorithm. External validation 
MRI data shows relatively accurate reconstruction of patient 
posture and lordosis with a maximum of ~10% error in 
posture prediction. Evaluation of predicted shape against 
manually segmented spines also produced a maximum of 
~10% error in geometry. 

Figure 1: Variation in lordosis created by posture algorithm 
(left). 25º - 90º range of normal lordosis (right). 

CONCLUSIONS 
A computational framework was developed as part of a 
surgical planning tool to assist clinicians in rapid patient-
specific lower lumbar FE model generation which is 
consequently used to inform the optimal lumbar lordosis 
recovery required for successful fusion surgery. This 
framework is currently being evaluated against retrospective 
surgical or revision cases to see if the lordosis predicted is 
consistent with clinical outcomes. 
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INTRODUCTION  
Polyetheretherketone (PEEK) is a common material for 
spinal interbody cages, and has an elastic modulus more 
similar to bone than metal alloys [1], which may reduce 
graft stress shielding and endplate subsidence [2]. However, 
PEEK appears not to bond directly to bone whereas surface 
textured titanium and titanium alloy (Ti) implants can 
exhibit bony ingrowth or ongrowth [3]. PEEK interbody 
cages incorporating titanium or titanium alloy surfaces may 
promote early fusion and improve spinal fusion rates. The 
aim of this study was to compare radiographic, mechanical 
and histological indices of fusion in an ovine model for: (A) 
PEEK interbody cages; and, (B) PEEK interbody cages with 
nano-surfaced porous Ti coated endplates (PEEK+Ti) 
(Nanovis LLC, Columbia City, IN).  

METHODS 
14 skeletally mature Merino sheep (mean 69.6 kg) randomly 
received a PEEK or PEEK+Ti cage, with autologous bone 
graft, at L4/L5. Radiostereometric (RSA) assessments and 
CT scans were obtained at 0, 3, 6 and 12 mth post-surgery. 
Intervertebral range of motion (ROM) from flexion to 
extension position (mean error of rigid body fit <0.3 mm) 
was determined using UmRSA software (RSA Biomedical, 
Sweden). A linear mixed model (LMM) with Random effect 
of Sheep, and Fixed effects of Cage Type, Time Point and 
CageType*TimePoint, was used to determine if ROM was 
dependent on cage type or post-operative time point. Fusion 
was defined as the presence of ≥2 trabeculae passing 
between vertebral endplates in both the sagittal and coronal 
plane, and the absence of radiolucency around the cage, as 
viewed on CT scans by one senior spinal surgeon. Fusion 
rates were assessed using a Fisher’s exact test at each time 
point. Lumbar spines were excised at 12 mth and L4-5 
vertebral bodies prepared, embedded and subjected to quasi-
static low load mechanical testing in flexion-extension (FE), 
lateral bending (LB), axial rotation (AR), anterior shear 
(ASh) and compression. Stiffness and ROM (mean of 3 
cycles) for each testing mode were calculated, and compared 
using Mann-Whitney U-tests. Centre sagittal (0.8 mm thick) 
histological sections were prepared and stained with 
Toluidine blue. Fusion was defined as continuous bony 
bridging across the endplates either inside or outside of the 
cage, and difference in fusion was assessed using a Fisher’s 
exact test. For all statistical comparisons, alpha=0.05. 

RESULTS AND DISCUSSION 
One animal died following 6 mth assessment and was 
excluded from 12 mth outcomes. The median flexion-
extension intervertebral angle was slightly lower for the 
PEEK+Ti cage at each time point, but the LMM revealed 
ROM was not statistically dependent on Cage Type (PEEK 
vs. PEEK+Ti), or Time (0, 3, 6, 12 mth). Most relative 
rotations were ≤4°. There was no significant difference 
between the CT-derived fusion rates of the two cages at any 
time point. There was a trend for the PEEK+Ti group to 
have higher overall fusion rates at 3 (43 vs. 14%) and 6 mth 
(71 vs. 43%), higher central fusion rate at 3 mth (43 vs. 
14%), and lower anterior fusion rate at 12 mth (29 vs. 67%), 
but none of these differences were statistically significant; 
this may be elucidated with larger sample size in future 
studies. 43% of animals in the PEEK, and 29% in the 
PEEK+Ti, group exhibited radiolucency at 3 mth; no 
radiolucency was observed at 6 and 12 mth. For the low 
loads tested, there was no significant difference in stiffness 
or ROM for between the PEEK and PEEK+Ti groups, for 
any loading direction (Table 1). Histology showed abundant 
trabecular bone inside the cage at 12 mth for all specimens 
except one in the PEEK+Ti group. In some cases there was 
a small cartilaginous-lined inclusion between the superior 
and inferior bony ingrowth in the centre of the cage. Overall 
fusion was present in 66% (4/6) PEEK, and 71% (5/7) 
PEEK+Ti, and central bridging bone was observed in 66% 
(4/6) PEEK, and 43% (4/7) PEEK+Ti. No differences in 
fusion rate observed via histology were significant. 

CONCLUSIONS 
PEEK and PEEK+Ti cages achieved intervertebral fusion in 
this ovine model. There was a non-significant tendency 
towards earlier fusion for PEEK+Ti. There was no 
significant difference in RSA, CT or histological measures 
of fusion, nor mechanical response, at 12 mth post-surgery. 
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Table 1. Stiffness [median (interquartile range)] for each direction of mechanical testing. 
FE (Nm/°) LB (Nm/°) AR (Nm/°) ASh (N/mm) Compression (N/mm) 

PEEK 36.5 (11.9) 37.2 (8.0) 5.4 (3.8) 82.1 (11.2) 1510.0 (1013.7) 

PEEK+Ti 34.7 (6.1) 36.9 (11.0) 2.3 (1.5) 76.8 (15.9) 1519.9 (350.2) 
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INTRODUCTION  
Current treatment for degenerative spinal disc disorder is by 
fusing the acetabular on either side of the degenerating disc 
through the use of an interbody fusion implant. Restoration 
of sagittal balance, through restoration of mono-segmental 
lordosis, is important to reduce back pain, avoid adjacent 
segment degeneration and prevent “flat-back” generation 
[1,2]. Factors associated with restoration of mono-segmental 
lordosis are the cage parameters (height, length and wedge 
angle) and surgical positioning. However, fusion device 
placement does not used guides, unlike the knee and hip, 
and rely on surgeon experience. Therefore spinal fusion has 
a relatively high failure rate (reportedly up to 40%), 
although only 25% of failures may be revised [3].  

The aim of this study is to develop a population informed 
patient-specific finite element (FE) tool to evaluate the best 
fusion implant characteristics and location that would 
restore the required segmental lordosis for each lumbar 
segment. 

METHODS 
Three patients that received spinal fusion surgery underwent 
MRI and sagittal and frontal X-rays imaging pre-surgery 
followed by CT scan and 2 views X-rays imaging post-
surgery. Full 3D reconstruction of each patient vertebrae 
were performed: 1) using 3D manual segmentation of the 
CT images and 2) using a statistical shape model scaled 
using key landmarks from patient’s MRI images. Key 
landmarks chosen from patient’s MRI images were first 
registered to the nearest neighbor correspondents on the 
statistical shape model, and the population based statistical 
shape model was subsequently transformed to best fit those 
landmarks using host-mesh fitting [4]. Each bone geometry 
resulting from the 3D reconstruction was exported into a FE 
model that included generic intervertebral discs.  

The patient’s spine model was then positioned in a standing 
posture based on the pre-operative sagittal and frontal X-
rays. Pelvis incidence (PI), lumbar lordosis (LL), 
intervertebral and vertebral angles were then determined and 
the optimal segmental lordosis angle were calculated for 
each segment for surgery planning. Using these parameters 
the model could define the best fitting fusion implants 
characteristics and location on the acetabular bed to achieve 
each segmental lordosis angle to be restored. The 
customized fusion implants was modelled and evaluated 
with FE analyses. Multiple implant locations were simulated 
to evaluate the optimal location for implant placement. 

RESULTS AND DISCUSSION 

Figure 1:  A) One possible solution for fusion device 
placement in both (up) anterior and (down) lateral views. B) 
Patient’s standing X-ray with in yellow the lordosis angle 

The population based lower lumbar model (Figure 1A) was 
able to be customised to patient MRI data using 12 
strategically placed control points. Validation of this against 
manual segmentation produced a geometric RMS error of 
less than 3 mm. Each patient’s model was fitted to their 
standing posture (Figure 1B) and optimized for the ideal 
implant placement that minimised ∆PILL (= PI-LL) and 
stress shielding in the anterior region of the spine 
encouraging more bone diffusion in the spinal fusion device. 
One solution is presented in Figure 1A from anterior and 
lateral views. Further work will focus on the automation of 
the 3D reconstruction from patient’s MRI images along with 
the statistical shape model. 

CONCLUSIONS 
A population based modelling tool was developed to enable 
clinicians to rapidly generate patient-specific FE models of 
the lower lumbar. This in turn informed the ideal mono-
segmental lordosis to be restored and location of the implant 
that can be used to aid implant placement decisions. This is 
currently being developed into an online web-based tool.  
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INTRODUCTION 
Pedicle screws are well established and have been become 
an essential tool in spinal surgery. However, complications 
are common, especially in geriatric patients with poor bone 
quality [1]. Expandable screws are very promising to 
improve the osteoporotic bone anchorage. In own previous 
work a novel shape memory alloy (SMA) pedicle screw 
concept was developed that braces itself against the osseous 
environment after implantation by heating to body 
temperature. The aim of this study is to investigate first the 
influence of the actuator force on the primary stability of the 
pedicle screw in-vitro. 

METHODS 
Twenty-four lumbar and one thoracic vertebrae were taken 
from seven human cadavers for the in-vitro tests. Bone 
quality was determined from µCT using a self-made 
phantom. Pullout forces were determined with a biaxial 
testing device (DYNA-MESS, Aachen, Germany) in a 
climatic chamber at 39°C. The testing rate was 0.1 mm/s. 
Thirteen shape memory pedicle screws with two actuator 
sheets and twelve standard screws with continuous thread 
were analysed. The pullout forces were correlated to the 
Hounsfield values to minimize the influence of the bone 
quality. Additionally the heat-induced actuator force against 
resistance was evaluated. 

RESULTS AND DISCUSSION 
The mean actuator sheet compression force of the used 
SMA sheets was -7.4 N ± 0.6 N (n=19). Seven of the SMA 
screws were activated correctly after the implantation, four 
activated unilaterally only. Two SMA screws were not 
activated and therefore excluded from the analyses. The 
pullout force averaged 868 ± 392 N for the standard screws, 
ranging between 305 and 1391 N, and 828 ± 353 N for the 
SMA screw, ranging between 312 and 1254 N. The 
averaged mean HU value for all vertebrae with tested 
standard screws were 15 ± 101 HU (n = 10) and -24 ± 101 
HU (n = 10) for the SMA screw tested vertebrae. The mean 
HU value for the SMA screws was lower so that the force 
values were standardised according to HU values. Three 
µCT-datasets was corrupted by artefacts and the 
corresponding tests were excluded. The mean standardised 
value for standard screws was -13 ± 19 N/HU and -6 ± 19 
N/HU for the SMA screws. The mean value was minutely 

slower for the normal screw. However, the difference is not 
significant.  

Figure 1: HU standardised pullout force of SMA and 
normal pedicle screw 

CONCLUSIONS 
The SMA screw has the same primary stability as the 
standard screw. Further, comparatively high pullout forces 
in cases of poor bone quality can be observed. It is to be 
noted, that the opposing notches within the treads for the 
SMA screws reduce the thread surface. In consequence it 
must currently be compensated by the actuators. In the 
future the surface of the actuator sheets should be structured 
like the missing parts of the thread. Thus, the primary 
stability can be increased. Subsequently, the long-term 
stability will be investigated.  
Additionally the reliability of the activation of the actuator 
sheets must be improved and is e.g. affected by soft tissue, 
which winds around the screw.  
To summarize, the results are promising and the 
implantation of the SMA screw could be done without 
additional effort.  
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INTRODUCTION  
In our earlier study of disc herniation, using fully intact 
ovine motion segments, we showed that under the combined 
loading of flexion and rapid compression, what tends to 
happen is that the outer annulus fibers fail first, followed by 
the mid-to-inner fibers, and then nuclear material protrusion 
[1]. This sequence of events in herniation was established 
from the detailed microstructural investigation, post 
mechanical testing, that was carried out. 

In terms of the influence of the facets, it was noted that there 
were very few facet failures observed – 4 out of 72 segments 
tested. We proposed that these facet failures were a 
consequence of the sudden loss of disc height following 
herniation [1, 2]. Thus we hypothesized that the initiation of 
herniation, and its progression, is relatively facet-
independent in healthy motion segments [2]. In this study 
we test this hypothesis. 

METHODS 
A total of 33 healthy ovine lumbar spine motion segments 
were obtained each containing an intact disc and posterior 
elements (two facets). However in 25 of these segments the 
superior vertebra pars interarticularis was sectioned and 
removed to effectively defunction the facets. All segments 
were flexed 10° and then compressed at a rate of 40mm/min. 
This combined loading follows exactly that used in our 
earlier study, and is found to induce herniation [1]. 

With the aid of video recording and the mechanical testing 
control system, loading was terminated by one of two 
indicators: first was the indication of external gross nuclear 
extrusion, and second the sudden drop in the load vs 
displacement curve. These two indicators were used to help 
understand the herniation/failure initiation and progression. 
Also from the video recordings measurements, anterior 
shear of the upper vertebra relative to the lower, and axial 
displacements were obtained from each test. 

Following mechanical testing, all segments were fixed in 
formalin and decalcified to facilitate micro-sectioning and 
imaging of the disc-vertebrae, where layer by layer, the 
entire disc volume was analysed microscopically for the 
location and extent of structural damage.  

RESULTS AND DISCUSSION 
In all samples there was extrusion of nuclear material while 
none of the control motion segments displayed facet fracture 
following loading. The 25 motion segments with posterior 
elements removed had an initial failure stress of 
14.8±3.3MPa compared to 23.6±5.8MPa for the controls. A 
student’s t-test indicated a significant difference between 

these two groups (P=0.002) demonstrating that the disc is 
rendered more vulnerable to failure when the posterior 
elements were defunctioned. 

Despite the significantly different failure loads between 
segments from the control group and experimental groups, 
there was no difference in the modes of structural failure 
observed for the two failure indicators used (Table 1). 

Table 1: Mechanical and structural response to the two 
indicators of failure. *Significant (p < 0.05) difference 
between groups. 

1st Indicator 2nd Indicator 
Gross extrusion 
of nuclear 
material 

Combined 
extrusion and 
endplate failure 

Control Group
Maximum Load (kN) 

8.9 (n=6) 10 (n=2) 

Posterior Elements 
Removed 
Maximum Load (kN) 

*6.6 (n=14) *7.4 (n=11)

Between the two groups, there was no significant difference 
between the extent of forward shear during loading, as well 
as the extent of axial displacement. Given the different 
maximum loads, this indicates a difference in the overall 
stiffness of the segment between groups. 

CONCLUSIONS 
From the data, under the combined loading of flexion and 
compression of ovine motion segments, it is concluded that 
the facets contributes to overall stiffness of the motion 
segment but is not critical in preventing herniation, other 
than requiring a higher load. The significance of this finding 
is in providing better understanding of the full mechanical 
role of the facets, especially in relation to our clinical 
interpretations and the development of biomechanical 
models of the lumbar spine. 

ACKNOWLEDGEMENTS 
The authors are grateful for funding provided by Medtronic 
Australasia to support this research. 

REFERENCES 
1. Wade KR, et al. How healthy discs herniate: a

biomechanical and microstructural study investigating 
the combined effects of compression rate and flexion, 
Spine 39(13):1018-1028, 2014. 

2. Wade KR, at al. Response to point of view, Spine
39(13):1030-1031, 2014.



ADAPTIVE 3D FINITE ELEMENT MODEL TO SIMULATE EXTRACORTICAL BONE GROWTH 

1 Vee San Cheong, 1 Melanie J Coathup, 1 Gordon W Blunn and 2 Paul Fromme 
1John Scales Centre for Biomedical Engineering, Institute of Orthopaedics and Musculoskeletal Sciences, University College 

London 
2Department of Mechanical Engineering, University College London 

Corresponding author email: v.cheong@ucl.ac.uk 

INTRODUCTION  
Bone formation and remodeling associated with altered 
strain changes as a consequence of inserting a higher 
modulus material is important as it can affect the long term 
performance of orthopaedic implants. Current analysis 
focuses on simulating the changes in bone density in the 
presence of a prosthesis to evaluate the performance and 
failure risk of implant design. The presence of extracortical 
bone formation around the collar of prosthesis has been 
demonstrated to increase the survivorship of endoprostheses 
for cancer patients from 75% to 98% [1]. Although static 
stages of extracortical bone growth have been studied using 
finite element (FE) analysis [2, 3], a time-dependent model 
that focuses on adventitious bone formation and external 
shape changes in three dimensions (3D) has not been 
implemented. This contribution proposes such an integrated 
bone formation and adaption model based on new 
algorithms for bone formation.  

METHODS 
Strain energy density (SED) was used as the criteria for 
bone remodeling, where the rate of bone growth is 
controlled by the difference in the current SED against a 
reference value [4]. Thereafter, osteoconduction and the 
modelling of external shape changes were achieved by 
building an osseo-connectivity matrix starting from the bone 
interface to account for neighbouring elements. The current 
level of remodeling and the connectivity matrix then control 
the rate of bone formation of adjoining elements. 
Physiological loading was applied to FE models of bone 
prosthesis to predict extracortical bone growth. 

Parametric studies on the influence of initial density, spatial 
averaging function and threshold value (before the elements 

are permitted to remodel) were conducted. To ensure stable 
simulations and enable computation time to be minimized, 
guidelines for adaptive time steps were formulated. The 
algorithm was implemented using custom-written 
subroutines in a FE solver (Marc 2015) and applied to 
cylindrical models of porous titanium implants in cancellous 
bone.  

RESULTS AND DISCUSSION 
The FE results show good correspondence to experimental 
and clinical results for a plug model where a porous scaffold 
made of Ti6Al4 is implanted into trabecular bone (Fig. 1). 
Improved results using an averaging function to reduce the 
occurrence of local discontinuities in bone density were 
observed. 

CONCLUSIONS 
The developed model allows for the prediction of bone 
remodeling where parameter and geometrical influences can 
be investigated. The modelling approach has potential for 
further use in prosthesis design and where prediction of 
bone growth in addition to bone adaption is important.  
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Figure 1: (A) 500N load applied to trabecular bone that is implanted with a Ti4Al6 scaffold. (B) Side view: Bone growth 
predicted in the soft tissue envelope, with a range of elastic modulus from 500 MPa (blue) to 1.3 GPa (yellow). Grey elements 
are deactivated and do not contribute to the stiffness matrix. (C) Sectioned view with surrounding bone and implant not shown. 
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INTRODUCTION  

The pelvic construct is an important part of the 
musculoskeletal system as it facilitates the transfer of upper 
body weight to the lower limb and protects a number of 
organs and vessels in the lower abdomen. In addition, the 
importance of the pelvis is highlighted by the high mortality 
rates associated with soft tissue trauma caused by pelvic 
bone fracture [1]. Although computational models of the 
pelvis have been used to assess its structure or behaviour 
under loading, no attempt has been made to develop a model 
using a structural mechanics approach as opposed to a 
continuum mechanics approach. A model that can highlight 
the trajectories formed by trabecular bone could be used to 
gain a better understanding of pelvic fracture mechanisms 
and potentially prevent injuries by designing appropriate 
protective devices.  

METHODS 

This study presents a predictive mesoscale structural model 
of the pelvic construct and the joints and ligaments 
associated with it. Shell elements were used to model 
cortical bone, while truss elements were used to model 
trabecular bone. The sacroiliac and pubic joints were 
included along with the inguinal, sacrospinous and 
sacrotuberous ligaments which were all modelled using 
combinations of truss elements. The bone model was 
adapted to a number of common daily living activities 
(walking, stair ascent, stair descent, sit-to-stand and stand-
to-sit) by applying muscle and hip joint reaction loads 
derived using a musculoskeletal modelling framework. 
Although the load cases representing each activity were 
subsampled to maintain computational efficiency, the hip 
joint loads were selected such that the resulting set of loads 
maintains the trend of the initial set of forces. The finite 
element model was subjected to an iterative optimisation 
process based on a strain driven bone adaptation algorithm 
[2].  

RESULTS AND DISCUSSION 

The cortical thickness distribution and trabecular 
architecture of the adapted model were compared 
qualitatively with computed tomography scans and models 
developed in previous studies showing good agreement. A 
thick cortex was found at the superior sacrum, along the 
gluteal surface, around the sacroiliac joint, superior pubic 
ramus, posterior iliac crest and greater sciatic notch. 
Clusters of trabecular elements with large radii were found 
at the superior sacrum, supra acetabular region, pubic 
tubercle and greater sciatic notch. In terms of structural 
architecture of the trabecular bone, several trajectories were 
formed. Figure 1 illustrates the trajectories formed in the 

ilium corresponding to the trabecular architecture observed 
by Macchiarelli [3].  

Figure 1: Trabecular trajectories formed in the ilium. The 
trajectories highlighted correspond to regions in the ilium 
with a higher trabecular density caused by walking observed 
in [3]: superior bundle (sb), anterior bundle (ab), sacropubic 
bundle (spb), iliocotyloid bundle (icb), ilioischial bundle 
(iib), trabecular chiasma (tc). 

CONCLUSIONS 

The resulting structure of the model shows good agreement 
with previous findings on pelvic bone architecture while the 
structural model model was found to be computationally 
efficient. Future work will include modelling the soft tissue 
within the pelvic construct and assessing the effect of bone 
fracture on organs and blood vessels. The developed 
structural model enables a number of applications such as 
fracture modelling, design and additive manufacturing of 
frangible surrogates. In addition, there is potential for the 
design and manufacture of massive endoprostheses and 
scaffolds to allow bone regeneration in specific areas of the 
pelvis affected by trauma or disease while preserving the 
mechanical properties. 
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INTRODUCTION  
During morphogenesis, tissue-level deformation of multi-
cellular tissues proceeds by coordinated cellular activities, 
such as growth and constriction. In this process, each cell 
has mechanical effect on surrounding tissues and regulates 
the tissue deformation. For example, during optic-cup 
formation, tissue growth and constriction depending on the 
stages of the morphogenesis induce the invagination of a 
spherical optic vesicle [1]. To understand the mechanism of 
morphogenesis, it is essential to understand how cellular 
activities mechanically influence the tissue deformation. 
However, it is difficult to investigate the mechanical state 
in multi-cellular tissues through experimental approach. In 
this study, therefore, we constructed a finite element model 
of tissue growth and constriction. To understand their 
mechanical role during optic-cup formation process, we 
performed computer simulation considering time-
dependent growth and constriction. 

METHODS 
In order to clarify how cellular activities influence optic-cup 
morphogenesis, we constructed a finite element model for 
tissue growth and constriction based on nonlinear 
continuum mechanics. We adopted growth model [2] and 
active stress model [3] to describe volumetric growth and 
directional constriction of retinal tissues, respectively. 

The optic vesicle, which consists of neural retina (NR) and 
retinal pigment epithelium (RPE), was modeled as a partial 
spherical shell. The retinal tissue was assumed to be a neo-
Hookean hyperelastic material. The simulation of optic-cup 
morphogenesis was performed in the following steps. At 
first, the active constriction uniformly occurs on the inner 
surface. Second, the volume of RPE increases along the 
tangential direction. Third, the active constriction in NR 
ceases. Finally, the volume of NR increases. 

RESULTS AND DISCUSSION 
We simulated the formation of optic cup caused by time-
dependent growth and constriction of retinal tissues (Fig. 1). 
The process of flattening of NR was reproduced by the in-
plate expansion of RPE and the following relaxation of the 
constriction in NR (Fig. 1a). When RPE growth were 
insufficient, NR did not become flattened by relaxation of 
the constriction in NR. This result indicated that the well-
timed relaxation of constriction with regard to RPE growth 
is necessary for the flattening process. 

Then, we focused on the invagination process triggered by 
the expansion of NR. When NR expanded uniformly, the 
tissue deformed to the outside and failed to form an optic-
cup structure (Fig. 1b), owing to the tensile stress on the 
inside and the compressive stress on the outside. When the 
flattened state was redefined as a stress-free configuration 
to assume stress relaxation, the uniform growth induced NR 

invagination (Fig. 1b). Thus, it was confirmed that the 
residual stress in the flattened state interferes with NR 
invagination. 

To reproduce the invagination, we introduced a non-
uniform growth, which can offset the effect of residual 
stress. Considering the previous study [1], which observed 
inter-kinetic nuclear migration and cell division in vitro, we 
assumed that NR growth rate is larger on the inner side than 
that on the outer side. The non-uniform growth induced NR 
invagination (Fig. 1b), suggesting that the spatial variation 
of NR growth with higher growth rate on the inner side is 
necessary for the invagination. 

Figure 1: Simulation results of the optic-cup 
morphogenesis: (a) Representation of the flattening process. 
(b)  Configurations after NR growth. 

CONCLUSIONS 
This study indicated that an optic-cup formation is caused 
by the time-dependent tissue growth and constriction, 
which mechanically affect their neighboring tissues. 
Simulation results showed that the relaxation of constriction 
in NR deforms NR to the flattened shape. The invagination 
process proceeds by radial non-uniform growth of NR, 
indicating that spatial variation of growth regulates the 
invagination process. Our study would help understand 
mechanical roles of tissue growth and constriction during 
the morphogenetic process. 
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INTRODUCTION  
For the development of bone-replacement materials and for 
drug delivery applications, steps have been taken to quantify 
the form and property of fluid flow within bone. While there 
exists several excellent ex vivo studies which attempt to 
determine flow characteristics within bone, few have been 
utilized in the most concise form to accurately match the 
mass transport capabilities of natural bone.  

In this study, a comprehensive framework is proposed to 
determine the diffusion and permeability characteristics of 
flow using fluid flow computations following microCT 
imaging. This framework is compared with literary studies 
and is validated through computational fluid dynamics 
modelling.   

METHODS 
We first scan four cylindrical bone samples and four sets of 
cylindrical ceramic bone-replacement scaffolds of varying 
porosities using a microCT scanner [1]. A cubic finite 
element mesh of each sample is then developed and 
imported into a multi-physics finite volume solver software 
package arb [2]. At the pore-scale, flow is characterized by 
governing numerical equations, i.e., Fick’s First Law of 
Diffusion and Stokes’ Equation [3].  

For the flow to be characterized across the homogeneity of 
the specimens, the heterogeneous pore-scale properties are 
up-scaled to determine the macroscale permeability and the 
effective diffusivity across the cubic unit cell. For complete 
accuracy, a representative volume element and mesh 
refinement must be chosen.  

To validate the framework, following the same 
methodology, we first take 1×1×1 mm3 structured unit cells 
and apply various inclusions within. Extending this, we use 
the multi-physics modelling software COMSOL® to mimic 
these simulation conditions. Flow value outcomes are then 
compared with analytical solutions found in the literature 
[4,5].  

RESULTS AND DISCUSSION 
For both diffusivity and permeability, the validation study 
outcomes involving unit cells with spherical, ellipsoidal and 
gyroidal inclusions, matched well with the literary findings 
and analytical solutions, showing that both diffusivity and 
permeability increased with an increase in porosity.  

Simulations run on a representative volume element greater 
than 2×2×2 mm3, for a mesh resolution of 125,000 elements, 
under periodic boundary conditions, provided the most 

accurate representation of homogeneity and flow for both 
the bone and biomaterial samples.  

Figure 1: Pore-scale fluid flow simulation using arb 
software: velocity streamline profile across the unit cell 
(2x2x2 mm3). 

The finite volume solver arb was highly accurate and 
efficient, i.e., not computationally expensive, at performing 
fluid flow simulations. It showed equal effectiveness when 
dealing with complex geometries, and could produce 
outcomes that closely matched the physiological mass 
transport capabilities of natural bone.  

CONCLUSIONS 
We demonstrated that the proposed combined pore-scale 
simulations and numerical upscaling framework, is capable 
of accurately calculating the permeability and diffusion 
characteristics of bovine trabecular bone and biomaterials. 
The novel computational method used can be applied to 
porous materials containing complex geometries and 
biomaterials with random pore morphologies. This work 
allows for advancement of the field of biomaterial 
development and for drug delivery applications.   
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INTRODUCTION 
Prediction of bone fracture is beneficial in a range of clinical 
situations from screening and treatment of osteoporotic 
patients to assessment of protective equipment against 
trauma, and improved design of implants and prosthetics. 
There is a need for a considered trade-off between resolution 
and computational efficiency of models. Accounting for the 
variations introduced in bone material behaviour by tissue 
age or loading rate is crucial for the biofidelity of predictions. 

The objectives of this study were to develop a strain-based 
failure model, with age and strain rate dependencies, able to 
efficiently predict fracture onset and development for generic 
loading conditions.  

METHODS 
Material model: A damage elasticity bone material 
formulation was developed to model an elasto-plastic (EP) 
constitutive behaviour. In the elastic regime, bone was 
modelled as a linear material with Poisson's ratio ν=0.3 and 
‘intact’ Young's modulus Eintact=18 GPa. A plastic regime 
was defined for both compression and tension in the form of 
a plateau between the yield strains in compression ɛy,c or 
tension ɛy,t and the ultimate strains in compression ɛu,c  or 
tension ɛu,t. The ‘effective’ Young's modulus Eeff (ɛn) to be 
assigned to the element section points varied with the normal 
strain measure ɛn as given below, with Efail = 10 MPa.  
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Rate and age dependency: Strain rate dependency was 
introduced by defining yield and ultimate strain values as 
polynomial functions of strain rate, based on mechanical tests 
results reported in the literature [1]. An age factor derived 
from further reported mechanical test results [2] was used to 
introduce age dependency in these relationships.  

Fracture simulations: A mesoscale structural finite element 
model of the femur previously developed by the authors [3] 
was modified to simulate fractures under lateral compression, 
representative of side fall, for bone aged 30 and 75 years 
displaced at 2 mm.s-1 and 100 mm.s-1 (equivalent to strain 
rates of 0.01 s-1 and 0.5 s-1). Cortical bone was represented as 
a layer of shell elements with varying thicknesses and 
trabecular bone as a lattice of truss elements with varying 
diameters. A side fall scenario was modelled via the 

application of a prescribed ramped displacement on the 
greater trochanter with the shaft at a 10° angle with the 
horizontal plane, and the femoral head in contact with a stiff 
plate fixed to the ground.  

RESULTS AND DISCUSSION 
Figure 1 displays the fracture progression and associated 
reaction force for a 75 year old femur in side fall at 2 mm.s-1. 
At slow rate, side fall simulations resulted in type IV 
trochanteric fractures (Jensen’s classification) for young (6.5 
kN) and older bone (3.7 kN). At higher rate, young bone 
exhibited a type V trochanteric fracture (7.9 kN) while older 
bone fractured through the neck (5.5 kN). 

Figure 1: Side fall fracture of a 75 year old femur at 2mm.s-1.

Fracture loads and types are in excellent agreement with both 
clinical and in-vitro studies [4,5]. The observed decrease in 
failure load with increasing age and to a lower extent with 
decreasing rate also compares well with clinical and in-vitro 
records [5]. The typical running time for the full fracture 
simulation is three hours on a standard desktop workstation. 

CONCLUSIONS 
A damage elasticity bone material formulation accounting for 
rate and age dependencies was developed which is capable of 
efficiently predicting bone fracture onset and progression in 
excellent agreement with clinical and in-vitro studies. 
Applications include investigations of the influence of 
activity regime and bone external morphology on fracture. 
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Those of us who recognize the importance of the study of 
human movement, whether from the perspective of 
biomechanics and/or motor control, felt the loss from the 
untimely passing of one of its great pioneers, Prof. Carlo J. 
De Luca on July 20, 2016. This is particularly true of those 
of us who were fortunate enough to either be mentored by 
Prof. DeLuca  or worked collaboratively with him during 
this period in history. Dr. Zev Rymer, who has kindly 
organized this session, my colleague Prof. Roberto Merletti, 
and I share this distinction, as well as  countless others who 
have since become leaders in the field and could rightfully 
share this stage with us. 

Every generation is allowed the luxury of thinking of their 
time as the most revolutionary or innovative, but not every 
individual can rightly be recognized as someone who led the 
way. Carlo contributed pivotal EMG innovations that have 
changed the way we currently study human movement. I 
have more than a 35 year story to tell on this topic, having 
worked alongside Carlo, first at the NeuroMuscular 
Research Lab (NMRL) at Harvard Medical School 
beginning in 1980, afterwards at the NeuroMuscular 
Research Center (NMRC) at Boston University in 1984, and 
currently at our research center at Delsys/Altec Inc; all of 
which were founded by Carlo.  For the sake of time and the 
relevance of presenting this lecture at an international 
biomechanics conference my reflections will focus on 
Carlo’s lifelong effort to understanding human movement 
from the perspective of measuring motor control strategies 
of the nervous system.   

My earliest recollections were actually quite dramatic: Carlo 
and colleagues (most notably Mr. Don Gilmore), after 
having worked on developing the first myoelectric 
prosthetic elbow under the Liberty Mutual Insurance Co (the 
Boston Arm – still in use today), were embarking on a 
method and apparatus to interface the Boston Arm directly 
to peripheral nerves via EMG implants. Their first implant 
studies, before my time, were on a rabbit - having achieved 
244 days of successful recording, a respectable achievement 
even by today’s standards. Rabbits don’t scare me but I was 
joining the group during the second generation of 
development on a primate – a baboon to be specific – which 
can kill a lion in the jungle and would therefore have no 
problem killing a lowly research assistant if given the 
opportunity. What is more noteworthy however is the fact 
that Carlo had the vision and tenacity of  pursuing a 
technology, with some success I might add, that is has just 
recently re-emerged as one of the “new” high priority areas 
for DARPA and other agencies supporting a fully 
implantable prosthetic arm. This technology was patented 
under Carlo and Don’s name and it is rewarding to see that 
some 138 patent applications since 1977 have cited this 
work; Carlo’s very first of 26 patents. 

Despite the importance of these implantations, Carlo is more 
widely known for his pioneering work in developing non-
implantable motoneuron recording techniques. These EMG 
decomposition studies have a long and significant history of 
accomplishments, which can be found in over 100 
publications, approximately 200 abstracts, over 20,000 
citations (Google Scholar) he authored, and close to 40 
Dissertations he advised; just in the area of MU studies and 
EMG decomposition.   

The evolution of this technology and the motor control 
knowledge it imparted occurred in clearly defined stages. 
Carlo loved challenges and separating out individual 
MUAPTs from an EMG interference pattern represented 
among the most difficult at the time.  His tenacity and 
resolve to meet this challenge was accomplished through the 
application of “good old fashioned engineering principals”. 
His high-yield sEMG decomposition technique published in 
20061 represents a transformative advancement in research 
capabilities. I vividly recall the graduate students in our lab 
prior to this development who needed to spend weeks to 
resolve 3-5 MUs from a single 20s isometric contraction 
from an invasive needle or fine wire recording. With the 
advances he pioneered in sEMG decomposition these same 
contractions today could be analyzed in a few minutes and 
yield an average of 30 – 40 MUs. Data from an entire 
doctoral dissertation could be batched processed in a day 
with 10X the yield rather than spend some 2 years of editing 
of decomposition files. Fifteen papers in high impact 
journals followed from his pen over the next decade using 
this technology, representing some of his most important 
findings in the field of motor control. Not satisfied with this 
breakthrough, he subsequently led our team to tackle and 
solve the problem of extracting neural firings from dynamic 
contractions such as gait and exercise2. This 
accomplishment has now raised the bar for all of us to 
embark on the next generation of biomechanics research: 
measure human movement characteristics while tracking the 
neural mechanisms that control this movement through 
wearable sensors. Carlo recognized the potential that this 
technology has on changing how we study human 
movement. His last few years, knowing full well of his 
impermanence, was spent reinforcing this concept at 
meetings, workshops and tutorials. This effort has 
culminated in the recently formed Motor Control and 
Biomechanics Section of ISB, which has sponsored a day 
and a half of symposiums devoted to this vision at ISB2017.  
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I first met Carlo De Luca at the 4th ISEK conference he 
organized in Boston in 1979. Dr F. Felici joined the 
NMRC in 1985. Research in  EMG was at its beginning, 
following the pioneer work of J. Basmajan, the mentor 
Carlo worshipped. At that time the Italian researcher B. 
Mambrito was  programming a VAX computer, the size of 
half a room, for needle decomposition of the EMG and the 
idea of the quadrifilar electrode was being developed and 
tested. Decomposition time was measured in many hours. 
B. Mambrito, F. Stulen and R. LeFever were working on 
their MIT PhD thesis on EMG decompo-sition and 
monitoring of muscle fatigue. Prof. De Luca had done 
some work for Liberty Mutual Insurance Co. and devoted 
his compensation to setting up a research lab. There was a 
feeling of walking a few feet above ground, doing 
something that nobody had done before. The pioneer work 
“Physiology and mathematics of myoelectric signals” 
(1979) was fascinating to us because of its implications on 
biomechanics  and motor control merging with math and 
physiology. 
We felt like children  looking in the window of a candy 
shop. A world was opening up, waiting to be discovered. 
The idea of using the window provided by EMG 
mathematical processing to look into the CNS and unravel 
how  it controls muscle force and movement did affect our 
research and motivated our students in later years when we 
had our respective labs. These students are now teaching 
these concepts across the world to engineers, MDs, PTs 
and trainers. 
Many researchers joined Prof De Luca’s NMRC, over the 
years, coming from many different countries: 41 in total, 
eight from Italy, three from my university.  Mostly 
engineers but also a physical therapists (S. Roy) and a 
physiologist (F. Felici). Prof. De Luca had foreseen the 
importance of building a multicompetence team to cope 
with what he called “the challenge”, the attempt to open 
the magic box of EMG to learn how to quantify fatigue 
and decode into  numbers the central drive to muscles. 
This was the first and, perhaps, the most important lesson 
that we had from him. Besides, working with all of them, 
we learned a few things that we never learned in school: 
the importance of the weekly staff meetings with 
discussions of ideas and of the work done, the sharing of 
experience, the fights about disagreements, the 
preparation of the annual reports, the rigor in planning 
experiments and the severity in the writing, and rewriting, 
and rewriting of manuscripts: “your sentences are too long 
and convoluted, are you afraid to state your findings?”. 
Those of us who returned to their countries took with them 
and disseminated not only important innovative concepts 
( the common drive, the monitoring of muscle fatigue, the 

“onion skin” scheme)  but, more important of all, they 
spread  a way to approach science based on the 
interpretation of experimental evidence, not on opinions.  
Surface EMG is an excellent tool for monitoring, for 
quantifying  the effectiveness of rehabilitation therapy and 
sport training, for preventing disorders. It seemed so easy 
and logical. Who could object?  Not so. 
“Be self-confident and present your evidence to the point 
of being biased”. But “measurement” was not always 
welcome elsewhere: other issues were more relevant. 
“How can this help me in my practice and in my business? 
Can this increase my patients and my income?” We think 
there is no conflict between knowledge and business (as 
Carlo demonstrated) but there is a learning effort in 
between. Scientific and practical knowledge are not the 
same but the second is fed by the first that often challenges 
comfortable traditions or established practices and we all 
know that challenging tradition is neither easy nor 
appreciated.  
For this reason the effort to transfer knowledge, experience 
and results, to different countries and in different societal 
settings has not been always successful. Even today, 
opinions and unquestioned traditions too often prevail over 
evidence.  A quantitative approach is not always and not 
everywhere welcome and is often seen with suspicion and 
fear because of its potential challenge to established 
procedures.  Therefore, we still have a long way to go. 
Nevertheless, researchers in neuromechanics settings are 
now accepting the technology and the interpretation 
originally proposed by the NMRC group for investigating 
neuromuscular system performance in a variety of different 
conditions. 
We have come a long way in 40 years of research but 
problems are still open (e.g. dynamic contractions and 
other issues), for the modelling engineer as well as for the 
physiologist. In some environments, open issues to be 
addressed are blown up and interpreted as  limitations.  
We learned from Prof De Luca how to set up a proficient 
laboratory and to motivate students to unravel, understand 
and use the information contained in EMG. We now know 
so much more about its meaning and interpretation and we 
have transferred this approach and this knowledge to our 
students.  He took strong positions, sometimes in contrast 
with tradition or with the positions of others. 
The challenge he left is the transfer of knowledge and 
technology to our students and to clinical movement 
scientists, physiotherapists and exercise specialists. 
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INTRODUCTION  
Bacterial cells swimming in a liquid medium migrate around 
a chemical attractant moving in a way of biased random 
walk. This chemotaxis should have relation to their colony 
formation or more complex biofilm formation, e.g. slime on 
waterways, rocks, and dead leafs in water. The capillary 
assay has been applied for studying the response of bacteria 
to attractant and repellent [1]. However, the process of 
migration has not been fully elucidated. 

In this study, distributions of bacterial cells of Salmonella 
Typhimurium migrating around the tip of the capillary which 
contains L-serine were measured. The steady distributions 
approximated as exponential distributions were 
quantitatively compared to the results calculated by a 
mathematical biased random walk model. 

METHODS 
The strain of Salmonella Typhimurium SJW1103 was used. 
The cells were cultivated overnight in the LB medium. 
They were flashed and diluted in the motility buffer [1]. 

A thinned capillary containing 0.05M L-serine as an 
attractant was placed on a glass slide. A drop of the cell 
suspension was dribbled near the tip of the capillary, then a 
cover slip was placed to cover the drop and the tip of the 
capillary. The circumference of the cover slip was sealed by 
petroleum jelly. The thickness of the suspension was around 
300-400 m. 

The process of bacterial migration around the tip of the 
capillary were observed through a microscope (IX71, 
Olympus) and recorded by a digital video camera (DP27, 
Olympus). The objective lens of 20x, or 40x coupled with 
the intermediate variable magnification lens of 0.5x was 
used. Four experiments were performed. The numbers of the 
cells within concentric circular bands whose center was the 
tip of the capillary were counted from the images after 12, 
16, 20 min. The width of each band R was 8 m.  The 
number density of the cells n(R) within each band was 
calculated (see the inset of Figure 1). 

RESULTS AND DISCUSSION 
Figure 1 shows examples the number density of the cells as 
functions of the distance from the tip of the capillary. The 
three distributions at different times are almost the same. 
The distribution seems to be steady in these time although 
the variation is quite large. The distribution in earlier time 
varies with time (data not shown). 

The number densities are approximated well as a broken 
straight line in Figure 1 whose vertical axis is in logarithmic 
manner. This means that the cells migrating around the 
chemical source form an exponential distribution. We have 
calculated the slope of the lines among the four 
experimental data. The slope is in the range -0.035~-0.040. 

According to a biased random walk model that is similar to 
the previously proposed [2], the number density is expressed 
in the form, 
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where r is the distance which a model cell moves during 
one time step, and  is the parameter indicating the strength 
of the chemotaxis;  =1 means the most intense bias,  =0 
corresponds to the random walk resulting in diffusion. The 
value r which is assumed to be a constant in the model 
should be obtained through observation, and it is not 
determined yet. However, r ranges from several to several 
tens of times the cell size that is about a few m. Therefore, 
it is plausible to assume that the order of r/R is about one 
to one tenth.  The  value is estimated as nearly 0.07 if 
r/R=1, and 0.007 if r/R=0.1. 

CONCLUSIONS 
Bacterial cells’ distribution around the tip of the capillary 
containing chemical attractant was measured. Steady 
exponential distributions were observed 12-20 min after the 
tip was placed into the cell suspension. The chemotactic 
response is not so strong according to the previously 
proposed biased random walk model. 
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Figure 1: Examples of the distribution in number 
density of bacterial cells around the tip of the capillary 
containing chemical attractant. 
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INTRODUCTION  
Swimming bacteria living in an aqueous environment propel 
themselves by rotating their helical flagella. When the 
number density of cells is high, a collective motion occurs 
where cells in the neighbourhood swim toward a similar 
direction. This collective motion is a kind of synergetic 
effects caused by interacting “active matters” and has been 
studied recently [1].  

The collective motion of bacteria has a vortex-like structure. 
Previously, we reported that the characteristic size of the 
vortex is of the order of 10 m in the quasi-two-dimensional 
region [2]. On the other hand, there have been some reports 
that the vortex structure is spontaneously generated in a 
confined suspension [3,4]. These collective behaviours are 
considered to be dependent of the ratio of the sizes of the 
vortex and the confined region. In this study, we observed 
the individual cell’s swimming and the collective motion by 
developing the experimental system, where we can control 
the size of pool confining bacteria. 

METHODS 
Bacillus subtilis cells were used for the observation. Cells 
were cultivated on a semi-fluid LB medium (0.6% agar) in a 
petri dish at 310 K. After 3 hours, the collective motion 
occurred. The thickness and length of the cell body was 0.7-
0.8 m and 5-10 m, respectively. 

Although the state of the collective motion varies with time 
due to evaporation, we managed to keep a circular pool on 
the agar medium by manipulating a fine glass needle. A 
glass rod (GD-1000, Narishige) was pulled by a puller (PC-
20, Narishige) to make a fine needle whose diameter was a 
few m at its end. The needle was operated by a 
micromanipulator (ON3-99D, Narishige) equipped on an 
inverted microscope (IX71, Olympus). When the tip of the 
needle touched on the surface of an agar medium, water 
gathered around the needle by the capillary force and a 
circular pool was formed. The size of the pool varied by a 
few m depending on the angle of the needle to the agar 
surface. The circular pool was moved together with the 
needle by the manipulator. When the pool contacted the 
edge of a bacterial colony, the cells flowed into the pool and 
began to swim there. Cells were observed with an objective 
lens (LUCPlanFLX40, Olympus) and recorded with a digital 
camera (DP27, Olympus). In this bright-field observation, 
only the cell bodies were visualised; flagella could not be 
seen because of their fineness (~ 10 nm). 

RESULTS AND DISCUSSION 
Figure 1 shows Bacillus subtilis cells confined in a circular 
pool on an agar medium. Cells brought from a colony are 
aligned in the pool. Swimming directions are also aligned, 
along the edge of the pool. As shown in Fig. 1(b), vortex 

structure similar to that in Refs. [3][4] is observed. Cells in 
the pool do not cross each other, which shows that the 
thickness of the pool is on the order of the cell size (~ m). 
When the pool filled with cells was carried by the 
manipulator, cells were gradually left on the medium and 
cell number density in the pool became lower, where no 
collective motion was observed. This means that the 
collective motion occurs due to the interaction between cells 
that swim straightforward in the free solution.  

Figure 1: (a) Bacillus subtilis cells confined in a circular 
pool on an agar medium, (b) PIV result of (a). Cells are 
ordered and swim forming a clockwise vortex in the circular 
pool. The scale bar indicates 10 μm.  

CONCLUSIONS 
In order to investigate the condition under which the 
collective motion of bacterial cells occurs, we have 
developed experimental system to confine a certain bacterial 
group in a circular pool. It is found that decrease in the 
number density of identical cells produces the state of free 
swimming cells from the state of collective motion. 
Observed vortex motion in the circular pool is similar to that 
previously reported. 
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INTRODUCTION 
Paclitaxel is one of the drugs commonly used for 
chemotherapy of breast, ovarian and colorectal cancers. 
Paclitaxel can cause multipolar division of cancer cells and 
kill them [1]. However, about 50% of patients receiving 
paclitaxel suffer from chemotherapy-induced peripheral 
neuropathy and the associated acute pain syndrome [2, 3]. 
Most researches suggested that it induces hyperalgesia or 
mechanical allodynia due to the damages of some neural 
structures [4]. Only a few researches addressed on the 
influence of chemotherapy on mechanical properties of 
neuron cells. The Young’s modulus of dorsal root ganglion 
cell decreases by 21%~45% with increasing dosage of 
vincristine [5]. Stretch of axon can amplify effects of 
paclitaxel on axonal transport [6]. The goal of this study was 
to investigate how paclitaxel affects microtubule distribution 
and elastic properties of PC-12 neuron-like cell. 

METHODS 
PC-12 cells planted in a 35-mm dish coated with type IV 
collagen were cultured in RPMI 1640 with 10% HS, 5% fetal 
serum, 5% FBS, 1% sodium pyruvate, 1% penicillin-
streptomycin and 0.1% amphotericin B, and incubated at 37° 
C in a 5% CO2 environment. Then differentiation was 
induced by nerve growth factor (NGF, 100 ng/mL) for 72 
hours. After that the cells were separated into two groups, 
namely, control group that was treated with NFG and 
experimental groups that were treated with NGF and 
paclitaxel with a concentration level (1, 5, 10 μM, 
respectively) for 8 hours. Then all cells were taken out of the 
incubator and fixed by 3.7% PFA/PBS for 15 min. 

Following the standard immune-fluorescence procedures, 
microtubules in PC-12 cells were stained using 0.2% Alexa 
Fluor 488. The immune-fluorescence images were acquired 
and analyzed using software ImageJ. To quantify the 
distribution of microtubules, dispersion ratio D defined as 
ܦ ൌ ሺܣூ/ܣሻ ൈ 100% was computed, where A the whole cell 
area, and AI the region surrounded the nucleus and having 
intensity of microtubules greater than a self-defined threshold. 

Indentation on nucleus of the fixed cell was done using an 
atomic force microscope (Agilent 5500) to obtaine the force-
indention data. The apparent Young’s modulus E was 
estimated by fitting the data to the following equation [7]: 
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where θ is the half-opening angle of probe, δ the indentation 
depth, and h the height of the sample at indentation site. 

RESULTS AND DISCUSSION 
The mean dispersion ratio of microtubules for the 
experimental group is greater than that of the control group 
(Fig. 1). Among the experimental groups, the mean 

dispersion ratio increases with the increase of concentration 
of paclitaxel except the 10 μM group. When concentration of 
paclitaxel increased the microtubules surrounding nucleus are 
stabilized and becoming more dispersed.  But when the 
dosage is too high the cell may shrink, leading to decrease of 
cell area, and so is D. One way analysis of variance shows 
that the effect of concentration of paclitaxel on D is 
significant (p=0.009<0.05). Although the sample size is only 
3, the mean apparent Young’s moduli of nucleus of 
experimental groups are greater than that of control group, 
41.6 kPa (1 μΜ) and 35.3 kPa (5 μM) vs. 24.1 kPa (Fig. 1). 
The results reveal that paclitaxel might cause abnormal 
microtubule arrays and crystalline arrays around the nucleus 
and harden of the PC-12 cell [3]. It needs to be verified by 
further confocal microscopic or electro-microscopy images.  

Figure 1: Dispersion ratio and Young’s modulus of PC-12 
cells for the control and those treated with paclitaxel with 
varied concentration. (* p<0.05, ** p<0.01) 

CONCLUSIONS 
For low dose of paclitaxel, the dispersion ratio of microtubule 
and apparent Young’s modulus of PC-12 cell may increase 
with the increase of paclitaxel concentration. However, for 
high dose the dispersion ratio may decrease slightly but still 
greater than that of the control. 
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INTRODUCTION  
Fundamental structure of mammalian cell membranes is a 
phospholipid bilayer, which contains cholesterol molecules 
richly. The bilayer acts as a barrier to separate the inside of 
the cell from the outside. When exposed to excessive 
mechanical stresses, the bilayers are sometimes ruptured. 
Although the bilayer rupture is fatal to cells, the detailed 
mechanism of the bilayer rupture is still unclear. Our previous 
molecular dynamics (MD) simulation studies [1,2] clarified 
that, in stretched phospholipid/cholesterol bilayers, phase 
transition from liquid-ordered (Lo) to interdigitated gel (Li) 
phase occurs. Additionally, the bilayers, where the transition 
to the Li phase occurs, can withstand larger areal strains 
without rupturing than those where the transition does not 
occur [1]. Thus, we suspected that the stretch-induced 
transition to the Li phase might prevent the bilayer rupture. 
However, there is no experimental observation of the stretch-
induced phase transition to the Li phase and the mechanisms 
of the phase transition observed in MD simulations are 
unknown. In this study, to understand the mechanisms of the 
stretch-induced phase transition, we performed MD 
simulations of the Lo and Li/Lo coexisting phase bilayers 
under stretching and proposed a free energy model of the 
Li/Lo coexisting phase bilayer. 

METHODS 
A phospholipid/cholesterol bilayer system was used. The 
bilayer was composed of 512 1,2-dipalmitoyl-sn-glycero-3-
phosphochline (DPPC), 344 cholesterol, and 38,912 water 
molecules. The stretched bilayers were simulated by NPzA||T 
MD simulations at constant temperature (T = 323 K), constant 
pressure in the bilayer normal (Pz = 0.1 MPa), and various 
constant areas A||. The areal strain of the stretched bilayer εA 
was defined as εA = A||/A0 – 1, where A0 is a simulation box 
area at equilibrium. DPPC and cholesterol molecules in the 
Li phase were defined by using their occupied area on the 
bilayer plain. If the area is larger than a threshold value, the 
molecule is considered to be in the Li phase. If not, it is in the 
Lo phase. The ratio of the total area in the Li phase to the 
whole bilayer area was defined as α. Also, the ratio of the 
number of the molecules in the Li phase to that in the whole 
bilayer was defined as β. We defined the free energy of the 
Li/Lo coexisting phase bilayer U as 
        ,,,,,, AhAbAeA UUUU  ,

where Ue, Ub, and Uh are energies for elastic deformation, 
phase boundary, and surface tension in the Li phase, 
respectively. When the stretched bilayer is at equilibrium, U 
should be minimized. Under this condition, the optimal pair 
(α, β) for arbitrary εA was found by exhaustive search. α 
obtained from the model was compared to that from the MD 
simulation. 

RESULTS AND DISCUSSION 
Figure 1 shows the relationships between α and εA obtained 
from the MD simulations and the free energy model. Insets in 

Figure 1 show representative snapshots of the Lo and Li/Lo 
coexisting phase bilayers. Before stretching, DPPC and 
cholesterol molecules are ordered and form a bilayer structure, 
i.e., the Lo phase (Figure 1A). When εA exceeds a critical areal
strain εC, which is estimated to be in the range 0.073–0.101, 
some DPPC and cholesterol molecules penetrate into the 
opposite leaflet of the bilayer and form a Li phase locally 
(Figure 1B).  obtained from the MD simulations keeps 
around 0 below εC, but sharply increases around εC (Figure 1 
circle). The change in  obtained from MD simulations can 
be reproduced by the free energy model (Figure 1 dashed 
line). This means that the stretch-induced phase transition to 
the Li phase can be explained by the balances among the 
energies for elastic deformation, phase boundary, and surface 
tension in Li phase.  

Figure 1: Relationship between Li/total area ratio α and areal 
strain εA. Insets A and B are representative snapshots of Lo 
and Li/Lo coexisting phase bilayers, respectively. DPPCs are 
shown in red and orange, cholesterols in green, and water in 
blue. 

CONCLUSIONS 
To understand the mechanisms of the stretch-induced phase 
transition to the Li phase, we performed MD simulations of 
the stretched DPPC/cholesterol bilayers and proposed the free 
energy model of the Li/Lo coexisting phase bilayer. In the 
MD simulations, the phase transition occurred when the 
applied areal strain exceeded a critical value. Our free energy 
model successfully reproduced such the phase transition 
behavior observed in the MD simulations. As the results, we 
found that the stretch-induced phase transition can be 
explained by the balances among the energies for elastic 
deformation, phase boundary, and surface tension in the Li 
phase. 
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INTRODUCTION  
Human-induced pluripotent stem cell-derived 
cardiomyocytes (hiPSC-CM) have been increasingly used as 
in-vitro model for pharmacological studies and are also 
being investigated in terms of the treatment of damaged or 
diseased heart tissue [1]. For the analysis of hiPSC-CM a 
device called CellDrum was developed in our institute [2,3]. 
The CellDrum is a well with a bottom formed by an only 
3µm thick silicone membrane on which hiPSC-CM are 
cultivated. Clamped in a fixed ring the auto-contractile 
tissue construct is inflated by a syringe pump and beating 
characteristics, e.g. frequency and amplitude of the 
contractions can be measured using a laser triangulation 
sensor.  
HiPSC based cell lines differ in the content of specialized 
cardiomyocytes and the amount of fibroblasts. Fibroblasts 
can couple to cardiomyocytes and are known to affect their 
electrophysiological properties which may lead to 
arrhythmias [4,5]. Mechanical processes, i.e. the 
contraction, depend on the electrophysiology and a 
computer simulations showed that the active stress during 
contraction decreases in the presence of fibroblasts [5]. 
However, apart from that little is known on how fibroblasts 
affect the mechanics. 
Our study aims to gain a deeper understanding on the 
electromechanical interaction between fibroblasts and 
cardiomyocytes using experiments with hiPSC based cell 
lines and an electromechanically coupled tissue model.  

METHODS 
A hiPSC based cell line of 60% ventricular, 22% atrial, and 
18% nodal cardiomyocytes is used (Cor.4U®, Axiogenesis 
AG, Germany). Fibroblasts (Fibro.Cor.4U®, Axiogenesis 
AG, Germany) are added so that their relative cell content 
varies from 0 to 50%. For every mixture the central 
deflection during contraction is measured.  
The Finite Element Method (FEM) is used to model the 
tissue construct based on the continuum approach which 
maps the average properties of many homogenously 
distributed cells rather than describing each cell separately. 
Cardiomyocyte electrophysiology is computed by a set of 
ordinary differential equations which are embedded 
elementwise in the FEM framework. Electrical stimulation 
is considered in the center of the tissue with a frequency 
taken from the experiments and electrical propagation over 
the tissue is modelled by the reaction-diffusion type 
monodomain equation [6]. Controlled by the membrane 
potential in a given cardiomyocyte its calcium (Ca2+) 
concentration varies with time. Contraction models relate 
the calcium concentration to the active stress. However, no 
Ca2+ currents have been identified in fibroblasts yet. 
Mechanically the tissue construct is characterized as a 

hyperelastic and nearly incompressible material with a 
nonlinear stress-strain relation. Both mechanically and 
electrically the tissue is furthermore assumed to be isotropic 
because the cells are not specifically orientated in the tissue. 
Active stress arising during contraction is added to the 
passive stress in the force balance that determines the 
deformation. Passive stress of the tissue construct is 
described by the neo-Hookean strain energy function as in 
previous models [7]. Inflation measurements with the 
CellDrum are performed for its parametrization and the 
determination of the reference stress in the contraction 
model.  
Fibroblast electrophysiology is represented by the active 
model published by MacCannel et al. [8] which include four 
membrane currents. One cardiomyocyte is coupled to a 
variable number of homogenous fibroblasts via an 
intercellular conductance.  

RESULTS AND DISCUSSION 
Up to a relative fibroblast content of 25% the tissue 
deflection in the center increased and decreased again up to 
50%. This is in contrasts to the computer simulation study 
[5]. However, in [5] the number of fibroblasts connected to 
one cardiomyocyte was not varied, model data were not 
adapted from hiPSC-CM but from multiple species and 
different from our experiments only ventricular 
cardiomyocytes were considered.  
The electromechanical interaction between fibroblasts and 
ventricular cardiomyocytes will come to the focus in the 
next step of the study. This is made possible by a recently 
developed cell line which contains 90% ventricular and 10% 
atrial and nodal cardiomyocytes (vCor.4U®, Axiogenesis 
AG, Germany). So far, there is a lack of hiPSC-CM cell 
models. Based on new experiments they will be developed 
in order to finish the computer model.  

CONCLUSIONS 
The CellDrum is a promising tool to investigate the 
electromechanical effects of fibroblast on hiPSC-CM. 
Combined with a computer model it may be capable to 
explain variations in the tissue deflection depending on the 
relative fibroblast content. 
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INTRODUCTION  
Previous studies have shown an important contribution of 
elastic energy stored within the Achilles tendon (AT) to 
jumping power [1]. As this energy is stored against the 
resistance of bodyweight [2], it may influence how we 
generate work and power for jumping. Previously, we found 
that increasing the mechanical work required for jumping 
via additional body mass resulted in an ankle centred 
movement strategy, while increasing work due to additional 
jump height resulted in a hip and knee centred strategy [3]. 
We believe this ankle centred strategy preference is a result 
of using additional energy stored within the AT. To 
ascertain if this is the case, we examined if additional body 
mass increased the stretch of the AT during jumping, 
indicating additional energy storage. We hypothesised that 
there would be additional stretch of the AT when jumping 
with increased body mass but not when matching the same 
increase in work via increasing jump height.  

METHODS 
Male participants (N = 13, Height = 179.8 ± 5.4 cm, Mass = 
73.4 ± 6.3 kg) performed maximal and submaximal 
countermovement jumps with 100%, 120%, 140% and 
160% body mass. Work was controlled by having 
participants jump to pre-set heights wearing weight vests 
loaded at 1kg intervals to increase body mass. Two 
paradigms were compared; Body Mass Paradigm (BMP): 
increasing work by increasing body mass while jumping to a 
constant height and Jump Height Paradigm (JHP): match the 
increasing total work outputs of the BMP by increasing 
jump height at a constant body mass (100% body mass). 

Kinematic data were recorded using 3D motion capture 
(200Hz) and analysed using standard inverse kinematic 
techniques in OpenSim, from which soleus muscle-tendon 
unit (MTU) length was obtained. Images of soleus muscle 
fascicles (MF) were recorded using B-Mode ultrasound 
(80Hz) and their lengths tracked throughout all jumps. 
Series elastic element (SEE) length was calculated from: 
MTU – (MF * cos(pennation angle)). 

Statistical analysis of MTU, MF and SEE length changes 
were split into two phases. Phase 1 started at the point where 
SEE began to lengthen until maximum SEE length. Phase 2 
was from SEE maximum length until toe off. Statistical 
differences were tested for using two-way repeat measure 
ANOVA’s with work and experimental paradigms as 
factors. A significant main or interaction effect highlighted a 
change in length of the MTU, MF or SEE, and if found a 
post hoc analysis using a one way ANOVA with a 
Bonferroni adjusted alpha level (ɑ = 0.025) was performed. 

RESULTS AND DISCUSSION 
There was a significant main effect of increasing work (P = 
0.0246) on the SEE length changes in phase 1. Post hoc 
analysis identified that there was a significant increase in the 
length of the SEE under the BMP (P = 0.0087) but not the 

Body Mass Paradigm (BMP) Jump Height Paradigm (JHP)

Figure 1: Time series data of Soleus length changes during the BMP and JHP. Time 
point 0 ms is synchronised to toe off. Graphs; A & D represent MTU length change. B 
& E represent MF length change. C & F represent SEE length change. 

JHP (P = 0.5015). The SEE demonstrated no significant 
changes during phase 2 

These results suggest that with additional body mass the 
soleus SEE stretch significantly increased, which may 
enable additional elastic energy storage. This extra stretch 
may explain the preferred ankle centred strategy with added 
bodymass that was previously observed [3]. There was no 
change in SEE length under the JHP, further supporting our 
hypothesis that energy stored in the AT is primarily done 
against the resistance of body mass during jumping. 

CONCLUSIONS 
We believe that the work produced at the ankle joint is 
heavily influenced by the amount of elastic energy stored 
within the AT - due to body mass. Once energy is stored 
within elastic structures it must either be used or absorbed 
and therefore the amount of elastic energy stored will likely 
influence our movement strategy. 
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INTRODUCTION  
In rowing it has been conventionally assumed that a high 
boat velocity is achieved through the production of large, 
symmetrical forces, efficiently delivered through the feet, up 
the human kinetic chain to the oar handles [1]. Despite this, 
recent advances in laboratory research have demonstrated 
preliminary evidence of lower limb asymmetries for 
different biomechanical variables [2]. Such evidence of 
asymmetries in on-water rowing is more limited. Difficulties 
in building a conclusive evidence base on asymmetries in 
rowing are partly due to the measures used to quantify 
asymmetry, which tend to be discrete values or indices [2]. 
Understanding the potentially functional role of asymmetry 
patterns across the entire stroke cycle would be useful from 
a technical perspective and more practically insightful.  

As such the purpose of this study was to explore the role of 
asymmetry patterns in on-water single sculling using 
analytical techniques from Functional Data Analysis (FDA). 
Patterns of asymmetry were explored relative to level of 
competitive representation.  

METHODS 
Twenty seven female rowers voluntarily consented to 
participate (age = 25.60 + 4.88 years; height = 1.74 + 0.04 
cm; mass = 75.62 + 4.61 kg). At the time of testing, 
competitive performance was used to categorize participants 
as either ‘national’ (n = 14) or ‘international’ level (n = 13) 
rowers. Participants were instructed to row a total of 1000m, 
composed of 250m at four ascending pre-selected stroke 
rates (i.e., 20, 24, 28 and 32 stokes per minute). For this 
study, only the 32 strokes/min data was analyzed. Data was 
obtained using ROWSYS instrumentation [3]. Ten strokes 
were retained for further analysis.  

A difference time-series (or profile) was created for each 
individual stroke and ensemble average profiles were 
created for each participant. The difference time-series was 
created by subtracting stroke-side (right hand) force from 
bow-side (left hand) force across the entire drive phase (see 
Figure 1). Functional principal components analysis (fPCA) 
was then applied to these time series. For fPCA, B-spline 
basis functions were used to fit each of the difference time-
series. A smoothing parameter was also selected using 
generalized cross validation (GCV) and from these new 
functions, functional principal components (fPCs) were 
derived. Each difference function was weighted by each of 
the first five fPCs, with resulting scalar averages referred to 
as fPC scores. fPC scores were assessed using univariate 
ANOVAs (p < .05) for competition level differences. 

RESULTS AND DISCUSSION 
Four of the five retained fPCs demonstrated statistical 
significance (p < .05) between national and international 
rowers. The combination of these four fPCs demonstrated a 

trend for international rowers to lead force production with 
the stroke-side from the start of the drive phase until 
approximately half way through the movement cycle, before 
reversing through the second half of the drive phase. The 
opposite was true for national level rowers. This 
asymmetrical offset is likely the result of international 
athletes modifying their movement strategies relative to 
mechanical offsets in boat rigging [3]. 

Figure 1: A: Example fPC of difference time-series, B: direction of 
asymmetries reported by fPCs, C: Main phase of asymmetry.  

CONCLUSIONS 
Results from this study, thus suggest it is possible that 
asymmetries in sculling may have a functional role in 
successful execution of the rowing stroke, and rather than 
asymmetries be dismissed as a potential problem and 
detractor of performance, they are treated similarly to other 
coordination structures that are explored in biomechanics 
and human movement research. 
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INTRODUCTION  
Rowing performance is defined as the average shell velocity 
over 2000 meter. In order to maximize average velocity 
rowers need to optimize their aerobic and anaerobic physical 
capacities. To achieve this, training sessions at different 
intensities are highly important [e.g.1]. Nowadays, on-water 
training intensity is controlled by parameters that are 
affected by external factors such as the weather and the state 
of the rower (e.g. boat velocity, stroke rate, rowers’ 
subjective feeling and heart rate) [e.g.2]. Mechanical power 
output (PO), instead, is a direct parameter for training 
intensity since it is strongly related to metabolic power 
production [3]. 

Recent technological developments allow for a valid 
calculation of mechanical PO [4] and for real-time feedback 
of this quantity while rowing. In order to use PO as a 
parameter to control training intensity, it is important to 
understand whether rowers are capable to adjust mechanical 
PO based on feedback. 

The primary aim of the study was to examine whether 
rowers are better able to comply to PO targets when they are 
provided with real-time feedback on PO compared to 
traditional feedback. Subsequently, it was tested whether 
rowers’ PO was less variable between strokes when they got  
real-time feedback on PO compared to traditional feedback. 

METHODS 
Eighteen Dutch rowers (minimum experience of 2.5 years of 
intensive rowing) rowed three identical training sessions in 
crewed boats. In all training sessions the rowers were 
instructed to row blocks at low- and medium-high intensity. 
Related target power outputs, based on earlier determined 
ergometer scores were given. In the first two sessions the 
rowers were provided with traditional feedback on training 
intensity (subjective feeling, stroke rate, and/or heart rate), 
while during the last session they also got real-time feedback 
on mechanical power output. Training sessions were adjusted 
to the rowers’ normal training sessions and consisted of at 
least a warming up, 3 times 2km of low intensity rowing and 
1.5 km of medium-high intensive rowing.  

Forces at the oar pin as well as oar angle in the horizontal 
plane were measured (Peach Innovations Ltd., Cambridge, 
United Kingdom; 100Hz) and stored on a SD card. 
Mechanical power output was calculated using the algorithm 
described in [4] and provided to the rowers using a custom 
made android application that was running on Samsung S5 
Smartphones.  

RESULTS AND DISCUSSION 

Multilevel analyses revealed that rowers complied better to 
their power output targets when they were provided with 
feedback on power output compared to the traditional 
feedback parameters (F(180.25)=30.04, p <.001) (figure 1).  
In addition, on average, their real PO fluctuated less between 
strokes in the different intensity blocks during the training 
session with real-time feedback on PO compared to the 
training sessions with traditional feedback (F(180.21) = 
6.02), p=.003).  

Figure 1: Absolute difference (|∆|) between real PO and target PO during the 
light intensity blocks (light grey) and the medium-high intensity (dark grey) 
block with traditional feedback and with real-time feedback on PO.  

CONCLUSIONS 
The results suggest that rowers are more capable to adjust 
mechanical PO based on feedback on PO compared to 
traditional feedback. Since mechanical PO is strongly related 
to metabolic PO [3], mechanical PO seems, therefore, an 
important parameter to control and monitor training intensity. 
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INTRODUCTION  
Impacts form an inevitable aspect of many human activities; 
kinetic energy must be lost without musculoskeletal injury 
or damage to vital organs.  Major contributors to this loss 
include compliance within joint structures, as well as soft 
tissue movement and voluntary joint actions.  Numerous 
studies have shown a reduction in impact accelerations from 
the tibia to the head [1,2]; however it is important to 
quantify the relative contributions of various structures to 
this attenuation.  Thus the purpose of the present study was 
to quantify the progressive reduction in impact acceleration 
and hence kinetic energy by the human body.   

METHODS 
One male subject (19 years, 1.82 m, 70.1 kg) performed two 
single leg drop landings (SLDL) and two male subjects (26 
± 4 years, 1.90 ± 0.06 m, 87.4 ± 1.8 kg) performed two 
double leg drop landings (DLDL) and two double leg drop 
jumps (DLDJ) from each of 0.30, 0.45, 0.60, and 0.75 m. 
Lightweight Dytran triaxial accelerometers were positioned 
over the first metatarsophalangeal (MTP) joint, the distal 
and proximal anteromedial aspects of the tibia, the lateral 
femoral epicondyle, the L5 vertebra, and the C6 vertebra. 
Magnitude and timing of the peak resultant accelerations 
were identified, and power spectral densities for the signals 
at each drop height were averaged for individual subjects. 
Transfer functions were determined as the signal gain or 
attenuation between two positions.  A two-way ANOVA for 
repeated measures and a Tukey-Kramer pairwise 
comparison were used to detect significant differences. 
Partial eta-squared (η2) provided a measure of effect size. 

RESULTS AND DISCUSSION 
For peak resultant accelerations, significant main effects 
were observed for accelerometer position in all three tasks 
(p < 0.001; 0.97 < η2 < 0.98).  For SLDL and DLDL, 
significant main effects for drop height (p < 0.05; 0.86 < η2 
< 0.94), and drop height-position interaction effects (p < 
0.05; 0.71 < η2 < 0.72) were also observed.  Peak resultant 
accelerations tended to increase with increasing drop height 
and decrease with increasing distance from ground (Figure 
1).  A further significant main effect was observed between 
accelerometer position and timing of peak resultant 
acceleration for SLDL and DLDJ (p < 0.01; 0.71 < η2 < 
0.94), which increased with height on the body.  A 
significant drop height-position interaction was observed for 
SLDL peak acceleration timing (p < 0.001; η2 = 0.77).   

On average, the peak resultant MTP acceleration was 
already reduced by 27 ± 17% at the distal tibia (55 ± 13% 
SLDL; 25 ± 5% DLDL; 15 ± 8% DLDJ) and by 82 ± 9% 
(91 ± 2% SLDL; 73 ± 9% DLDL; 85 ± 3% DLDJ) and 90 ± 
4% (96 ± 2% SLDL; 89 ± 4% DLDL; 89 ± 1% DLDJ) at the 
L5 and C6 vertebra respectively.  Power spectra contained 
two major components corresponding to the active (2-16 
Hz) and impact (18-36 Hz) phases of the time-domain 
signals.  Transfer functions quantified progressive 

attenuation from the MTP towards the C6 vertebra within 
the 18-36 Hz range, even where there had been no 
significant reduction in overall peak resultant acceleration. 

Figure 1: A typical 0.60 m time-domain acceleration signal. 

Peak accelerations were greater following drops from higher 
heights and tended to decrease progressively, with 
increasing time delays, up the body.  This ensured that the 
peak accelerations close to vital organs were less than 20% 
of those at the MTP joint, with even lower accelerations 
measured at the neck.  Whilst the resultant accelerations 
included active joint motion, the impact component of the 
power spectra revealed stepwise attenuations even where 
there had been no reduction in peak acceleration.  This 
emphasises the importance of spectral analyses in human 
impact investigations.   

The observed attenuation of impact accelerations across 
joint structures has implications for both experimental and 
theoretical investigations.  The assumption that the distal 
end of one body segment shares a common point with the 
proximal end of the connecting segment neglects the 
influence of compliance within joint structures and the 
subsequent effects on the kinetics and kinematics within the 
human musculoskeletal system. 

CONCLUSIONS 
This study demonstrated a progressive reduction in 
accelerations in the human body with distance from the 
point of impact, as well as an amplifying effect of greater 
drop heights on peak accelerations.  Such effects of 
compliance within joint structures should be considered 
when representing the connection between adjacent body 
segments.   
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INTRODUCTION  
Upstream gate negotiation is a fundamental skill and key 
determinant of overall performance in competitive Canoe / 
Kayak (CK) Slalom. To date, only one study attempted 
characterisation of the gate negotiation strategy [1]. 
However, it employed tedious and time consuming manual 
digitisation of marker locations in images with low 
repeatability to extract data, which restricts its adoptability.  

In this work, we describe a computer vision based automatic 
method for detection and tracking of a CK Slalom paddler 
negotiating an upstream gate from overhead video that 
doesn’t suffer from these limitations. Our technique 
facilitates subsequent trajectory analysis, real-time feedback 
and inter-trial and inter-athlete comparisons. 

Human detection and tracking remain open problems in 
computer vision due to significant variations in human 
location, shape and appearance. Using a supervised machine 
learning approach, we train a prior paddler appearance 
model comprised of a rich discriminative cascade classifier 
[2] that we employ for paddler detection and tracking. 

METHODS 
Given an input image, we construct a rejection cascade. A 
cascade classifier forms a degenerate decision tree that uses 
a sequence of node classifiers to distinguish paddlers from 
non-paddlers and simultaneously selects weak features to 
form strong ensemble classifiers using Adaptive Boosting 
(AdaBoost). At each stage a classifier is trained on the 
examples that were evaluated as positives in all preceding 
stages. A positive classification is passed on for evaluation 
at the subsequent classifier. A negative classification of an 
image patch results in rejection of the patch. Due to the 
scarcity of the paddler relative to the background, efficient 
detection is achieved by early rejection of most easily 
classified negative features (Figure 1).  Consequently, the 
classifier's complexity and discriminative power increases as 
stages increase due to the escalating task difficulty.  

Figure 1: Efficient detection is achieved by early rejection 
of most easily classified negative features. 

Cascade classification can be used with any feature 
descriptors. For selection of detector feature type and 
number of cascade stages, and to separately evaluate the 
performance of our paddler detection, we empirically tested 
the detector on 3 levels of features. Specifically, we 
experiment with low level Haar features due to their low 
computational cost, as well as with rich mid-level Histogram 
of Oriented Gradients (HOG) and Linear Binary Patterns 
(LBP) feature descriptors. Likewise we experiment with 3 
levels of number of cascade stages (15, 20 and 30). The 
image test set that was used for these experiments consisted 
of 350 images randomly extracted from 20 image sequences 
in our dataset that were manually annotated for the paddler's 
ground truth location with a bounding box.   

Our classifier training dataset contains 240 manually 
annotated overhead images. To train our detection models, 
we have split this dataset into a standard 60%, 20% and 20% 
for model learning, cross-validation and testing sets, 
respectively. Our negative set is comprised of 1694 images 
from the INRIA Person and Parse datasets, which contain 
background scenery images, as well as people to ensure that 
our paddler model discriminates well between people 
displaying a variety of activities and paddlers.  

RESULTS AND DISCUSSION 
Our experiments indicate that compared to using rich mid-
level feature descriptors (HOG and LBP), Haar features 
resulted in higher number of detections, precision and recall. 
Further, our results show that 20 cascade stages perform 
superiorly to 15 and 30 stages on standard criteria of the 
number of detections, precision, and recall (Table 1), and 
are comparable with the state-of-the-art. Our detector can be 
readily combined with efficient online tracking algorithms. 
Table 1. Paddler Detection Results (350 test images) 

Feature Type # Cascade Stages 

Haar LBP HOG 15 20 30 
Detections 322 215 244 251 302 275 
Precision 0.89 0.87 0.86 0.81 0.88 0.87 
Recall 0.74 0.45 0.59 0.55 0.63 0.56 

CONCLUSIONS 
We present an automatic supervised learning method for 
detection and tracking of CK Slalom paddlers negotiating an 
upstream gate. Our technique yields accurate paddler 
localisations at low computational cost. The robust tracking 
information forms a crucial evidence base pre-requisite to 
feedback-driven technical or tactical amendments aimed to 
optimise technique and performance.  
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INTRODUCTION  
The use of multimodal neuromuscular training programs has 
repeatedly been shown to reduce injury risk or re-injury 
incidences of ankle sprains. Balance training on inherently 
unstable surfaces, such as foam pads or wobble boards (WB), 
are important components of such training programs. It 
appears that standing on unstable surfaces requires different 
mechanisms to maintain balance, which allow for a transfer 
to high-risk movements in sport (Silva 2016, Oliveira 2014). 
The underlying neural control processes are currently 
unknown. Crossed responses have recently been described 
(Mrachacz-Kersting et al. 2011) as a possible mechanism 
directly related to interlimb coordination.   

The goal of this study was to determine if interlimb 
communication pathways are affected by isolated balance 
training on a wobble board. It was hypothesized that the 
crossed reflex would be downregulated for a better control of 
counter-movements which are the main mechanical factors 
controlling balance in dynamic situations.  

METHODS 
Twelve sports practitioners (5 females) with no prior wobble 
board training experience were recruited (23.4 +/- 1.5 years, 
73.8 +/- 7.2 kg, 1.73 +/- 0.09 m; mean +/- SD). Six of them 
were randomly selected and subjected to unilateral WB 
training 3 times weekly (30 min sessions with progressing 
difficulty) for 4 weeks on their left leg (TG) while the others 
served as controls (CG), continuing their regular training. 
Participants provided informed consent prior to data 
acquisition and training. 
Interlimb coordination was assessed during self-paced 
treadmill walking by providing 30 unexpected plantar-flexion 
perturbations (amplitude: 6, velocity 300/s) to the left ankle 
joint during the stance phase using a custom-built ankle 
stretch device (Andersen, 1995) and 30 control trials. The 
activation of the left, ipsilateral soleus (iSOL) and right, 
contralateral biceps femoris (cBF) were monitored using 
electromyography (EMG) while goniometers traced the ankle 
movement. WB performance was assessed by timing the 
standing time without losing balance 
EMG data were bandpass filtered (10-500 Hz), rectified and 
lowpass filtered (40 Hz). The typical unloading response in 
the iSOL was observed in all subjects ranging (61±8) ms. The 
individual onset times of the cBF response and the duration 
were established by comparison to the unperturbed trials. The 
magnitude was calculated separately for reflex (onset to 120 
ms) and voluntary components (120 ms to offset) and 
expressed as a percentage of the unperturbed magnitudes. 
Paired t-tests were employed to assess differences between 
the pre and post training responses (P<0.05).   

RESULTS AND DISCUSSION 
The TG improved their WB standing time significantly (45%) 
while CG showed only small improvements, which were 

likely a training effect caused by the exposure during the 
actual test session. 
The comparison of unperturbed and perturbed walking trials 
showed no changes for the CG while the training group 
demonstrated significant reductions in magnitude (P=0.02) 
(Figure 1) and duration (P=0.03) (234 vs. 182 ms) of the 
voluntary component of the response.  

Figure 1: Crossed reflex and voluntary responses for TG 
(mean +/- SE). 

These preliminary results provide a basis for discussing 
potential mechanisms behind the effect of balance training on 
unstable supports. It may remain questionable if the stretch 
reflex of ipsilateral lower leg muscles can contribute to the 
prevention of ankle inversion trauma. The observed 
alterations in crossed communication of iSOL and cBF 
muscles indicate that WB training alters the integration of 
afferent inputs within multi-joint intermuscular coordination. 
It is likely that other muscle groups are also involved. Future 
studies should further investigate these interactions and their 
role in functional tasks, especially in high-risk movements 
such as landing and cutting. 

CONCLUSIONS 
Crossed responses are significantly affected by balance 
training on a WB. The demonstrated relationships support the 
role afferent feedback may play in the control of complex 
tasks. It is a potential mechanism for how the transfer from 
isolated balancing exercises may contribute to improved 
motor control in risky situations. Further, a new perspective 
for investigating training programs and functional effects is 
provided.  

ACKNOWLEDGEMENTS 
Students groups 253.SportSci and 313.MedIS, AAU 2016. 

REFERENCES 
1. Mrachacz-Kersting, N, Nielsen, JB et al.  Proc.

Neuroscience 2011, No. 923.12/VV26. 
2. Silva, PB Oliveira, ASC. et al. Gait & Posture, Vol. 44,

2016, 149-154. 
3. Andersen, JB, Sinkjær, T. IEEE Trans. Eng, 3(4) 1995,

299-306. 
4. Oliveira, A.SC, Silva, PB et al. Gait & Posture, 38(4)

2013, 894-899

0

20

40

60

80

100

120

140

160

180

Crossed Reflex Voluntary Crossed Response

cB
F

 r
e

sp
o

n
se

 [%
 c

o
n

tr
o

l]

pre

post *



THE EFFECT OF 6-WEEKS IRREGULAR SURFACE WALKING ON ANKLE MUSCLE STRENGTH AND 
BALANCE 

1, 2 Charlotte L Apps, 1Heloise Debelle and 1Mark J Lake  
1Liverpool John Moores University, U.K. 

2Nottingham Trent University, U.K. 
Corresponding author email: charlotte.apps@ntu.ac.uk 

INTRODUCTION  
Unstable shoes are proposed to strengthen the lower limb 
muscles and enhance balance. Yet, recent studies report 
conflicting results in muscle activations during gait [1, 2] and 
postural balance tests after regular wear [3]. This may be due 
to adaptations learnt to reduce the initially increased 
movement variability to a similar level as a regular shoe [2]. 
Perhaps a more challenging, less predictable stimulus, such 
as an irregular surface (IS), would create the greater and 
continuous instability likely required to train the 
neuromuscular system. It was hypothesized ankle strength 
and balance would improve in a training group after 6-weeks 
of repeatedly walking on an IS compared to a control group. 

METHODS 
Fifteen, healthy participants were randomly assigned to a 
training (n = 8) and a control group (n = 7) which completed 
pre and post-training test sessions. After the pre-tests, the 
training group completed a 6-week training program 
consisting of 3, 1-hour sessions per week walking on an IS 
treadmill at their preferred speed (Mean (SD): 3.8 (0.5) 
km/hour). To create the IS, loop Velcro was attached to the 
belt of a regular treadmill (LOKO S55, Woodway GmbH, 
Germany) and 4 types of EVA dome shaped inserts (Ø: 
140mm) of different height (10 and 15 mm) and hardness (40 
and 70 Asker C) were attached by hook Velcro [4]. 

Concentric ankle muscle strength of the right leg was 
determined from an isokinetic dynamometer (System 3, 
Biodex Medical Systems, Inc., NY, USA) at 100 Hz. After a 
3 repetition warm-up, 5 maximal repetitions for 
plantarflexion, dorsiflexion, eversion and inversion were 
performed at 60deg/sec. The highest 3 peak torques were 
averaged from each test. Postural balance was assessed using 
a standard, static 1-legged barefoot stance test on the right leg 
[5]. Ground reaction forces were recorded by a force plate 
(Kistler 9281B, Amherst, NY, US) for two trials of 30 
seconds. Sway area, centre of pressure range and standard 
deviation of the velocity in the antero-posterior (AP) and 
medio-lateral (ML) directions were calculated. Results were 
compared statistically by a two-way mixed ANOVA (p<.05). 

RESULTS AND DISCUSSION 
Results showed no significant interactions or differences 
between the training and control group. Both groups showed 
significantly increased dorsiflexion (p= .017) and eversion (p 
= .005) peak torques, and reduced postural sway area (p = 
.010), ML centre of pressure range (p = .011) and velocity 
variability (p = .046) in the post-test (Table 1). The training 
group displayed greater post-test strength increases and 
postural sway decreases than the control group, although not 
significantly for: dorsiflexion peak torque (training group: 
+42%, control: +8%), eversion peak torque (+24%, +13%), 

sway area (-36%, -27%) medio-lateral range (-19%, -12%) 
and variability of velocity (-19%, -14%).  

The control group post-test improvements suggest a learning 
effect occurred. A thorough familiarization session to the 
testing procedures or a midway test would help distinguish if 
ankle strength or balance improved as a result of the IS 
training alone. The lack of significant group differences could 
also be due to a limit on the amount of postural balance 
improvement in young, healthy adults [6]. Moreover, 
participants with reduced ankle strength and greater postural 
sway at pre-test, made larger post-test improvement. 
Alternatively, a more de-stabilising IS may be required to 
train the neuromuscular system. 

Table 1: Mean (SD) joint torques and centre of pressure 
results across groups and test session. All results were 
significant between pre and post-tests (p<.05). 

CONCLUSIONS 
Findings indicate regular IS walking may improve aspects of 
ankle strength and balance. Further research should include a 
larger sample size and familiarisation session. Testing 
participants with reduced preconditioned ankles, such as 
those in rehab, or developing a more demanding IS is 
recommended. 
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Training group Control group 
pre post pre post 

Dorsiflexion 
[Nm/Kg] 

.28
(.07) 

.40 
(.12) 

.38 
(.12) 

.41 
(.11) 

Eversion 
[Nm/Kg] 

.27
(.06) 

.34 
(.07) 

.32 
(.13) 

.36 
(.13) 

Sway area 
[mm2] 

97.7 
(45.0) 

62.2 
(12.8) 

107.0 
(41.0) 

78.2 
(26.1) 

ML range 
[mm] 

23.8 
(4.5) 

19.3 
(3.5) 

24.4 
(4.3) 

21.4 
(3.8) 

ML Velocity 
SD [mm/s] 

26.0 
(6.0) 

21.1 
(4.5) 

30.2 
(10.0) 

26.0 
(3.2) 
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INTRODUCTION  
The measurement of body accelerations is a useful technique 
to assess walking patterns [1]. Accelerometry has been used 
to evaluate gait spatiotemporal parameters on different 
walking surfaces, and effects of ageing [2,3]. Localized 
muscle fatigue may alter conscious joint awareness. Then, the 
proprioception can be altered during walking due to triceps 
surae fatigue, which is important for posture and gait [4]. 
Strength training can improve muscle condition [5], and may 
result in changes in movement. 

The aim of this study was to assess the effects of triceps surae 
fatigue on pelvis to head acceleration attenuation in young 
women as practitioners and non-practitioners of strength 
training. 

METHODS 
Tri-axial accelerometers (sampled at 1000 Hz) were used at 
the head and pelvis in 19 young women who were strength-
training practitioners (Practitioners Group - 22.00 ± 3.27 y.o.) 
and 21 who were not practitioners (Non-practitioners Group 
- 21.76 ± 3.01 y.o.). They did not have any functional 
impairments or pain within the past six months. The local 
ethical committee approved the study.  

They walked for 4 min at preferred walking speed pre-fatigue 
(PreF), performed the fatigue protocol and walked 4 min (0-
PostF), rested 2 min, walked 4 min (6-PostF), rested 2 min 
and a third 4 min (12-PostF). Muscle fatigue was induced 
with a unilateral functional protocol (without weights) in 
triceps surae of dominant leg. In a standing position, the 
participants were instructed performed as many repetitions as 
she could and rested for 30 sec. This process was repeated 
until the number of repetitions amounted to only half of the 
number achieved in the first series. 

Attenuation was calculated as ATT (%) = ((1 – 
RMSHead/RMSPelvis)*100) to study the ability to dissipate 
accelerations from pelvis to head. Data was processed with a 
custom-written code (Matlab, Mathworks Inc.). For statistical 
analysis was used Shapiro-Wilk test, repeated measures 
ANOVA with one factor - Bonferroni correction, and t-test 
for independent groups (p<0.05). 

RESULTS AND DISCUSSION 
It was observed a decrease of the attenuation in the ML 
direction for both groups in relation to the PreF, but only the 
PG presented a recovery trend. In the AP direction, only the 
PG presented significant differences, with a recovery trend. 
There were no differences between groups (Table 1). 

After the triceps sural fatigue (mainly in the 0-PosF), the gait 
became more challenging in terms on pelvis to head 
acceleration attenuation, however the PG presented a possible 

greater coordination or ability to attenuate the accelerations 
(mainly in ML direction), bringing greater safety to the walk. 

Table 1. Attenuation (ATT, %) in each direction. 

a, b Significant differences between instants (pairwise comparison 
p<0.05). Medial-lateral (ML), anterior-posterior (AP) and V 
(vertical). 

The trunk has a role in attenuating accelerations at the head, 
providing a stabilization necessary to optimize conditions for 
the visual apparatus and for the vestibular systems. This may 
be one of the most fundamental tasks of the body’s postural 
control system when walking [1,3]. Maintaining stability 
when walking primarily requires controlling the motion of the 
center of mass. During walking stabilizing the head is also 
likely to be important. Thus, assessing accelerations of the 
pelvis and the head simultaneously may allow a more 
elaborate study of walking stability and pattern [1]. 

CONCLUSIONS 
Fatigue of triceps sural provided a challenging task in terms 
of pelvis to head attenuation, regardless of the training 
condition, but, overall, with recovery after 12 minutes. 
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Direction ATT Practitioners 
Non-

practitioners 

ML 

   PreF 
0-PostF 

 6-PostF 
12-PostF 

61.16 (16.40)a 55.57 (20.11)a 
58.78 (16.35) 51.93 (17.08) 
56.93 (18.73)a 49.56 (20.32)a 
57.29 (18.73) 49.82 (19.32)a 

AP 

PreF 
0-PostF 
6-PostF 

12-PostF 

0.95 (1.09)b 1.25 (1.88) 
0.68 (1.27) 1.36 (2.11) 
0.57 (1.24)b 1.32 (1.95) 
0.64 (1.22) 1.11 (1.97) 

V 

PreF 
0-PostF 
6-PostF 

12-PostF 

70.30 (7.86) 63.07 (20.99) 
65.92 (10.94) 54.37 (23.74) 
68.41 (10.44) 55.81 (24.00) 
67.57 (13.96) 59.80 (18.63) 
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INTRODUCTION  
Insights into sensorimotor control of balance can be 
achieved by studying how subjects respond to controlled 
disturbances; however, this may not be representative of 
balance during unperturbed conditions. Examining various 
postures during multiple tasks and discovering invariant 
traits in the way control strategies are implemented can aid 
understanding of how the CNS attempts to control balance. 

The aim of this study was to determine the percentage of 
time spent in different control strategies during perturbed 
and unperturbed balance in standing and handstand postures. 

METHODS 
Twelve injury free national level gymnasts experienced at 
balancing in handstand gave written informed consent as 
approved by the University Ethical Advisory Committee. 

Perturbed and unperturbed balance was assessed in two 
separate sessions one week apart. The four unperturbed 
conditions were handstand and standing postures with eyes 
open and eyes closed. The eight perturbed conditions were 
standing and handstand postures each with small (5 cm at 
±10 cm s-1) and large (10 cm at ±20 cm s-1) perturbations in 
the forwards and backwards directions. 

Trials were completed on a CAREN system (Motek 
Medical). Kinetic data were collected with two 0.4 m by 0.6 
m force plates (Bertec FP4060-07) and kinematic data were 
collected with nine T20 Vicon cameras (Vicon, Oxford 
Metrics Group) operating at 200 Hz. Joint torques were 
obtained using inverse dynamics calculated from 
quaternions and wrenches [1] and using the inertia model of 
Yeadon [2]. 

Ankle strategies in standing, and wrist strategies in 
handstand, were identified by positive correlations between 
all adjacent joint torques (Figure 1). Other control strategies 
in standing were identified by a negative correlation 
between: ankle and knee (knee strategy), or knee and hip 
(hip strategy), and in handstand between: wrist and elbow 
(elbow strategy), elbow and shoulder (shoulder strategy), 
and shoulder and hip (hip strategy). The amount of time 
spent using each control strategies was determined by 
performing multiple correlations with a moving one second 
window. 

RESULTS AND DISCUSSION 
During unperturbed standing the percentage of time spent in 
each control strategy was: 95.2% ankle, 0.4% knee, 1.4% 
hip, 0% mixed, and 3.0% non-significant. During 
unperturbed handstand the percentage of time spent in each 
control strategy was: 88.3% wrist, 4.2% elbow, 0.6% 
shoulder, 0.2% hip, 2.0% mixed, and 4.8% non-significant. 
Findings are similar to previous research which showed 
wrist joint torque is used to control COM displacement and 
velocity together with synergistic torques at the shoulder 
and hip during handstand balance [3]. 

Figure 1: Examples of control strategies in a) standing and 
b) handstand, identified by positive and negative
correlations of adjacent joint torques. 

During perturbed standing the percentage of time spent in 
each control strategy was: 90.6% ankle, 0.9% knee, 2.2% 
hip, 0.2% mixed, and 6.0% non-significant. During 
perturbed handstand the percentage of time spent in each 
control strategy was: 75.8% wrist, 10.8% elbow, 1.0% 
shoulder, 0.9% hip, 1.5% mixed, and 10.1% non-significant. 
Statistical analysis revealed there were no significant 
differences between perturbation directions or magnitudes 
for the percentage of time spent in any control strategy in 
standing. However, in handstand significant differences can 
be attributed to the direction rather than the magnitude of 
the perturbation. Findings suggest that the conditions 
imposed by the direction of the perturbation interact with the 
biomechanical constraints of balancing in the handstand, but 
not standing posture. One example would be the position of 
the wrist joint at the end of the hand, allowing torque in only 
one direction, whereas the ankle is positioned several 
centimeters in from the heel allowing some torque in both 
directions. 

CONCLUSIONS 
The primary control strategy for both perturbed and 
unperturbed conditions was an ankle strategy during stance 
and a wrist strategy during handstand. Findings reveal that 
the CNS maintains balance during a variety of tasks and 
postures by employing a single control strategy. The multi-
segment system is controlled by torque about the most 
inferior joint with compensatory torques about all superior 
joints acting in the same direction to maintain a fixed 
orientation between segments. 
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INTRODUCTION  
Humans maintain bipedal standing by controlling center of 
foot pressure (COP) to keep the center of gravity within the 
base of support. In order to accomplish multi-directional 
shift of COP, humans co-activate several muscles that have 
different but limited action directions (AD), which is the 
endpoint force vector of each muscles [1]. Such a postural 
task, however, is so redundant in musculoskeletal control 
that previous study has been proposed the necessity of 
modular organization, i.e., muscle synergies, simplifying the 
redundancy [2]. Therefore, it is important to quantify the 
mechanical contribution of muscle synergies to postural 
control. In this study, we investigated the AD of muscle 
synergies using the EMG-weighted averaging (EWA) 
method [3] based on a cross-correlation between the 
fluctuations in activation coefficients of muscle synergies 
and COP. This means that EWA method clarifies the AD of 
each muscle synergy during multi-directional control of 
COP. Our goal was to show coordinative structure of 
muscles which contribute to postural control.  

METHODS 
Six healthy males participated in this study. During multi-
directional postural control, each subject was instructed to 
shift his COP from the original position to the target point 
by leaning his body around the ankle joint and then to hold 
the target COP position as precisely as possible for 10 s. The 
target directions include 12 different directions distributed 
equally over the horizontal plane at 30° increments. For 
each trial, they viewed the desired COP position as a target 
on a visual display in front of them. Surface EMGs were 
recorded from 18 muscles spanning ankle, knee and hip 
joints and trunk in the right side. We extracted muscle 
synergies from the data matrix of the EMGs using non-
negative matrix factorization (NMF) [4]. We measured the 
similarity of muscle synergies among subjects by calculating 
their scalar product [5]. In each trial, EWA was quantified 
using cross-correlation between the fluctuations in 
activation coefficients of muscle synergies and COP based 
on a time lag from 50 to 150 ms, during which the EWA 
trajectory reached its first peak magnitude. We determined 
the time lag and corresponding spatial direction as EWA 
direction which shows EWA peak. We then estimated the 
AD of each muscle synergy by averaging EWA directions 
across all subjects and all trials. 

RESULTS AND DISCUSSION 
The result of ADs given by EWA analysis showed that ADs 
of lower thigh muscles were distributed between 60° and 
120° except tibialis anterior (274.9°), while those of muscles 
in thigh and trunk were relatively dispersed. In this study, 
entire muscle activities were accounted for by 5.5 ± 1.52 
global synergies, which were extracted from the entire data 
set across each subject. The muscle synergies across each 
subjects were grouped into 8 clusters (S1~S8). S1, S2 and 

S7 were mainly constructed by lower thigh muscle and 
contributed to forward movement of COP. These synergies 
were consistent with ankle strategy. On the other hand, S3, 
S5, S6 and S8 tended to have more dispersed ADs and were 
comprised both lower thigh muscles and muscles of the 
thigh or trunk. These synergies were considered to be 
mixture of ankle and hip strategy. S4 was composed of 
vastus lateralis and gluteus medius, which generate torque at 
knee and hip joint, respectively. As a result, we extracted 
muscle synergies comprised muscles which contribute to 
different strategies and have various ADs. Previous study 
[2] has disclosed that we use ankle, hip, and even knee 
strategy as distinct muscle synergies to deal with multi-
directional perturbation. Our results imply that the synergy 
corresponding to mixture of several strategies aided to keep 
COP precisely around the target by generating force which 
flexibly match the desired direction and magnitude.  

Figure: Action directions (ADs) calculated by EWA 
direction across all subjects and all trials. 

CONCLUSIONS 
In multi-directional postural control, some of the muscle 
synergies included muscles which contribute to different 
strategy and have various ADs, which considered to bear 
flexible force to keep COP precisely around the target. 
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INTRODUCTION  
Clinicians and researchers have suggested the repetitive 
mechanical loading of the shoulder during manual 
wheelchair (WC) propulsion may be a factor contributing to 
the high prevalence of shoulder pain among the spinal cord 
injury population. A detailed understanding of the upper 
extremity demand during propulsion is necessary for 
describing an individual’s interaction with their WC and 
identifying how to maintain shoulder health [1]. The Net 
Joint Moment (NJM) represented as a vector can be used to 
describe mechanical demand on the shoulder. By parsing the 
vector into four axes, we can decouple the mechanical 
demand imposed on the shoulder more accurately using an 
anatomically relevant reference system [2]. The aim of this 
study was to use this novel method of parsing the shoulder 
NJM into four axes to better understand the mechanical 
demand imposed on the shoulder during manual WC 
propulsion.  

METHODS 
One hundred ninety six experienced manual WC users with 
paraplegia (9 ± 6 yrs post SCI) from the Rancho Los 
Amigos National Rehabilitation Center outpatient clinics 
volunteered to participate in accordance with the local 
Institutional Review Board. Individuals were excluded from 
participation if they reported a history of shoulder pain that 
altered performance of daily activities. Upper extremity 
kinematics (VICON, 50Hz) and pushrim reaction forces 
(SmartWheel, 200Hz) were collected during manual WC 
propulsion on a stationary ergometer at self-selected fast 
condition. Upper extremity joint kinetics were calculated 
using custom MATLAB code. 

The NJM vector ( ) was calculated and projected into the 

longitudinal axis of the upper arm ( ) to find the degree 

of internal/external (IE) moment about the upper arm. ( ) 

and ( ) are expressed in the torso reference frame: 

Next the  component is subtracted from . The 
remaining torque describes the NJM vector perpendicular to 
the upper arm’s longitudinal axis.  

By expressing  in the torso reference frame, the 

components in the , , and  directions correspond to the 
moments about abduction/adduction (AbAd), horizontal 
abduction/adduction (HAbAd), and flexion/extension (FE) 
axes respectively: 

We now have the components of the shoulder NJM in four 
independent axes ( ).  

RESULTS AND DISCUSSION 
Parsed shoulder NJM profiles for multiple push cycles 
during the fast propulsion condition show a variety of 
control strategies. Resulting profile plots show a mixture of 
single axis dominant techniques (Fig.1 top row), with NJM 
about the FE axis being the most common. Other subjects 
employ an even split between two or three axes (Fig.1 
bottom row), where the NJM vector aligns equally between 
anatomical axes, as opposed to aligning along one of the 
anatomical axes as seen in the single axis dominant profiles.  

Figure 1: Shoulder NJM vector of multiple fast push cycles 
parsed into 4 axes components for six example subjects. 
Moment magnitude about each anatomical axis IE(blue), 
FE(red), AbAd(yellow), and HAbAd(purple). Independent 
axis is the hand position on the pushrim. 

CONCLUSIONS 
This novel method of NJM parsing provides an effective 
means to characterize the mechanical demand imposed on 
the shoulder during physical demanding activities. Future 
work will look into how these NJM profiles change within 
and across subjects under varying conditions as well as its 
potential relationship to shoulder pain. 
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INTRODUCTION 
Balance impairments are common among individuals with 
incomplete spinal cord injuries (iSCI), causing at least one 
fall in 75% of this population [1]. Falls can lead to injuries, 
lower balance confidence, and subsequently restrict 
activities and community participation [2].  

Proactive balance strategies have been shown to prevent the 
occurrence of hazardous slips (defined below) [3] among 
able bodied (AB) individuals. Unexpected slip perturbations 
in high functioning individuals with iSCI elicit reactive 
responses similar to that in AB individuals as measured by 
electromyography (EMG) [4]. One explanation could be that 
greater proactive strategies are present among individuals 
with iSCI, which leads to lower slip intensity. This study: 
(1) compared proactive balance strategies between 
individuals with iSCI and AB individuals, and (2) compared 
proactive balance strategies between individuals who have 
hazardous (HZ) and non-hazardous (NHZ) slips. We 
hypothesized that (1) individuals with iSCI will show 
greater proactive strategies during normal walking than AB, 
and (2) when exposed to an unexpected perturbation, 
individuals with iSCI with more effective proactive 
strategies will have a less HZ slip. 

METHODS 
Fourteen individuals with iSCI, and 11 age- and sex- 
matched AB individuals were tested. Participants walked 
along a 10m walkway at a self-selected speed for at least 
three normal walk (NW) trials followed by an unexpected 
slip trial induced using low friction steel rollers (coefficient 
of friction~0.09). Peak slip velocity (PSV) of the the 
slipping heel within 50 ms of the heel strike was calculated. 
Slips were categorized as HZ (PSV ≥ 1m/s) or NHZ (PSV < 
1m/s) [3].  

Ground reaction forces (GRF) (fs = 2000 Hz) were obtained 
using two force plates (OR6-7, Advanced Mechanical 
Technology, Inc., Watertown, MA) embedded in the 
walkway – one under the slip device. Kinematics (fs = 
100Hz) were obtained using a motion capture system 
(Nexus, Vicon, Centennial, CO). Surface EMG (fs = 2000 
Hz) were collected bilaterally from the tibialis anterior (TA), 
soleus (SOL), and gluteus medius (GM) muscles (2400GT2, 
Noraxon Inc, Scottsdale, AZ).  

An integrated co-contraction index (CCI) was calculated at 
the ankle joint using normalized EMG activity in the slip leg 
TA and SOL muscles [3]. CCI values were integrated from -
20% to +20% of the stance duration with 0% being heel 
contact [3]. The required coefficient of friction (RCOF) was 
calculated as the ratio of the maximum antero-posterior 
GRF and the corresponding vertical GRF from a NW trial 
[5]. 

Antero-posterior margin of stability (MOSAP) was 
determined for the slip trial at the time of slip heel contact. 
MOSAP was calculated as the distance of the extrapolated 
centre of mass (XCOM) from the heel of the slip foot in the 
anterior direction such that a positive value would place the 
XCOM in front of the lead heel [6].  

Mixed ANOVA’s were used for statistical analysis (SPSS 
v.24) with each variable used as the dependent variable and 
iSCI/AB groups and NHZ/HZ groups as fixed factors. 
Significance was set at  = 0.05. 

RESULTS AND DISCUSSION 
Ankle CCI main effects and interactions were not significant 
(p > 0.05) indicating TA and SOL muscle co-contraction 
was not different between iSCI/AB groups and it did not 
affect the occurrence of HZ slips in either of the groups.  

For RCOF, the interaction between iSCI/AB group and 
NHZ/HZ group was found to be significant (F (1,20) = 7.15, 
p = 0.015). Individuals with iSCI who had a HZ slip were 
found to have higher RCOF values during NW (0.140 +/- 
0.008) as compared to those individuals with iSCI who had 
NHZ slip (0.100 +/- 0.008). AB individuals who had HZ and 
NHZ slips had similar RCOF values (0.141 +/- 0.008 vs 
0.150 +/- 0.013, respectively). This indicates reducing the 
RCOF is a proactive measure used by individuals with iSCI 
to potentially reduce the occurrence of a HZ slip. 

A significant interaction between iSCI/AB groups and 
NHZ/HZ groups was found for MOSAP (F (1,20) =4.71, p 
=0.04). The iSCI group had their XCOM 96.09% farther in 
front of the slipping heel at the heel strike during HZ slip 
than NHZ slip, whereas AB group had their XCOM 32.23% 
farther in front of the slipping heel during NHZ slip as 
compared to HZ slip. 

CONCLUSIONS 
Individuals with iSCI show a greater proactive responses 
during NW, which appear to be effective in reducing the 
occurrence of HZ slips. 
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INTRODUCTION  
Hereditary Spastic Paraplegia (HSP) is generally 

characterised by progressive spasticity and weakness of the 
lower limbs[1]. Patients with HSP have several common 
spatio-temporal[2] and kinematic[3] deviations in their gait. 

Currently, spasticity management options for these 
deviations are limited.  A clearer understanding of gait 
disturbances and their contributing factors will assist in 
determining appropriate management and treatment options 
in patients with HSP.  The ability to classify common and 
prevalent gait deviations in HSP patients may assist in 
developing more appropriate interventions and improve 
monitoring of disease progression. Therefore, the aim of this 
study was to use a classification system[4] to classify HSP 
gait based on graphical data, and determine if a difference 
exists in kinematic data variables.  research[4] it was 
hypothesised that sagittal plane kinematics could 
successfully be used to classify gait. 

METHODS 
This study was a retrospective observational audit and was 
approved by the relevant Human Research Ethics 
Committee. Eighteen retroreflective markers were placed 
based on the VICON Plug-in-Gait model (VICON, Oxford, 
UK).  Participants were instructed to walk along a 10m 
walkway barefoot at their preferred walking speed. 
Kinematic data were normalised to 100%. Sagittal plane 
kinematic data were extracted. Two physiotherapists 
experienced in CGA independently reviewed the sagittal 
plane gait kinematics of each patient and categorised each 
limb as: crouch, recurvatum, stiff-knee, and jump-knee4. 
Differences were reviewed and an agreement reached. A 
one-way between-groups MANOVA was performed to 
investigate differences in sagittal plane hip, knee and ankle 
kinematics across each gait classification. A Bonferroni 
correction was performed and alpha level was set at 0.005. 

RESULTS AND DISCUSSION 
Fifty participants with HSP were recruited 
(age=49±13.88years; height=1.70±1.05m; weight=75± 
19.38kg). 24% had a different classification between limbs. 

20% (n=208) of data were identified with an extreme outlier 
in one or more variables and therefore removed prior to the 
final analysis. The results were consistent with previous 
research[4,5] (Table 1). Crouch gait supported the 
classification showing increased hip flexion at initial contact 
against recurvatum and stiff groups. Recurvatum gait was 
classified as having increased knee extension and reduced 
ankle dorsiflexion during stance, and this was supported by 
the data across all groups. Stiff knee gait supported the 
classification by showing reduced hip and knee ROM in 
stance, and reduced knee flexion during swing. Jump gait 
classification was verified by increased ankle ROM 
compared to the crouch, recurvatum and stiff groups, 
increased knee flexion in early stance between the 
recurvatum group, and increased hip ROM between crouch 
and stiff groups. 

CONCLUSIONS 
Subjective categorisation of HSP gait based on kinematic 
graphs can be done successfully. Objectively examining 
treatment options within each gait classification may 
ultimately assist clinicians in rapidly identifying the most 
pertinent treatment option in this group of patients. 
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Table 1. Sagittal plan kinematic summary 

a = different compared to crouch, b = different compared to recurvatum, c = different compared to stiff, d = different compared 
to jump, e = different compared to normal-like; ROM = range of motion. 

Mean kinematic angles (degrees) Crouch (n=8) Recurvatum (n=40) Stiff (n=28) Jump (n=18) Normal-
like (n=6) 

Hip flexion at initial contact 37.56b,c,e 34.45a,c,d 32.70a,b,d 36.26b,c 34.41
Peak hip flexion 40.11b,c,e 37.30a,b 35.74a,b,d 38.04c,e 35.43 
Hip flexion/extension ROM 43.22b,c,d 47.61a,c,e 39.79a,b,d,e 47.53a,c,e 43.51 
Peak knee flexion at early-stance 23.19 19.32 24.57 26.65b,e 19.39
Peak knee extension at mid-stance 2.36b,e -2.81a,c,d,e 4.75a,b,d,e -0.14 -2.10 
Peak knee flexion in swing 47.82 48.63 41.68a,b,d,e 51.35 39.03 
Knee flexion/extension ROM 50.50 49.03c 36.26a,b,d,e, 49.81c 53.48 
Peak ankle dorsiflexion in stance 15.86b 8.94a,c,d,e 14.79b 13.97b 15.34 
Ankle dorsi/plantarflexion ROM 21.90d 22.16d,e 21.14d,e 24.86a,b,c 24.95 
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INTRODUCTION  
Recent studies have shown that patients with multiple 
sclerosis (PwMS) exhibit increased coactivation of 
agonist/antagonist lower limb musculature when walking 
overground and on a treadmill[1]. This gait deterioration is 
not observable with current clinical tools such as the 
expanded disability status scale (EDSS) especially in PwMS 
with low scores (≤3.0: no evident gait deterioration) [2]. 
Increased coactivation is thought to be associated with 
slower walking speed, the most common sign of gait 
impairment [3]. Although coactivation has been shown to 
increase with speed [4], it is not known whether this pattern 
is also present in PwMS. Coactivation speed-dependency is 
relevant when studying sub-clinical gait deterioration in 
PwMS since it may be a confounder when comparing 
patients with  controls. Therefore, the aim of this study was 
to determine the effect of speed on ankle muscle 
coactivation in PwMS when walking at different controlled 
speeds on a treadmill.   

METHODS 
Ten PwMS with EDSS≤3.0 (42±8 yrs) participated in this 
study. Each participant walked on a BIODEX-RTM600 
treadmill (Shirley, NY, USA) at 3 different speeds (1.0 m/s, 
1.2m/s and 1.4m/s) for 20 seconds. An 8–camera VICON 
system (Oxford, UK) was used to determine heel contact 
and toe-off from foot marker positions (200Hz). A wireless 
6-channel Cometa system (Milano, Italy) was used to record 
electromyographic (EMG) signals (1000Hz) from bilateral 
leg musculature: tibialis anterior (TA), lateral gastrocnemius 
(LG) and soleus (SO). Muscle coactivation was measured 
using the coactivation index (COI) for the LG/TA and 
SO/TA muscles pairs using the method described by Chow 
et al [5]. COIs were calculated for the stance (ST) and swing 
(SW) phases of the gait cycle (GC) separately. The mean 
COIs for 10 left and 10 right GCs was used for statistical 
analysis. Multivariate ANOVA was performed for each 
muscle pair to determine group differences in each GC 
phase (p<.05).  

RESULTS AND DISCUSSION 
Descriptive statistics are shown in Figure 1. Overall, no 
significant effects of speed were found for any of the 
agonist/antagonist muscle pairs analyzed during ST nor 
during SW phases (p>.05).  However, small increases in 
COI during ST but not during SW phases were observed as 
speed increases.  These results differ from those of previous 
studies in older adults and young populations in whom 
speed significantly increased coactivation of lower limb 
musculature during walking [4]. It is noteworthy, 
nonetheless, that the relatively constant levels of 
coactivation observed in our sample of PwMS may be a 

reflection of motor adaption elicited by the underlying 
neurodegeneration caused by the disease that affects, 
amongst other signs and symptoms, the sensorimotor system 
[2]. Therefore, it is most likely that the effects of the disease 
per se are more relevant than those elicited by changes in 
gait speed. Furthermore, the mean COI found in the present 
study are greater than those exhibited by healthy controls 
walking at 1.2m/s [6]. Taken together, differences in COIs 
found in previous studies and no speed effect on COIs found 
in the current investigation, indicate that further studies 
exploring the effect of disease progression or interventions 
in PwMS may not need to utilize different speed conditions 
when using treadmill walking. However, research involving 
between group comparisons should still use matched speeds 
due to the known effect of speed on most gait biomechanical 
measures [3].     

Figure 1: Mean coactivation indices (COI) for each muscle 
pairs at each speed and for both stance and swing gait cycle 
phases 

CONCLUSIONS 
Coactivation of ankle plantar/dorsi flexors muscles in 
patients with multiple sclerosis at early stages of the disease 
is not significantly affected by speed when walking on a 
treadmill.     
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INTRODUCTION  
Children and adults with autism spectrum disorders (ASD) 
often develop motor dysfunctions: impairments in motor 
coordination and gait [1]. In the studies of children with 
ASD, many studies have indicated that the gait 
characteristics; stride interval, ankle joint angle, and upper 
body acceleration; differ between ASD children and typical 
developmental children [2,3]. However, fewer reports have 
shown whether the gait characteristics of adults with ASD 
differed from those of healthy adults.  

In most studies of the gait of individuals with ASD, subjects 
walked at a self-selected or comfortable speed. As a walking 
speed affects the gait cycle and characteristic, we have to 
compare the gait data at the various walking speed. 
However, it is still unclear whether the gait characteristics at 
different walking speeds differ between ASD adults and 
healthy adults. The purpose of this study was to evaluate the 
gait characteristics of adults with ASD at different walking 
speeds during treadmill walking. 

METHODS 
Eight male adults with ASD and twelve healthy male adults 
participated in our study. Four of these ASD participants 
were classified as Asperger syndrome subjects and the 
remaining four, Pervasive Developmental Disorder Not 
Otherwise Specified subjects according to DSM-IV-TR 
criteria. The score of Autism-Spectrum Quotient in ASD 
was significantly higher than that in healthy adults.  

All participants performed treadmill walking, and its speed 
was increased 0.25m/s every minute from 0.5m/s to 1.5m/s: 
0.5m/s, 0.75m/s, 1.0m/s, 1.25m/s, and 1.5m/s. They walked 
on a treadmill for one minute per each walking velocity.  

We measured the gait characteristics using three wearable 
inertial sensors (LP-WS0904, LOGICAL PROSUCT Inc.), 
which contain a triaxial accelerometer and gyro sensor. Two 
sensors were attached to the right shin and foot using 
double-sided tapes and elastic bandages, and one sensor was 
fixed at lower back at the area of the third lumbar spinous 
process using an elastic belt. We obtained five gait 
characteristics: the stride interval, stride count, trunk 
acceleration [3], and ankle angular change.  

We compared the gait characteristics using two-way 
ANOVA with the factor groups (ASD and healthy adults) 
and walking speeds (0.5m/s, 0.75m/s, 1.0m/s, 1.25m/s, and 
1.5m/s) with the significant level of 5%.  

RESULTS AND DISCUSSION 
There were significant differences between the groups (ASD 
and healthy adult) in the stride interval, stride count, trunk 
acceleration, and ankle angular change.  

There were also significant differences among walking 
speeds in the stride interval, stride count, trunk acceleration, 
and ankle angular change. With the increase in the walking 
speed, the stride count, trunk acceleration, and ankle angular 
change of both ASD and healthy adults significantly 
increased, and the stride interval of them significantly 
decreased (Figure 1).  
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Figure 1: Stride interval for ASD and healthy participants at 
different walking speeds. 

The gait characteristic of adults with ASD differed from that 
of healthy subjects [4]. Our finding shows that the gait 
characteristic of the adult with ASD significantly differs 
from that of the healthy adult at the most walking speeds. 
Regardless of walking speeds, persons with ASD have a 
different gait characteristic from healthy ones.  

CONCLUSIONS 
At the most walking speeds, the gait characteristics of ASD 
adults significantly differed from those of healthy adults. 
With increased walking speeds, the gait characteristics of 
ASD adults were similar with those of healthy adults.  
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INTRODUCTION  
Musculoskeletal models of the thoracolumbar spine are 
emerging that can predict spinal loading across the whole 
thoracolumbar spine for a variety of activities [1]. We have 
recently shown that incorporating subject-specific variations 
in spine curvature and trunk muscle morphology into such 
models can affect estimated vertebral compressive and shear 
loads [1]. However, it is unclear to what extent these effects 
can be explained by overall anatomic measurements, such as 
lumbar lordosis (LL) and thoracic kyphosis (TK). Thus, we 
aim to evaluate predictors of differences in vertebral loading 
between the baseline model (only adjusted for height and 
weight, Ht/Wt) and subject-specific models using multiple 
regression analyses. We hypothesized that higher TK (more 
curvature compared to the baseline model) and lower LL 
(less curvature compared to the baseline model) will result 
in higher loads compared to the baseline Ht/Wt model.   

METHODS 
We selected 125 men (57.1 ± 11.8yrs, 175.7 ± 6.9cm, 89.7 ± 
15.7kg) from the Framingham Heart Study (FHS) 
Multidetector CT Study, a community-based cohort study. 
We created three different thoracolumbar spine models by 
measuring spine curvature and trunk muscle morphology 
using spine CT scans for each person: 1) height and weight 
adjusted (Ht/Wt models, with TK = 42° and LL = 25°); 2) 
height, weight and spine curvature adjusted (+C models); 
and 3) height, weight, spine curvature, and muscle 
morphology adjusted (+CM models) [1,2]. Using OpenSim, 
we used static optimization to predict muscle forces and 
then intervertebral joint reaction forces at T8, T12, L3 in 
four different activities: 1) neutral standing, 2) standing with 
a 10 kg weight in each hand and elbows flexed 90°, 3) 40° 
trunk flexion while holding a 5 kg weight in each hand, and 
4) 10° trunk lateral bending to the right while holding a 5 kg
weight in the right hand. Multiple regression analyses were 
performed to find the relationship between spinal curvature 
(TK and LL) as independent variables and differences in 
intervertebral joint reaction forces from Ht/Wt model as 
dependent variables. Full model R2 and regression 
coefficients i.e. β (95% CI) were calculated for TK and LL. 
Analyses were performed using Stata/IC version 14.2.  The 
study was approved by the BIDMC Institutional Review 
Board. 

RESULTS AND DISCUSSION 
The mean (+SD) TK and LL in our sample were 33.6° ± 
9.0° and 15.3° ± 8.0°, respectively.  The results of multiple 
regression analyses relating differences in thoracic kyphosis 
and lumbar lordosis (+C models vs. Ht/Wt models and 
+C/M models vs. Ht/Wt models) to vertebral loading 
differences varied by activity and level.  For instance,  β-
coefficients for thoracic kyphosis difference ranged from +5 
to -5 N/deg; and β-coefficients for lumbar lordosis ranged 

from -2 to -15 N/deg), generally showing weak to moderate 
associations (Figure 1). The change in LL was more often a 
significant predictor of loading differences (23/24 β’s) than 
the change in TK (11/24 β’s). There was a general trend that 
lower LL (less curvature compared to the baseline model) 
resulted in higher loads compared to the baseline Ht/Wt 
model. 

Figure 1: Multiple regression analysis was used to 
determine whether the subject-specific difference in TK and 
LL between the +C and +C/M models and the baseline 
Ht/Wt model is associated with the difference in vertebral 
loading estimated by the models. 

CONCLUSIONS 
These results indicate that the contribution of subject-
specific spinal curvature measurements to differences in 
vertebral loading varies with activity and spinal level. 
Overall, measures of kyphosis and lordosis explained about 
10–25% of the variance introduced by subject-specific 
modeling, and less lumbar lordosis is associated with greater 
compressive vertebral loading. These findings can provide 
insights into the role of subject-specific spinal curvature on 
predicting vertebral loading, which has implications for 
spine conditions such as back pain and vertebral fracture.  
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INTRODUCTION 
Upright MRI has been used to study the effect of load 
magnitude, distribution, and position on the lumbar spine in 
active duty Marines [1-3]. Advanced 3D MRI (supine) has 
been used to measure whole muscle volume, fat fraction, 
muscle microstructure, and T2 relaxation of the intervertebral 
disc (IVD) in the same cohort of Marines [4]. However, the 
relationship between lumbar spine posture and muscle 
structure is not well understood. Therefore, the purpose of 
this study was to investigate the predictive capacity of muscle 
structure on lumbar spine posture in active duty Marines. 

METHODS 
Under an IRB-approved protocol, Marines (n=31) were 
scanned using an upright 0.6T MRI scanner. T2-weighted 
images were collected in the following positions: standing 
without load (St.U.), standing with body armor (St.L.), sitting 
with body armor (Si.L.), and prone on elbows with body 
armor (P.L.). A load magnitude of 11.3 kg was chosen based 
on body armor mass, which is the minimum protective 
equipment Marines are required to wear during military 
operations/training. Sagittal Cobb angle, angle with respect to 
horizontal, and sacral angle were measured to assess lordosis, 
flexion/extension, and sacral tilt, respectively, using a 
previously validated algorithm [5]. Differences between St.U. 
and St.L. (∆load) and between Si.L. and P.L. (∆position) were 
calculated to determine lumbar spine kinematics in response 
to load and position, respectively. 

Additionally, Marines were scanned using a 3T supine MRI 
scanner. The imaging protocol consisted of: 1) standard 
anatomical, 2) fat-water separation, 3) diffusion tensor 
imaging (DTI), and 4) T2 mapping of each lumbar IVD. 
These images were used to estimate muscle volume, fat 
fraction, and restricted diffusion profiles in: multifidus, 
erector spinae (ES), psoas, and quadratus lumborum. IVD T2 
values were used to quantify disc hydration. 

Independent variables were grouped into 3 separate domains: 
muscle physiology (volume, fat fraction, fractional 
anisotropy (FA), mean diffusivity, λ1-3); IVD health (T2 
relaxation of each disc); and anthropometric measures (age, 
weight, height). Domain groupings were further verified with 
hierarchical cluster analysis. Dependent variables were global 
postural measurements for all positions, ∆load, and 
∆position. Principle component analysis was then used to sort 
like variables into weighted groups (eigenvectors). Within 
each eigenvector, Pearson’s correlation was used to remove 
collinear variables (r>0.8, or variance inflation factor>10). 
For collinear variables, the one with the smallest eigenvector 
value was removed. Remaining variables were entered into a 
stepwise multiple linear regression model to identify 
physiologic measures predictive of lumbar spine posture. 
Statistical analyses were performed using SPSS statistical 
software. 

RESULTS AND DISCUSSION 
After initial grouping of independent variables, collinearity 
resulted in the removal of 7/25 independent variables from 
the model. The multiple regression model demonstrated that 
FA of the ES was a significant predictor of lumbar posture for 
7/18 dependent variables measured and explained 20–35% of 
the variance in each model (Table 1). Additionally, weight 
was a significant predictor of lumbar lordosis when P.L. and 
hydration of the L4L5 IVD was a predictor of lumbar flexion 
when St.U. 

Table 1: Stepwise multiple linear regression results. 
Dependent 

variable 
Position 

Independent 
variable(s) 

β R2 p 

Cobb 
angle 

St.L. ES FA .45 .21 .020 

P.L. Weight .47 .22 .016 

Angle 
with 

respect to 
horizontal 

St.U. T2-L4L5 -.44 .19 .025 

St.L. ES FA .51 .26 .007 

P.L. ES FA -.48 .23 .013 

Δposition ES FA .46 .21 .020 

Sacral 
angle 

St.U. ES FA .44 .20 .024 

St.L. ES FA .59 .35 .002 

P.L. ES FA .56 .32 .003 

CONCLUSIONS 
In this study, we combined in vivo, functional imaging of 
active duty Marines with high resolution imaging of the 
paraspinal muscles to investigate the relationship between 
lumbar posture and muscle physiology. FA, a key 
measurement of DTI, was shown to predict posture in several 
different loading conditions and positions. FA is thought to 
be inversely related to muscle fiber size, which is directly 
related to force generating capacity [6]. Therefore, this model 
suggests that muscle structural features (e.g., estimates of 
fiber size) in the ES have 20–35% predictive capacity for a 
more straight, upright lumbar posture in Marines. 
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INTRODUCTION  
Low back pain (LBP) is a complex condition that affects 65-
85% of the general population during their lifetime (1). 
Recent evidence suggests that a high proportion of 
individuals go on to develop recurrent symptoms leading to 
functional disability over time. Muscle tissue has been shown 
to be relatively unresponsive to traditional rehabilitative 
efforts in individuals with recurring symptoms, suggesting 
that injured muscle is not recovering appropriately in this 
population (2). Muscle architectural and energetic features at 
the cellular level, such as atrophy and fatty infiltration are 
predictors of muscle performance, and are altered in 
individuals with LBP. However, studies in humans are 
limited by poor tissue localization procedures and qualitative 
analyses. As a result, quantitative histological and cell-level 
changes in the lumbar musculature in chronic LBP have not 
been well characterized. The purpose of this study is to 
provide quantitative measures of lumbar multifidus tissue 
composition, muscle fiber type and area, vascularity and 
inflammation, and degeneration in individuals with lumbar 
spine pathology. 

METHODS 
Human multifidus biopsies were acquired from 22 patients 
undergoing surgery for chronic lumbar spine pathology. All 
patients consented to MRI and biopsy procedures under 
approval of the local institutional review board. Patients were 
classified based on pre-operative clinical MRI’s according to 
muscle fatty infiltration levels (Kjaer grades) with grade 0 
corresponding to <10% fatty infiltration, grade 1 
corresponding to 10-50% fatty infiltration, and grade 2 
corresponding to >50% fatty infiltration (Figure 1A). 
Relative fractions of muscle, adipose, and extracellular 
matrix were quantified based on staining color and intensity 
and manual tracing from hematoxylin and eosin and Gomori 
trichrome stains. Muscle fiber type was quantified using 
silver-stain gels for myosin heavy chain (MHC) isoforms I, 
IIa, and IIx. Muscle fiber cross-sectional area (CSA) and 
number of centrally nucleated fibers were quantified for each 
biopsy cross section stained for laminin-111 and 4’6-
diamidino-2-phenylindole (DAPI). Inflammatory cells were 
quantified as number of CD68-positive macrophages per 
square millimeter of tissue in the whole biopsy cross section. 
Similarly, vascularity was quantified as number of Von 
Willebrand Factor positive vessels/mm2. Muscle 
degeneration was quantified as the number of 1mm2 
quadrants within the cross-section containing degenerating 
muscle fibers divided by the total number of muscle-
containing quadrants.  One-way Analysis of Variance 
procedures were used to compare variables of interest across 
Kjaer grades.  

RESULTS AND DISCUSSION 
The majority (59.1%) of patients were categorized as Kjaer 
grade I (10%-50% 10-50% fatty infiltration) pre-operatively. 
On average, multifidus biopsies contained 48.5%  14.8 

muscle, 11.7%  9.7 adipose tissue, and 26.1%  9.5 collagen 
tissue with no differences in tissue composition across Kjaer 
grades (p=0.43). Increased inflammatory cell counts (48.5 ± 
30.0 macrophages/mm2) were observed as compared to 
reported norms (5.0 macrophages/mm2), with a trend toward 
higher densities in the Kjaer grade I group (p=0.08). 
Vascularization was decreased (275.6 ± 69.4 vessels/mm2) as 
compared to reported normative values (389 vessels/mm2, 
range (342-413)) for healthy multifidus muscles, but no 
differences in vascularity were observed across Kjaer grades. 
Increased fiber CSA (3,996.0 ± 1,909.2 um2) and a 
predominance of type I fibers (61.8 ± 18.0%) were observed 
in addition to evidence of pathological degeneration-
regeneration cycling (18.8 ± 9.4% centrally nucleated fibers, 
and 55.2 ± 24.2% of muscle containing regions showing 
active degeneration) (Figure1B). There were no differences 
in these variables across Kjaer grades.  

Figure 1: Axial MRI image of lumbar multifidus muscles 
with (Kjaer grade 1) fatty infiltration (A). H&E stained 
longitudinal section demonstrating areas of muscle 
degeneration with cellular infiltration (B).  

CONCLUSIONS 
Individuals with chronic lumbar spine pathology demonstrate 
profound levels of muscle loss via imbalanced 
degeneration/regeneration, increased inflammation, and 
decreased vascularity.  Additionally, the multifidus muscle 
contains large proportions of adipose and connective tissue, 
larger fiber size, and is predominantly composed of type I 
fibers. The higher rates of degeneration compared to 
regeneration without concurrent evidence of fiber atrophy 
suggests that rehabilitation paradigms aimed at restoring 
muscle function through hypertrophy may not be appropriate 
in this population.  
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INTRODUCTION  
Low back pain has been recognized as a major public health 
problem and creates disability, work loss and socio-
economic burden. The health of the spine depends on the 
integrities and proper functions of structural components. It 
has been generally accepted that paraspinal muscle 
dysfunction including muscle weakness is related to the 
spinal degeneration such as intervertebral disc (IVD) failure, 
because paraspinal muscles and spine are mutually 
dependent in a functional manner [1-3]. Most of previous 
studies for investigating the muscle weakness effect on 
spine degeneration have been conducted using an in vitro 
experiment due to the difficulty of in vivo experiment. The 
purpose of this study was to investigate the effects of Botox 
induced paraspinal muscle weakness on the degeneration of 
the lumbar spine in an in-vivo lapine model. 

METHODS 
New Zealand white rabbit were obtained (N= 8, average age 
= 19 months) and were grouped according to the 
experimental group with botox injection (N=6) and the sham 
control group with saline injection (N=2). Rabbits in the 
experimental group were anesthetized for receiving 
intramuscular botox injections at left and right sides of 
paraspinal muscles at thoracic 12, lumbar 1 and lumbar 2. 
Botox injections were conducted 6 times during 28 weeks of 
the experiment period to keep the amount of muscle atrophy 
(average 3.2 Unit/kg-animal weight). The saline injections 
in the shame control group were conducted according to the 
injection protocol for the experimental group. This study 
was approved by ethical committee. MRIs were taken before 
and at 28 weeks after the botox injection (Siemens.,1.5 T) 
for quantifying paraspinal muscle atrophy and integrity, and 
the conditions of lumbar disc and spine alignment. Bone 
mineral density of the lumbar vertebrae was measured by 
dual X-ray absorptiometry (InAlzyer, Medikors, Korea). 
Histology analysis conducted for exam muscle integrity. A 
paired T-test was used for statistical analysis. The level of 
significance for all tests was set at =0.05. Results are 
shown as means standard  deviations. 

RESULTS AND DISCUSSION 
Botox injections produced paraspinal muscle atrophy 
(Figure. 1a). The cross-section areas of paraspinal muscle at 
T12-L1, L1-L2 and L2-L3 decreased by 17.6  8.3 %, 19.6 
 5.7 % and 19.5 8.0 % at 28 weeks after the botox 
injection, respectively. In terms of muscle integrity, MRIs 
showed grey colour structure increased within the muscle 
areas which could be passive elements of muscle, such as fat 
infiltration or collagenous structure (Figure 1b). As a 
consequence of the decrease of the paraspinal muscle at 28 
weeks after the botox injection, the lumbar spinal discs 
showed symptoms of disc degenerations. The disc thickness 

at T12-L1, L1-L2 and L2-L3 decreased by 10.4  9.0 %, 
16.8  14.0 % and 15.7  11.1 % at 28 weeks after the botox 
injection, respectively (Figure 1c). In addition, MRIs 
showed that the spinal discs at 28 weeks after the botox 
injection have the partial loss of nucleus pulposus, and the 
degeneration of spinal alignment (Figure 1d). The average 
bone mineral density of the lumbar vertebrae in the botox 
injected group (0.061 g/cm3) decreased by 51% compared to 
that in the shame control group (0.125 g/cm3). MRI and 
histology showed that there is no muscle atrophy and 
integrity change in the shame control group. 

Figure 1: Comparison of muscle, IVDs and spine integrity 
before and 28 weeks after botox injection:      (a) muscle 
atrophy, (b) the increase of passive elements of muscle, (c) 
the decrease of dis thickness, (d) the alteration of spine 
alignment. 

CONCLUSIONS 
We developed an in-vivo animal model for understanding 
the effect of paraspinal muscle weakness on the 
degeneration of lumbar spine. Based on the results of this 
study, chronic paraspinal muscle weakness caused severe 
disc degenerations, such as disc thickness decreases and 
bone mineral density loss in lumbar vertebrae. 
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INTRODUCTION  
Surface markers are used to measure lumbar posture and 
movement, but there has been limited quantification of the 
error associated with changes in the relationship between 
skin marker position and the underlying spinous processes 
(soft tissue artefact) during movement. Ultrasound imaging 
has been validated against MRI to measure interspinous 
distances with changes in lumbar curve[1], and skin surface 
position can be related to image position with an acoustic 
shadow[2]. This study quantified changes in skin marker 
position relative to bony landmarks and soft tissue depth 
changes from L1-S1 between prone lying, standing and 
slumped sitting. We also confirmed the reliability of our 
ultrasound measure of surface position relative to spinous 
processes in each posture. 

METHODS 
An acoustic shadow (induced by placing a piece of string in 
the field of ultrasound image) was aligned to the midpoint of 
each lumbar spinous process, and a mark was placed on the 
skin overlying this landmark with the participant positioned 
in prone lying, standing and slumped sitting, for 23 healthy 
participants (11 males). Skin movement artefact was 
quantified as the difference between the skin marks made in 
prone lying, relative to the skin marks that were similarly 
made to reflect the midpoint of the spinous process in 
slumped sitting and in standing (Figure 1). 

Figure 1 A: Sagittal view to mark skin beside the acoustic 
shadow. B: Transverse view. C: Marking the centre of lines 
A and B, then measuring between marks in each posture. 

To assess reliability of ultrasound-guided marking of the 
skin (cranio-caudal displacement) and images captured (soft 
tissue depth), an invisible ink pen was used before re-

marking with a visible pen (n=11). Participants remained in 
each posture for the process of re-marking for reliability.  

RESULTS AND DISCUSSION 
The smallest cranio-caudal skin artefact occurred at S1 in 
slumped sitting relative to prone, with median(quartile 
range) of 1.4(-5.2 to 4.6) mm caudal displacement. The 
largest cranio-caudal artefact occurred at L5 in standing 
relative to prone, with 19.1(15.1 to 22.9) mm cranial 
displacement. In general, from L1-L5 the skin was displaced 
cranially ~5 to 20 mm with changes from prone lying to 
slumped sitting or to standing. Depth of spinous processes 
varied from 4.8(3.8 to 6.4) mm at L3 in slumped sitting to 
18.1(16.1 to 22.7) mm at S1 in standing. With changes in 
posture, spinous process depth change was largest at the L5 
spinal level, increasing 7.7(6.5 to 10.3) mm from slumped 
sitting to standing.  

Single operator reliability for marking and re-marking the 
skin in three postures was good with small errors in cranio-
caudal skin orientation (ICC 95%CI: 0.80-0.95, SEM: 0.55-
0.62 mm); and spinous process depth (ICC: 0.77-0.97, SEM: 
0.21 mm). Remarking of the skin was responsible for a 
mean(SD) error in measurement of cranio-caudal skin 
displacement between sitting and prone of 0.3(4.4) mm, and 
between standing and prone of 0.7(5.0) mm. Mean error 
with repeatedly identifying the centre of a spinous process, 
capturing an image and measuring soft tissue depth on both 
images in sitting was 0.9(1.7) mm, in prone was 1.2(1.7) 
mm, and in standing was 1.5(1.8) mm. Thus, we are 
confident in the sensitivity of this method to quantify cranio-
caudal artefact >5 mm and soft tissue depth changes >2 mm. 

CONCLUSIONS 
With large changes in lumbar and hip posture, the 
relationship between skin markers and spinous processes 
can change by up to 22.9 mm between two postures, and 
compression of the soft tissue over the spinous process can 
change the depth by up to 10.3 mm. This magnitude of error 
may be modest relative to the amplitude of regional spinal 
motion (e.g. L1-S1), but large relative to the motion of a 
single spinal segment (e.g. L5-S1). In some experimental 
tasks error might be minimized if surface markers are 
applied in the position that posture/motion will be measured.  
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INTRODUCTION  
Aging of the spine results in alterations in the normal spino-
pelvic alignment, such as reduction of thoracic kyphosis, 
loss of lumbar lordosis, and increased pelvic tilt. While 
reduction of thoracic kyphosis and loss of lumbar lordosis 
contribute to increasing sagittal spinal imbalance, spinal 
deformities can lead to impaired function and pain beyond 
normal age-related changes.  Increased pelvic tilt is a 
compensatory mechanism that may be utilized to reduce the 
consequences of spinal deformity [1]. Clinically, spinal 
deformity and compensation through pelvic retroversion are 
quantified using radiographic parameters: Sagittal vertical 
alignment (SVA) and pelvic tilt (PT) respectively [2]. 

Since the spine plays a pivotal role in maintenance of stable 
upright posture by transferring upper body loads to pelvis 
and lower extremities, increased spino-pelvic misalignment 
as observed in patients with spinal deformities may pose 
challenges to neuromuscular balance systems. However, the 
effects of spinal deformities on standing balance are unclear. 
Accordingly, the purpose of this study was to examine the 
relationships between radiographic spinal misalignment, 
compensatory mechanism and standing balance in patients 
with symptomatic spinal deformities.  

METHODS 
Ninety-seven patients with spinal deformities and 58 age- 
and sex-matched controls participated. Lateral spine 
radiographs were taken, from which the radiographic 
parameters, SVA and PT, were calculated. Patient 
subgroups were operationally defined as having mild (SVA 
≤ 5 cm), moderate (5 cm < SVA ≤ 10 cm), or severe (SVA > 
10 cm) sagittal imbalance, with compensatory pelvic tilt 
classified as low (PT < 25°) or high (PT ≥ 25°).  

Subjects were asked to stand independently on a Wii 
Balance Board to record Center of Pressure (COP) 
measurements for 30 seconds. Path length (total vector sum 
of the distance covered by the COP signal) was calculated.  
One-way analysis of variance (ANOVA) was used to 
evaluate differences in path length between spinal patients 
and healthy controls. Two-way multivariate ANOVA was 
performed to assess how path length varied with sagittal 
imbalance (mild, moderate, and severe SVA) and 
compensation (low, high PT) in patients only. Significance 
was set at p ≤ 0.05 for all analyses (SPSS statistics v23). 

RESULTS AND DISCUSSION 
The patient cohort consisted of 82 females and 15 male; 
mean age: 60.0 ± 14.2 years; BMI: 28.8 ± 6.3 kg/m2; 44 
with mild SVA, 32 moderate SVA, and 21 severe SVA. The 
control group consisted of 48 females and 10 males, mean 
age: 53.8 ± 16.5 years and BMI: 27.8 ± 7.3 kg/m2. Standing 
balance worsened with greater sagittal spinal imbalance. 
Specifically, path lengths for patients with severe and 
moderate SVA were approximately 64% and 33% greater 

than healthy adults, respectively (Figure 1A). There were no 
significant differences in standing balance based on use of 
PT compensation or any interaction between sagittal 
imbalance and PT compensation (Figure 1B). Thus, 
compensation through greater PT did not improve standing 
balance as measured by path length. 

Figure 1: Mean (SE) path length (cm) for A) healthy 
controls and patients sub-grouped by SVA (mild < 5cm; 
moderate ≥ 5cm & < 10cm; severe ≥ 10cm) and B) in SVA 
patient groups separated by level of PT compensation. 

CONCLUSIONS 
Standing balance worsens with increasing radiographic 
sagittal imbalance (SVA) and does not improve with the use 
of PT compensation. This suggests that although 
compensation through pelvic retroversion may correct for 
positive SVA, the resulting posture does not appear to 
improve standing balance stability.  
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INTRODUCTION  
The development of new wireless sensors such as IMUs 
now allows the monitoring of workers’ posture in the 
field giving precious information on their postural 
exposure. Time series of postural angles can be recorded 
in 3D with unprecedented accuracy [1]. Exposure 
Variation Analysis (EVA) adds information on how 
much time is spent within a given range of angle and 
duration. In the case of the trunk, it is widely accepted 
that trunk asymmetry combined with flexion increases 
risk of injury to the spine. However current methods such 
as EVA consider only one angle at the time, while the 
three angle time series provide the 3D posture at each 
instant. Therefore, the question raised in this abstract is: 
how can we better represent the 3D postural exposure of 
workers, and create summary indices of postural 
exposure that take into account coupling between angles.   

METHODS 
Data were collected from 14 daycare workers, looking 
after infants or toddlers, during the morning of their shift 
(~3 hours). A dosimeter with two IMU sensors located on 
the spine at T1 and S1(sacrum) levels was used and the 
three relative angles between these two levels –flexion-
extension, lateral bending and torsion- were calculated 
for the duration of the collection[2].  

Illustration of asymmetry: Asymmetry was considered to 
exist when either trunk lateral bending or torsion were 
larger than a given threshold. After considering several 
EVA options, the consensus went to the following. A 
modified EVA flexion graph was created in which: a) the 
classes for posture (angles) and duration were taken from 
the flexion EVA graph, b) the bars height was split into 
two colours, the upper part of which representing the 
percent time spent in asymmetry for the data in this bar, 
the lower part the time spent in symmetric posture (Fig. 
1). 

Postural exposures indices. Our reflection was based on 
the following considerations: a) the range of trunk flexion 
is large, and its magnitude directly related to spinal loads, 
b) static postures, particularly awkward ones, increase
risk of spinal damage, c) asymmetric postures also 
increase risk of damage, but c) ranges of lateral bending 
and torsion are smaller and more difficult to measure than 
range of flexion and there are no accepted thresholds for 
them.   

We chose to summarize postural exposure using three 
dimensions: amplitude of flexion, duration that postures 
are maintained, and percentage of time spent in 
asymmetry. Thus we propose the following measures: 

Pos and Dur indices (X and Y coordinates of the “center 
of mass” of the EVA) for Flexion with or without 
asymmetry (lateral bending or torsion > 20º), and percent 
time spent in asymmetry.    

RESULTS AND DISCUSSION 

Figure 1 : Percent of total time with (pink) or without 
(blue) asymmetry (lateral bending or torsion > 20º) at 
various flexion angles and durations for one subject 
(infants), Pos =6.7 (20º - 30º), Dur =3.0 ( 2 - 4 s)  and 
12%  of total time spent in asymmetry. 

Pos and Dur indices were used by previous studies for 
postural data and showed they could discriminate 
between conditions [3]. Here, percent of time spent in 
asymmetry had mean values of 7.7% (SD 4.5%) for the 
infant group (n=5) and of 18.9% (SD 16.5%) for the 
toddler group (n=7). This suggests that workers looking 
after toddlers spend a larger percentage of their time in 
asymmetric posture than those working with infants, and 
should be confirmed on more subjects. Results also 
showed that time spent in torsion > 20º was smaller than 
time spent in lateral bending > 20º for most subjects.  

CONCLUSIONS 
This paper proposes a novel approach to take asymmetry 
and coupling of angles in different planes in 
consideration in evaluating postural exposure. More field 
research is necessary to determine meaningful thresholds 
of risk for these indices. 
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INTRODUCTION  
Falls could become a crucial event for older adults that often 
end their independent lifestyles [1]. Tripping is the leading 
cause of falls mostly leading to forward balance loss [2]. 
Therefore, it is important to establish an effective recovery 
strategy from forward balance loss. Single or multi rapid 
steps are required to restore centre of mass balance within the 
base of support [3]. Graham et al. recently revealed the 
important contribution of Hip Abductors (HA) for balance 
recovery in addition to other lower limb muscles [4]. They, 
however, examined balance recovery action just for the initial 
recovery step during the period from toe off to foot contact of 
the stepping leg. 

In this study, a musculoskeletal model has been developed for 
two-steps strategy to advance our understanding about multi-
steps balance recovery. We compared the lead limb’s HA 
muscular kinetics between the first and second recovery steps 
in detail, using AnyBody simulation software. 

METHODS 
Balance recovery data of four healthy older participants (75.2 
(3.3) years, 50% females) were analysed for two-steps 
strategy from a Tether-release method (Figure 1). To capture 
two-steps balance recovery movement, Vicon motion capture 
system (VICON, Oxford Metrics) was used to record 3D 
kinematic data of the whole body motion based on Plug-in 
gait model at 100Hz. Three AMTI force plates were placed 
next to each other to obtain ground reaction forces (GRF) 
sampled at 1000Hz. The subject initially stood on the first 
plate and the first recovery step landed completely on the 
second force plate while the second recovery step landed on 
the third plate. All the participants completed their balance 
recovery within two steps. 

Acquired data were processed in Visual 3D (C-motion) and 
further modelled using AnyBody musculoskeletal modelling 
software (Anybody Technology, Aalborg, Denmark). The 
simulation was performed using min/max optimisation 
method [5] to compute time-histories of forces of HA muscles 
in detail: Gluteus Medius (GMed) (Anterior, Posterior), 
Gluteus Minimus (GMin) (Anterior, Medius, Posterior) and 
Tensor Fascia Latae (TFL). Recovery step was defined from 
toe-off to 0.1 second after maximum knee flexion. During 
each recovery step, the mean muscle force was obtained for 
each subject (normalized to body mass). 

RESULTS AND DISCUSSION 
Table 1 presents mean normalised hip abductors’ forces of 
the first and second steps of each muscle’s head. Mean forces 

in anterior, medius and posterior heads of GMin and anterior 
head of GMed increased in the second step for all subjects 
while GMed posterior head and TFL did not show the 
consistent trend. 

As shown in table 1, GMin increases from the first to second 
recovery step across all subjects. Combining all locations 
together (anterior/medius/posterior), increases were 260% on 
average (ranging from 16% to 1200%). GMin anterior head 
performs opposite function compared to posterior head in 
many movements such as hip flexion and external rotation 
[6]. However, when all muscle fibers are activated 
simultaneously, they act together to stabilise the femoral head 
by pulling it into the acetabulum [6]. Thus, it appears that 
GMin muscles may possibly play an important role in 
completing balance recovery action through its contribution 
to hip stabilisation. 

Figure 1: Balance recovery model developed using AnyBody. 

CONCLUSIONS 
The simulation results implied that the final recovery step 
might require increased GMin activation to complete balance 
recovery. Further investigations are necessary to test this 
hypothesis. 
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Table 1: The mean of Hip Abductor muscles forces during first and second step of balance recovery. Normalised by body mass (N/Kg) 

Gluteus Medius Gluteus Minimus Tensor Fasciae Latae
 Anterior Posterior Anterior Medius Posterior 

1st 2nd 1st 2nd 1st 2nd 1st 2nd 1st 2nd 1st 2nd 
Subject 1 0.02 0.32 5.45 3.85 0.09 0.29 0.11 0.30 0.25 0.29 0.15 0.12 
Subject 2 0.03 0.18 5.98 8.84 0.08 0.53 0.22 0.68 0.32 0.71 0.33 0.49 
Subject 3 0.03 0.31 7.79 4.74 0.11 0.37 0.26 0.40 0.38 0.41 0.44 0.34 
Subject 4 0.02 0.83 2.86 6.13 0.04 0.51 0.16 0.51 0.21 0.49 0.26 0.13 
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INTRODUCTION  
Sudden application of load along a sagittal or a coronal axis 
has been used to examine muscular responses that maintain 
postural control of the trunk, but this is the first study to use 
sudden application of (vertical) axial load. Previous 
validation of the methods for axial loading have 
demonstrated effective stiffness over the first 200 ms after 
onset of force input to be 12.0 (SD 4.3) N/mm in sitting and 
13.3 (4.2) N/mm in standing [1]. The aims of this study 
were to i) identify the timing of superficial paraspinal and 
abdominal muscle onsets relative to peak forces applied 
with a sudden axial load, ii) describe and compare the 
relative sequence of muscle responses to sudden axial load 
in sitting and in standing.  

METHODS 
Load equivalent to 20% of body weight was released from 
light contact onto the shoulders of ten healthy participants (4 
males) as shown in Figure 1. System identification (2nd-
order mass-spring-damper system with a delay term) was 
used to fit data from the time of load release to time of peak 
load displacement. 

Figure 1: A: Force transducers (recording input force), B: 3-
D reflective marker (to assess 3-D kinematics from 7 spinal 
levels), C: Wireless EMG electrode (T11 L side at arrow, 
EMG was recorded bilaterally at 4 spinal levels), D: Force 
plate (recording output force). 

Force input was measured via force transducers at shoulders, 
force output was measured via a force plate below the 
participant, and spine kinematics was determined using 3-D 
motion capture. Surface electromyography of spinal 
extensor muscles adjacent to the 7th cervical (C7), 5th 
thoracic (T5), 11th thoracic (T11) and 5th lumbar (L5) 
vertebrae; gluteal muscles (glute); and obliquus exterior 
(OE) and obliquus interior (OI) muscles were recorded 
bilaterally. Analysis of variance compared muscle onset 
following axial loading, between the 7 muscle regions and 
between the sitting and standing postures. 

RESULTS AND DISCUSSION 
Effective stiffness was 9.56 (3.4) N/mm in sitting, and 10.1 
(3.5) N/mm in standing. Peak input and output forces 
occurred from 80-130 ms, but activation of extensor muscles 
at T5, T11, L5 and glutes was between 140-300 ms.   

In response to the onset of sudden force input at the 
shoulders, muscles adjacent to C7 showed a burst of activity 
at 103 (2) ms in sitting and 107 (3) ms in standing. In sitting, 
the onsets of muscle activity at T5, T11, L5, gluteal, OE and 
OI and abdominals were not statistically different, and 
occurred between 72-106 ms after that observed at C7 
(P<0.01). In standing, the onset of OE and OI muscles were 
similar to C7 muscles (P>0.27), and for the spinal extensor 
muscles a trend for cephalad-caudad sequence of muscle 
onsets occurred. Electrodes adjacent to C7 recorded muscle 
onset 60-80 ms earlier than those at T11, L5 and glutes 
(P<0.01). At T5 the onset was 60 (6) ms before glutes 
(P=0.037).  

CONCLUSIONS 
This study provides new insight into the specificity of 
muscle function for trunk control in standing relative to 
sitting. Muscle onsets after peak forces suggest that the 
initial mechanical behaviour measured represented the 
system in sitting and standing prior to any responses that 
occur with sudden axial load. Muscle activation in sitting, 
caudal to C7 occurred in an en bloc manner. In standing, 
activation of muscles caudal to C7 demonstrated greater 
specificity than sitting, with relatively early activation of 
OE, and a general top-down sequence for spinal and hip 
extensor muscles.  
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INTRODUCTION  
In our everyday lives, we continuously negotiate complex 
environments and unpredictable terrain. Our ability to stay 
upright in the face of obstacles, such as a hole in the ground, 
is quite remarkable.  Yet, we understand relatively little about 
how humans adjust limb behaviour to recover from an 
unexpected perturbation. Previous studies in birds running 
over an unexpected drop in terrain height suggest that 
stability is maintained via adjustments in limb contact angle 
as well as energy absorption in lower limb joints [1,2]. 

Moreover, the ability for biologically inspired devices to both 
augment intact and restore impaired neuromuscular systems 
is rapidly enhancing the locomotor possibilities in healthy 
and diseased populations. Despite the impressive ability for 
these devices to emulate the biological behaviour of lower 
limb muscle-tendon units during bouncing [3] and walking 
gaits [4], designing exoskeletons and prosthetics capable of 
rapidly responding to unexpected perturbations remains a 
challenge.  

How does the lower limb recover from falling in a hole during 
steady state hopping? In this study, we begin to tackle this 
question by determining how lower limb joint power is 
redistributed in response to an unexpected perturbation (via a 
drop in substrate height) during hopping.  

METHODS 
We asked subjects to perform steady state hopping at their 
preferred frequency while we collected kinematic and kinetic 
data. Subjects began hopping on a platform elevated above 
the level ground; between the 10th and the 20th hop we 
elicited an unexpected perturbation via removal of the 
platform. The subjects continued to hop following the 
perturbation. We tested two different perturbation heights 
(platform heights of 10 cm and 20 cm).   An eight-camera 
motion analysis system (Vicon, Oxford, UK) was used to 
capture the three-dimensional (3D) positions of 36 reflective 
markers attached to the pelvis and lower limbs. Joint angles 
for the ankle, knee and hip were computed from a scaled 
musculoskeletal model and the motion capture data [5].  3D 
ground reaction forces applied to the left and right legs were 
computed during hopping using a static split belt 
instrumented treadmill (Bertec, OH, USA). Inverse dynamics 
analyses were then used to compute the net joint moments. 
We calculated the time-varying net joint powers at the right 
ankle, knee, and hip by multiplying the net joint moments by 
the joint angular velocities.   

RESULTS AND DISCUSSION 
Within the lower limb, joint power is redistributed to recover 
from the unexpected perturbation. The ankle provides 
majority of the total limb mechanical power in hops before 
and after the perturbation while the contribution of the knee 
changes to absorb a large portion of the added energy during 
the initial contact after the fall (Fig. 1). Similar to previous 

hopping studies [6], the contribution of the hip to the overall 
mechanical power is minimal, and like birds [2], the hip 
appears to maintain relatively the same mechanical role in 
normal versus perturbed hopping. Joint level responses were 
similar, although smaller in magnitude, for the 10 cm drop 
height in comparison to the 20 cm drop height.  

Figure 1. Joint power for the ankle (A), knee (B), and hip (C) 
over 3 hopping cycles for one subject at a 20 cm perturbation 
drop height. Data is shown for the hop prior to the 
perturbation (hop before), the hop when the platform was 
removed and the subject landed on level ground 
(perturbation), and the hop immediately following the 
perturbation (hop after).  

CONCLUSIONS 
Further investigations into the muscle-tendon mechanics 
underlying these joint level responses will likely provide 
insight into the control strategies used to recover from 
perturbations and help provide biological inspiration for 
future designs of wearable exoskeleton and prosthetic 
devices.  
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INTRODUCTION  
Thoracolumbar fascia (TLF) biomechanics are a current 
research focus for understanding lumbar pathology and 
treatment mechanisms for people with low back pain. 
Kinesio-Taping (KT) is a popular taping approach used to 
treat musculoskeletal pain. Peolple LBP have reduced 
relative movement between skin and muscle during passive 
lumbar flexion and a consequently reduced TLF 
deformation [1]. Our previous work indicated similarly 
reduced TLF deformation during lumbar flexion when KT 
was applied in asymptomatic subjects [2]. 
These conflicting findings result in a lack of clarity 
concerning the importance of TLF shear deformation or its 
therapeutic potential.  A recent study reported that taping, 
applied to unload muscles, affects muscle shear elasticity at 
rest and during contraction [3], albeit using a non-elastic 
tape type but giving indications that taping can alter tissue 
biomechanical characteristics.  
The aim of our study was to investigate the effect of K-tape 
on TLF deformation during active lumbar flexion, in order 
to inform efforts to understand taping mechanisms and 
ultimately target treatment better. Our null hypothesis was 
that taping would not affect tissue measurements.   

METHODS 
After ethical approval and gaining consent, 14 healthy 
volunteers participated. Tissue stiffness was evaluated by 
measuring shear wave velocity (SWV) dispersion [4]. An 
Aixplorer ultrasonic scanner (V6.0; Supersonic Imagine, 
Aix-en-Provence, France) coupled with a linear transducer 
array (4-15 MHz, SL15-4), was used in elastography mode 
to measure soft tissue SWV. SWV of two regions of the 
TLF were compared: the subcutaneous and deep fascial 
zones.  
Three taping conditions (no KT, KT and sham tape) were 
examined. Sham tape was applied as two small pieces of KT 
on the top and bottom of area of interest. After taping, 
volunteers were asked to adopt three postures (0°, 45° and 
90° of lumbar flexion) in a randomised order.  
A two-way repeated-measure ANOVA was used to test the 
effects of taping condition and subject posture, with 
dependent variables being SWV of the subcutaneous and 

deep fascial zones. Post hoc least significance difference 
tests were used when significant main effects were 
observed, and η2 effect sizes noted. Significance was 
defined as an alpha of < 5%. 

RESULTS AND DISCUSSION 

SWV increased in both the subcutaneous (F = 17.30, p < 
0.01, η2 = 0.57) and deep fascial zones (F = 7.59, p < 0.01, 
η2 = 0.37) when lumbar flexion degree increased, 
irrespective of tape condition. This is indicative of increased 
TLF stiffness with flexion. 
When KT was applied, there was a trend towards reduced 
SWV across the TLF, with a significant stiffness reduction 
at 90° of lumbar flexion in both the subcutaneous (T = 2.06, 
p = 0.03) and the deep facial zone (T = 2.30, p = 0.02). 
Sham taping showed no differences from no taping, but a 
significant increase in SWV at 90° of flexion was found in 
comparison with KT (T = 1.79, p = 0.048).   
A particularly interesting finding was the significant 
interaction between posture and taping on SWV (F = 4.36, p 
= 0.04, η2 = 0.25). Which implies that fascia stiffness is no 
longer positively correlated with tissue length when KT is 
applied.  

CONCLUSIONS 
This is the first study to investigate the mechanical effects of 
KT in the TLF using elastography. Results showed that KT 
significantly reduced TLF stiffness in flexion, providing a 
potential explanation for taping effects reported in clinical 
practice (reduced pain; improved movement). Further 
investigation is needed to test if results differ in a 
symptomatic cohort. 
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Figure 1: Effect of KT and sham tape on shear wave velocity of the thoracolumbar tissue. *p < 0.05 for 
comparison of K-Tape and no tape; +p < 0.05 for comparison of K-tape with sham tape. 
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INTRODUCTION  
Artificial neural networks are a powerful artificial 
intelligence technique currently employed in the medical 
field to aid in difficult subcategorization of patient 
populations.1 Self-organizing maps (SOMs) are a special 
class of artificial neural networks, trained using 
unsupervised learning to provide a low-dimensional 
visualization and clustering of high-dimensional data.  
The purpose of this study was to identify and characterize 
clusters in a heterogeneous low back pain sample of high-
dimensional kinematic data collected during a modified 
Trendelenburg task. Identification of subgroups within the 
database could help elucidate aberrant movement 
functionality and facilitate future diagnostic model building. 

METHODS 
117 participants gave informed consent to take part in this 
study. 79 were healthy controls with no history of low back 
pain. 19 of these were diagnosed with pain arising from the 
SIJ as per current guideline recommendations.2 A further 
19 diagnosed with LBP symptoms located in the lumbar 
spine 
and had fewer than 3 positive tests for SIJ (7 had one 
positive test, 2 had two positive tests and the remaining 
participants had no positive SIJ tests).   
Participants performed the standing hip flexion test to 
auditory signal 40 times for each leg.  Three-dimensional 
kinematic analysis of the spine, pelvis and lower limb, 
defined by a fifty-two retroreflective marker model, were 
conducted during the modified Trendelenburg clinical test 
using Ten Vicon© MX T20 cameras capturing at 200Hz. 

SOMs, were used to characterize the movement patterns of 
low back pain participants and health controls. The dataset 
used for training the SOM consisted of 34 kinematic 
variables in 9343 trials of the hip flexion test. The sequence 
of nodes that best represent each frame of the movement 
can be visualized as a trajectory and represents the 
evolution of coordination throughout the movement. In a 
second-level SOM analysis the trajectory coordinates of the 
original SOM for each trial were projected into weight 
space and used to train a second SOM to classify trials. On 
the second SOM, nodes represent movement patterns for the 
entire trial (Figure 1). 

RESULTS AND DISCUSSION 
The SOM analysis showed that there was considerable 
overlap between the two pain groups. However, isolating 
LBP participants who tested positive on either the Faber test 
or the Thigh Thrust test eliminated nearly all movement 
patterns matching those typical of SI joint pain participants 
(Figure 1). The mapping shows that (with the exception of 
one participant) the bottom left corner of the map, which 
frequently represents movement patterns by SIJ participants, 
only represents LBP participants who scored positive on 
either of the above-mentioned tests (to be called the LBP+ 
subgroup; see Figure 1). 

Figure 1: Second-level SOM showing Control (left), SIJ 
(middle) and LBP trials (right). Marker size indicates the 
number of trials represented by each node. SIJ trials are 
more frequently found in the bottom left corner; Control 
trials are rarely found there. LBP- trials are superimposed on 
the LBP+ trials, note that the large LBP- trial at the bottom 
left corner represents all trials of a single outlying 
participant. 

We subsequently conducted a Statistical Parametric 
Mapping analysis to compare various kinematic variables 
for the LBP- and LBP+ subgroups. T-tests comparing LBP- 
and LBP+ showed clear differences between the groups. In 
particular, LBP+ showed more lateral COM displacement, 
more lifting hip abduction, slower lifting hip flexion, more 
pelvis posterior tilt, more lateral pelvic tilt (lifting leg side is 
higher) and more support knee abduction compared to LBP-. 
A one-way ANOVA comparing the SIJ, LBP- and LBP+ 
groups showed similarity between SIJ and LBP+ across 
several variables including, pelvic tilt, pelvic rotation, hip 
acceleration, velocity and range of movement.  

CONCLUSIONS 
Our results show that the Faber and Thigh Thrust tests may 
be important predictors of clinically relevant movement 
patterns related to SIJ dysfunction in LBP. While we were 
able to correctly identify kinematic variables that 
distinguished the LBP+ and LBP-, we caution clinicians and 
researchers from trying to reduce a complex movement to its 
components. Instead the SOM approach provides a 
characterization of multi-segment movement coordination as 
a whole, which can be interpreted relative to other data in a 
large and varying dataset. 
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INTRODUCTION  
It is known that the symptoms of lumbar spinal stenosis 
(LSS) patients are gotten worsening or relief according to 
the lumbar alignment, such as anterior or posterior tilt. The 
purpose of this study was to clarify whether the spinal and 
pelvic movements during gait influenced leg or low back 
pain worsening by the gait loading test in the LSS patients. 

METHODS 
Fourteen LSS patients with neurogenic intermittent 
claudication participated in this study. For gait analysis, a 
three-dimensional motion analysis system (VICON MX: 
Vicon Motion Systems, Oxford, UK) with 16 infrared 
cameras (100 Hz; Vicon Motion Systems, Oxford, UK) and 
eight force plates (1000 Hz; AMTI, Watertown, USA) 
recorded 24 reflective markers attached to the patients’ 
back, pelvis and lower extremities. All patients walked 
along a 10-m walkway at self-selected speed before (pre-
effort) and after (post-effort) 6-minutes gait loading test. 
Anterior tilt of the trunk, thoracic, lumbar spine, and pelvis 
was calculated. All anterior tilt data were normalized by 
subtracting from the reference value during standing. We 
extracted the peak values during the stance phase from each 
anterior tilt data. 

We assessed a visual analog scale (VAS) of leg pain (LP) 
and low back pain (LBP) in both pre- and post-effort. The 
increase in each VAS scores from pre- to post-effort were 
calculated, and the cohort was then classified into two 
groups as follows: LP dominant (LP) group, and LBP 
dominant (LBP) group. 

Differences in kinematic data between the groups before and 
after the gait loading test were examined by using two-way 
mixed repeated-measures analysis of variance with factors 
of the group (LP and LBP) and the loading effect (pre- and 
post-effort). Furthermore, stepwise multiple linear 
regression analysis was conducted with the increase in the 
VAS scores of LP or LBP as the dependent variable and 
kinematic data of spine and pelvis as the independent 
variables. The level of statistical significance was < 5%. 

RESULTS AND DISCUSSION 
From the results of the VAS scores, six patients were 
included in the LP group and the others in the LBP group. 

No interaction was observed in each kinematic variable. 
Anterior tilt of the thoracic showed a significant main effect 
of the group, and that is, was smaller in the LP group than in 
the LBP group at both pre- and post-effort (Table 1). 
Anterior tilt of the lumbar showed a significant main effect 
of before and after gait loading test (loading effect), and that 
is, was larger at post-effort compared to pre-effort in both 
groups, especially in the LP group. 

Table 1: The peak values of each kinematic variables during 
the stance phase. 

(°) LP group LBP group 

pre-effort post-effort pre-effort post-effort 

Trunk 4.2 ± 4.5 6.9 ± 5.9 6.6 ± 2.8 6.5 ± 4.3 

Thoracic 0.3 ± 3.7* 0.7 ± 3.3* 5.0 ± 2.1 5.1 ± 2.4 

Lumbar 4.4 ± 2.0 6.7 ± 3.6† 3.2 ± 2.5 3.5 ± 3.2† 

Pelvis 4.0 ± 2.4 4.2 ± 3.1 2.9 ± 2.3 3.7 ± 2.3 

Values are the mean ± standard deviation. 
* and † are significantly different from the LBP group and
pre-effort, respectively, at p < 0.05. 

From the results of stepwise multiple linear regression 
analysis, the increase in the VAS scores of LP was 
significantly explained anterior thoracic tilt at pre-effort, 
whereas that of LBP was significantly explained the change 
from pre- to post-effort for the anterior pelvic tilt. 

In general, the patients who had worsened LP after gait 
loading test walked with smaller thoracic tilt before the test, 
and the lumbar anterior tilt increased after the test. A 
previous study reported that in the LSS patients, the epidural 
pressure was decreased with lumbar flexion compared to 
with the normal position during gait [1]. In the LSS patients, 
smaller thoracic tilt might induce LP, and an increase of the 
lumbar anterior tilt was caused compensatory. On the other 
hand, the patients who had worsened LBP after gait loading 
test got larger in the pelvic tilt after test compared to before 
test. It might be the cause of LBP that although there were 
no differences in the anterior tilt of thoracic and lumbar 
spine between before and after gait loading test, the pelvic 
tilt only increased in the LBP group. 

CONCLUSIONS 
In the LSS patients, smaller thoracic tilt before gait loading 
test caused severe LP after the test, and an increase of the 
lumbar anterior tilt was caused compensatory after the test. 
The increase of the anterior pelvic tilt after gait loading test 
compared to before test caused severe LBP after the test. 
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INTRODUCTION  
There is currently no specific exercise therapy for managing 
runners with chronic low back pain (cLBP). In the general 
population, the treatment effect of various back exercises on 
cLBP have shown inconclusive results [1]. One recent study 
showed that recreational runners with cLBP exhibited 
diminished knee extensor strength compared with 
asymptomatic runners [2]. The authors postulated that 
weakness of the knee muscles may reduce capacity for 
shock attenuation, transmitting higher forces to the low back 
during running. This suggests that strengthening lower limb 
muscles may contribute to reducing loading and pain at the 
low back; hence it is worth considering lower limb exercise 
therapy in managing cLBP among runners. 

We conducted a single-blind (assessor was blinded) 
randomized trial to evaluate the effectiveness of lower limb 
exercises, compared with conventional back exercises, in 
managing cLBP in recreational runners. We hypothesized 
that the lower limb exercises would be more effective in 
improving self-rated running capability and running gait 
than the conventional back exercise (lumbar extensor and 
lumbar stabilization) therapies. 

METHODS 
Ethical approvals were granted from the Nanyang 
Technological University Institutional Review Board and 
the National Healthcare Group Domain Specific Review 
Board. 84 recreational runners with cLBP [male = 42; mean 
age = 27.3 (SD 5.5) y] were allocated to 1 of the 3 exercise 
groups for an 8-week intervention: 1. lower limb (LL), 2. 
lumbar extensor (LE), or 3. lumbar stabilization (LS) 
exercises. LL group involved resistance exercises targeting 
the hip and knee muscles (Figure 1). LE group performed 
isometric exercises to strength the lumbar extensor muscles. 
LS group received a series of transversus abdominis and 
lumbar multifidus muscle activation and motor control 
training. 

Figure 1: Lower limb exercises during supervised sessions 
(a. hip abductors, b. hip extensors, c. leg press) and 
prescribed home exercises (d. single leg squat, e. wall-sit).  

Participants were requested to attend supervised exercise 
sessions with their physiotherapists twice a week for 8 
weeks. They were also asked to perform home exercises on 
other days of the week, guided by an instruction sheet. All 
participants were asked to stop their home exercises after 
completing the 8 weeks of exercise intervention.  

Participants were assessed at pre-, mid- and end-
intervention, as well as followed up at 3 and 6 months. First, 
self-rated running capability was assessed using the Patient 
Specific Functional Scale (PSFS) (0 stands for unable to 
perform running and 10 stands for able to perform running 
at the same level as before the cLBP condition). Next, 
running gait was analysed using the OptoGait system when 
running on a treadmill at a self-selected speed. Four 
spatiotemporal gait variables were extracted for analysis: 
self-selected speed, step length, flight time, and contact 
time. Generalized estimating equation was adopted to 
examine group-by-time interaction ( = .05).  

RESULTS AND DISCUSSION 
LL group improved 0.949 points per time point in self-rated 
running capability (PSFS p < .001), which was higher than 
the LE (B = -0.198, p = .001) and LS groups (B = -0.263, p 
< .001). Self-selected running speed did not differ across the 
3 groups (p = .444) or over time (p = .185). Running speeds 
significantly differed between sexes (p < .001), with male 
participants running 2.37 km/h faster than their female 
counterparts (95% CI: [1.875, 2.856], p < .001). Changes in 
running step length differed across the 3 groups over time (p 
= .046). Participants in the LL group achieved an average 
increase of 2.46 cm in step length over each time point (95% 
CI: [0.953, 3.975], p = .001), which was similar to the LE 
group (B = -1.690, 95% CI: [-3.64, 0.26], p = .089). 
Comparing to the LL group, the step length in the LS group 
increased less at a rate of 2.21 cm per time point (95% CI: [-
3.96, -0.468], p < .001). Step length differed between sexes 
(p < .001), with longer step length in male participants (B = 
26.12, 95% CI: [21.38, 31.84], p < .001). Flight time 
remained stable with no changes over time (p = .208) and 
no difference across the 3 groups (p = .931). Similarly, 
contact time also did not change over time (p = .371) or 
differ among the 3 groups (p = .931). 

CONCLUSIONS 
LL exercise therapy was more effective than conventional 
back exercises in improving self-rated running capability 
and increasing running step length among recreational 
runners with cLBP. 

ACKNOWLEDGEMENTS 
This study was funded by the Singapore National Institute of 
Education Academic Research Fund. Our thanks also go to 
Jurong Health Services for providing experiment venue and 
clinical hours to complete the project. 

REFERENCES 
1. Helmhout PH, et al., Arch Phys Med Rehabil.  89:1675-

85, 2008.
2. Cai, C et al., J Orthop Sports Phys Ther 45:436-43,

2015.



INCREASED COMPENSATORY BUT NOT ANTICIPATORY POSTURAL ADJUSTMENTS FOLLOWING 
EXERCISE FOR PEOPLE WITH CHRONIC LOW BACK PAIN  

1 Michael F Knox, and 1Paul W Marshall 
1Western Sydney University 

Corresponding author email: p.marshall@westernsydney.edu.au 

INTRODUCTION  
In the last 20-years exercise rehabilitation for chronic low 
back pain (CLBP) has been influenced by discussion about 
trunk muscle motor control [1].  Measurement of trunk 
motor control often involves examining the anticipatory 
postural adjustment (APA) associated with a perturbation, 
typically from the onset time of various trunk muscles. 
Clinical trials examining APA changes after exercise are 
confusing and contradictory [2].  While some studies have 
shown that acute experimental back pain reduces the 
amplitude of APAs [3], no studies have examined whether 
the APA amplitude changes following exercise.  Also, only 
two studies have examined change in the compensatory 
postural adjustment (CPA) following exercise for CLBP. 
We examined the changes in APAs and CPAs after 8-weeks 
of either exercise or usual activities in people with CLBP.     

METHODS 
Twenty-four people with CLBP (mean ± SD; age 33.3 ± 2.0 
years, height 1.68 ± 0.02 m, weight 78.2 ± 2.8 kg, symptom 
duration 12.1 ± 2.0 years) were randomly assigned to either 
an exercise intervention or usual activities (control), with 
measurements performed before and after 8-weeks. 
Exercise was supervised 3-times per week and used a 
comprehensive whole body and trunk focused regime. 
APAs and CPAs were measured from bilateral surface EMG 
recording of; transverse abdominis/internal obliques 
(TA/IO), rectus abdominis (RA), and erector spinae (ES) in 
response to rapid shoulder flexion.  Onset times and 
amplitudes of the APA, and both the early (CPA1, 50 to 
200ms post prime mover onset) and late CPAs (CPA2, 200 
to 350ms post prime mover onset) were processed for 
analysis.  Clinical outcomes were examined with self-rated 
pain (VAS) and disability (ODI) scales. 

Linear mixed model ANOVA procedures were used for data 
analysis (significance set at p≤0.05). 

RESULTS AND DISCUSSION 
ODI scores were reduced from 27.8 ± 12.6 % by 9.5 ± 7.6 % 
after exercise (p=0.032) only.  VAS scores were unchanged 
in both groups. 

Muscle onset times became later for ES after exercise 
(p=0.009).  No other changes were observed.  All average 
muscle onset times were within the window (+50ms after 
prime mover onset) for feedforward activity. 

APA amplitudes did not change for any of the trunk 
muscles.  Following exercise both CPA1 and CPA2 
increased for TA/IO (Figure 1; p<0.05), although this was 
only observed on the same side of the trunk (right) as the 
shoulder that was moved.   

Figure 1: Contra- and ipsi-lateral (with respect to right 
shoulder movement) TA/IO CPA2 amplitudes at baseline 
and week 8 for the exercise and control group. * p < 0.05 
compared to baseline; ‡ p < 0.05 between groups; † p < 0.01 
between sides. Data are mean and 95% confidence interval. 

CONCLUSIONS 
Recent trends in CLBP exercise literature are moving away 
from acknowledging any relevance to examining trunk 
muscle motor control.  While specific exercises may not be 
warranted, trunk muscle motor control appears to be a factor 
that is impaired in people with CLBP which does change 
following successful exercise interventions.  Clarifying the 
measurements in this field will improve the confusion. 
Examining the amplitudes of postural adjustments showed a 
change in the compensatory periods after exercise.  The 
pattern after exercise for a clear between side difference in 
the compensatory response mirrors recent findings in 
healthy individuals [3], and may reflect a positive change 
following exercise.     
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INTRODUCTION  
A description of the blood flow in a circulatory system is 
one of the challenging and topical problems in fluid 
dynamics and biomechanics. One of the issues is a difficult 
mathematical problem of fluid–structure interaction (FSI). 
There are still a number of open questions both in analytical 
methods and in problems of numerical scheme construction 
[1]. In this work, a numerical simulation of haemodynamics 
in cerebral vessels with a giant aneurysm is performed. Our 
main goal is to analyse three different approaches that are 
widely used to simulate the blood flow: rigid-wall 
assumption, one-way FSI approximation and two-way FSI. 

METHODS 
One of the most common approach to description of the 
circulation is a mathematical model in which the blood flow 
is governed by the Navier–Stokes equations and the vessel 
walls are considered rigid. In such a case, only the 
hydrodynamic problem for the blood flow is solved. In 
relatively large cerebral arteries one can consider blood as a 
viscous incompressible Newtonian fluid [2]. 

There are two approaches for determination of the 
deformations and stresses in the vessel wall: the so-called 
one-way fluid–structure interaction (FSI) and two-way FSI. 
In the former formulation the counter-reaction of the vessel 
wall onto the blood flow is neglected, while in the latter one 
mutual interaction between the wall and the flow is taken 
into account. 

In the one-way FSI approximation the solutions of the 
hydrodynamic and elasticity problems are split into two 
consecutive steps. Having found the blood flow in the rigid-
wall assumption, the deformation of the vessel wall is 
sought as a reaction to the flow. In this work the vessel wall 
is modelled by an isotropic linearly elastic material [3]. In 
the full (two-way) statement of the FSI problem one needs 
to find the fluid flow and the wall’s deformations coupled 
through the boundary conditions on the fluid–solid interface 
(kinematic and dynamic ones). 

We illustrate the importance of the fluid–structure 
interaction with the modelling of the haemodynamics in the 
cerebral vessels with a giant aneurysm. The geometry of the 
cerebral vessels with the giant aneurysm is reconstructed 
from the magnetic resonance scans of a real patient. The 
boundary conditions for the blood flow are derived from the 
clinical data obtained during the intraoperative endovascular 
measurements of the velocity and pressure that were carried 
out in this patient during the surgery [4]. 

RESULTS AND DISCUSSION 
The simulation in the rigid-wall assumption shows that the 
flow in the aneurysmal sac is vortical with a high-speed jet 

flow along the anterior wall of the aneurysm. In the centre 
of the aneurysmal sac, the flow is much slower. 

The modelling in the FSI formulation reveals significant 
difference in the flow pattern (Figure 1). A difference 
between the velocity fields clearly shows that the second 
high speed jet flow in the aneurysmal sac exists when the 
fluid–solid interaction is taken into account. The existence 
of the second jet flow can be also seen in the analysis of the 
wall shear stress. 

Figure 1: Comparison of the velocity streamlines in the two 
solutions: a — rigid walls, b — FSI, c — difference. 

A comparison of the numerical solutions shows that mutual 
fluid–solid interaction can result in qualitative changes in 
the structure of the fluid flow. Other characteristics of the 
flow (pressure, stress, strain and displacement, except the 
wall shear stress, which depends of the flow pattern) 
qualitatively agree with each other in different approaches. 
However, the quantitative comparison shows that 
accounting for the flow–vessel interaction, in general, 
decreases the absolute values of these parameters. 

CONCLUSIONS 
Three different approaches to the modelling of the 
haemodynamics give similar results in many cases. In this 
work we showed that in the FSI formulation, in addition to 
quantitative changes in haemodynamic parameters, one can 
obtain a qualitatively different flow pattern, however, at a 
cost of highly increased computational time. 
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INTRODUCTION  
Shear induced autoregulation is the instinct ability of an 
organ to maintain the local hemodynamic stresses in a stable 
condition in spite of altering perfusion rate. Endothelium 
cells are shear sensitive mechanoreceptors that are 
responsible for regulating the arterial wall architecture and 
mechanical properties in order to maintain homeostasis. 
According to the lack of numerical models for WSS induced 
blood flow regulation, in this paper we presented a 
multiscale model of local flow regulation.  

METHODS 
First, a lumped parameter model (LPM) of the whole 
cardiovascular system was implemented. Then a 3D 
numerical model of human common carotid artery (CCA) 
was constructed considering fluid structure interaction. The 
CCA inflow waveform obtained from an extended 0D 
model was applied to the 3D model as the boundary 
condition (BC). After applying the Head-Up Tilt (HUT) test, 
the local hemodynamics was disturbed. By considering the 
wall shear stress as the regulation criterion and altering the 
arterial mechanical properties and the following 
vasodilation, shear forces exerted on the inner lining of the 
vessel was regulated and returned to the normal range. 

RESULTS AND DISCUSSION 
Autoregulation of WSS was modeled in the human common 
carotid artery and performed for different regulation rate 
factors and its effect on the regulation procedure was 
analyzed. Figure 1 shows the regulation curves for three 
different RRFs (0.985, 0.98 and 0.99). It can be observed 
that decreasing the value of RRF leads to a longer time 
interval for WSS regulation. According to Guyton’s medical 
physiology, the time duration for WSS regulation should be 
about 5 seconds and as a result, we considered 0.99 as 
preferred RRF. Increasing flow rate leads to higher velocity 
gradients and therefore higher WSS. It can be observed in 
figure (1-c) that the mean WSS increased from 0.59 Pa to 
1.1 Pa after the disturbance. This imposes higher shear 
forces or viscous drag from the blood flow on the inner 
lining of the vessels which is covered with endothelium 
cells. Endothelium cells are very sensitive mechanoreceptors 
and intend to keep the hemodynamic forces in normal and 
stable condition [1-3]. Higher WSS intensively bends the 
endothelium cells in the direction of flow and greatly 
increases release of NO from them. As it mentioned before, 
NO is an endothelium derived relaxation factor. It affects 
smooth muscle cells (SMCs) causing them to relax and 
reduce the modulus of elasticity of the arterial wall. This 
process was started by activation of the regulation code in 
our model and caused the Young modulus to decrease from 
1 MPa to 0.86 MPa (figure 1-a). This in turn leads to 
vasodilation or increasing the vascular diameter. Figure 1-b 
shows 3.81% dilation of the CCA lumen due to WSS 
regulation. 

Figure 1: Young’s modulus of elasticity of the arterial wall 
(a), arterial diameter (b) and WSS (c) for different RRFs. 

CONCLUSIONS 
The present 0D/3D model can be considered as a platform 
for a comprehensive model of cardiovascular regulation. 
Image based patient specific geometries can be used in local 
FSI model to get advantage of a 3D realistic distribution of 
hemodynamic forces. Different local and systemic 
regulation mechanisms can be taken into account to achieve 
a complete model. In addition to physiologic regulation, it 
can be applied to pathologic conditions. It is also applicable 
for predicting the genesis and initiation of several vascular 
diseases, which are originated from hemodynamic forces 
like aneurysms or atherosclerotic plaques. It may also be 
useful for recognizing the most effective treatment method 
for relevant cardiovascular disorders.  
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INTRODUCTION  
The endovascular coiling is popular treatment method to 
prevent the rupture of the cerebral aneurysm. In this 
procedure, the coiling to the aneurysm induces blood flow 
stagnation and thrombus formation in the aneurysm sac, 
which finally occluded the whole aneurysm sac. Since the 
incomplete occlusion increases the risk of aneurysm 
recurrence leading to its regrowth and rupture [1], 
comprehensive understanding of the mechanism of the 
aneurysm occlusion is required to improve the clinical 
outcome. The present study developed a computational 
model to express the thrombus formation in the cerebral 
aneurysm after the endovascular coiling. The mechanical 
interaction between the hemodynamics and the flow 
resistance due to the existence of the thrombus was treated 
in the computational fluid dynamics (CFD) simulation. 

METHODS 
We used a patient-specific aneurysm geometry with the 
realistic coil configuration (packing density=27%) 
constructed in the previous study [2]. The blood flow 
analysis was done by means of a Cartesian-grid CFD 
simulation [3], in which the coiled aneurysm geometry was 
represented by using a volume fraction (VOF). The Blood 
flow was expressed by solving the incompressible N.S. 
equation and equation of continuity by the finite difference 
manner and the wall boundary was treated by the boundary 
data immersion method [4]. The blood was treated as a 
Newtonian fluid with the viscosity of 3.5 × 10−3 Pa·s and the 
density of 1.05 × 103 kg/m3. On the boundaries, steady flow 
mass (Re=441) was set at the inlet, constant zero pressure 
was set at the outlet and No-slip boundary condition was set 
on the wall. 

We developed a phenomenological approach to represent 
the mechanical interaction between the hemodynamics and 
the thrombus formation. Based on the experimental 
observation [5], we modeled the thrombus ratio in the blood 
domain as a function of the shear rate   of the blood flow 

given by 

Thrombus ratio   1 2 1 tanh       (1) 

where the  and  are the coefficients set to 0.2 s and 15 s-1. 
The flow resistance due to the existence of the thrombus 
was estimated by the isotropic porous media theory. The 
CFD simulation with considering the thrombus modeling 
was calculated iteratively until convergence. 

RESULTS AND DISCUSSION 
The blood flow was sufficiently stagnated especially in the 
aneurysm dome even without the thrombus formation (Fig. 
1(A), left). After convergence of the thrombus formation, 
the velocity magnitude was sufficiently decreased in whole 

domain (Fig. 1(A), right), however the velocity magnitude 
locally increased in the neck (shown in circles in Fig. 1(A)).  
Thrombus formation proceeded in the whole aneurysm and 
finally covered with the whole aneurysm volume except for 
the aneurysm neck (Fig. 1(B)). Note that the local flow path 
was generated in the aneurysm neck (shown in the circle in 
Fig. 1(B)), which is often observed in the clinical practice 
and experimental observation as the risk factor of the 
aneurysm recurrence [6].  
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Figure 1: Spatial distribution of the velocity magnitude (A) 
and thrombus ratio (B) in the cross-sectional area of the 
coiled cerebral aneurysm at the initial stage without 
thrombus formation and final stage when the thrombus 
formation was converged. 

CONCLUSIONS 
We developed the computational framework to investigate 
the thrombus formation and progress in the coiled cerebral 
aneurysm. The result successfully exhibited the mechanical 
interaction between the blood flow characteristics and the 
thrombus formation. Since the proposed thrombus model is 
driven only by the hemodynamic factor, this approach may 
be generally feasible to evaluate the effect of various 
endovascular treatments on the aneurysm occlusion. 
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INTRODUCTION  
In 2016, 58.3% of the population with spinal cord injuries 
(164 400 persons in US) result from cervical compression 
leading to partial or complete tetraplegia (respectively 45 
and 13.3%) generating health care and living expenses 
(NSCISC, 2016). 
Medullar lesions are critical and extension of such lesion 
could be harmful for the recovery of long term result of 
myelopathies. The influence of cerebro-spinal fluid (CSF) 
on such lesions and their consequences is still unknown. 
Additionally, cervical canal stenosis which could be 
consecutive to trauma is usually diagnosed by magnetic 
resonance imaging through two indices: Torg-Pavlov ratio is 
described as the ratio of spinal canal diameter over the 
vertebrae diameter and is considered as normal when 
equaled to 0.95±0.14. The medullary canal ratio is also 
described as the ration of pia diameter over the dura 
diameter. 
While current recommendation for myelopathy diagnostic 
[1] did not include quantitative measurement of the CSF, 
CSF motion is generally visualized and phased contrast 
measurements is performed in Chiari malformation. Recent 
study also report the use of 4D-Phased contrast (PC) flow 
imaging techniques to visualize CSF pattern and potential 
coherent structure [2]. Pulsatile characteristics of the CSF 
flow have been reported to be link to patient gender and age 
[3]. This work aims to quantify the influence of anatomical 
variability on the fluid structure interaction (FSI) in the 
cervical SAS at C5-C6 level and to assess the use of the 
feasibility of CSF flow measurements in the myelopathies 
diagnostic. 

METHODS 

FSI simulation was performed using Arbritrary Lagragian 
Eulerian (ALE) formulation based on the SM2S model 
previously described in [4]. Briefly, such finite element 
model of the spinal cord includes vertebrae, joins, 
intervertebral disks, pia, dura, white and grey matters. CSF 
was considered as a pulsed Newtonian fluid (ρ= 0.001; 
K=2089; ν8=8.9e-4m2.s-1). Pia and Dura matter properties 
were respectively: ρ= 0.001; ν=0.45; E=2.3 and E=5. 
Eulerian grid has cub element sized of 2mm. 9 CSF cycles 
were simulated.  
Age and gender differences on CSF flow profiles are 
simulated following normal value given in [3] (S1: young 
male, S2: young female and S3: elderly male). Medullary 
canal ratio was computed average between maximum and 
minimum diameters values in the section (C5 and C6) and 
altered with morphing of the pia matter to reduce the ratio 
by 10% (S4). 

Post processing analysis include vorticity and path-lines 
analysis on a CSF cycle as well as velocities intensity 
through the cycle were analyzed 

RESULTS AND DISCUSSION 
Velocity flow pattern around the pia matter was slightly 
different depending of gender and aging (max velocity: 
S1:21.5cm/s , S2: 16.2cm/s, S3: 11.8cm/s).  
Reduced medullary canal ratio was tested in S4 and 
compared to S1 (S1:0.656 and S4:0.787) for a young male 
patient. Influence of the medullary canal ratio in the velocity 
pattern was directly depicted on Figure 1 (Velocity max 
S4:24.1cm/s) 

Figure 1: Dura and Pia anatomy in S1 (blue), S4 (green) 
geometry (A) C5-C6 vertebrae model (B) CSF flow profiles 
simulated for S1, S2 and S3 (C) and ALE simulation 
velocity fields (C). 

CONCLUSIONS 
As previously reported simulation of Chiari malformation 
[5], ALE simulations of CSF flow show velocity pattern 
presenting higher velocity in the anterior part of the SAS 
and is influenced by the CSF flow profile as well as in 
patients with reduced medullar canal ratio.  
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INTRODUCTION  
Achilles tendon is commonly affected by tendinopathy 

and rupture. Mechanical loading is regarded as a major 
causative factor for tendon microtrauma, degeneration, and 
eventually failure. However, the mechanism for mechanical 
loading to induce Achilles tendinopathy is unknown. 

Lubricin, a mucinous glycoprotein, has been found on 
the gliding surface of cartilage, tendon and other 
musculoskeletal tissues to facilitate tissue sliding [1]. A 
number of studies revealed that it is shear force that 
specifically stimulates lubricin expression in tendons [1], 
cartilage [2] and engineered tissue constructs [3]. Therefore, 
the presence of lubricin provides the evidence of the sliding 
motion and shear force in tissues.  

This study was to investigate the distribution of lubricin 
in normal and pathological Achilles tendon, and to 
understand the roles of shear force in the development of 
Achilles tendinopathy. 

METHODS 
Achilles tendons were harvested from cadavers with the 

approval by Institutional Review Board. The 5-mm 
segments from the mid-portion of Achilles tendon, which 
located at 2 to 6 cm proximal to the calcaneal insertion, 
were collected, fixed in 10% neutral buffered formalin, 
dehydrated, and embedded in paraffin. Sections of 5 μm in 
thickness were cut along the long axis of the tendon in both 
frontal and sagittal planes. The distribution of lubricin was 
investigated with immunohistochemistry.  

RESULTS AND DISCUSSION 
Achilles tendon rotates as it descends from its 

musculotendinous junction to calcaneal insertion. The 
rotation of Achilles tendon could produce sliding motion of 
one part of the tendon against another, and lead to shear 
force and tendon injuries, especially at the mid-portion of 
the Achilles tendon. However, evidence of sliding motion 
and shear force inside the tendon to verify the above theory 
is lacking [4]. 

Lubricin was identified in all Achilles tendon samples in 
this study. In normal tendinous tissue (Figure 1A), the 
bundles of collagen fibers were well aligned. Fibroblasts 
were arranged between the parallel collagen bundles with 
the fine spindle shape. Lubricin mainly localized at the splits 
between collagen bundles, but did not evenly distribute at 
these splits. The cells at the splits occasionally were stained 
positive for lubricin. The cells, especially far from the splits, 
were negative for lubricin staining. The results support the 
occurrence of sliding motion between collagen bundles as 
Achilles tendon is used. The sliding motion induces shear 
force at the interface of collagen bundles. Shear force 
stimulates lubricin expression. Lubricin facilitates 
interfascicular movement in Achilles tendon as it does in 
tendon and other musculoskeletal tissues.  

 

Figure 1: Lubricin in normal (A) and pathological (B) 
tissues of human Achilles tendon. 

In addition to normal tendinous tissue, lubricin was 
identified abundant in pathological tendinous tissue, in 
which the structure of tendon bundles was disrupted, and the 
cells were present in much higher density with rounded 
nuclei (Figure 1B). It was found that lubricin could inhibit 
cell attachment, proliferation, and tissue healing [5-7].The 
presence of lubricin in the area of pathological tissue 
provided a rationale for the failed healing response in the 
tendinopathic Achilles tendon.  

Overuse is regarded as a major causative factor for 
tendinopathy [4]. It is able to introduce extra shear force in 
Achilles tendon. Extra shear stress could result in abrasion 
of Achilles tendon. Meanwhile, extra shear force stimulates 
the over-expression of lubricin. Over-expressed lubricin 
inhibits tenocytes to repair the abrasion. The synergy of the 
abrasion resulting from shear force and a weak healing 
ability with the influence of over-expressed lubricin could 
induce progressive microtrauma, degeneration and rupture 
of Achilles tendon. 

CONCLUSIONS 
This study provides the evidence that shear force exists 

in Achilles tendon, and shear force could play the important 
roles in the development of Achilles tendinopathy. 
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INTRODUCTION  
The incidence of Achilles tendon rupture (ATR) has 
increased in recent decades, but an agreement on the 
appropriate treatment of this injury has yet to be reached [1]. 
All available treatments, whether surgical or conservative, 
lead to long-term functional deficits in patients [2-3]. As it 
remains unclear how these functional deficits develop in 
ATR patients, their prevention is difficult. It has been 
suggested that the development of altered sagittal plane 
mobility may be linked to post-injury lengthening of the 
Achilles tendon (AT) [2-3], but this remains to be observed 
in both short-term and long-term assessments. Gait analysis 
and ultrasonography allow for non-invasive measurements 
of in vivo ankle mobility and AT length, and therefore offer 
a strong combination for examination of post-operative 
status. We hypothesized that the injured AT, when 
compared to the contralateral side, would increase in length 
with time after treatment, which would simultaneously yield 
changes in sagittal plane mobility. 

METHODS 
Two groups were compared in this work: a prospective 
patient cohort (n=14) assessed at 8, 12, and 16 weeks after 
ATR, and a retrospective patient cohort (n=20) assessed 2-6 
years after ATR. This study was approved by the local 
ethics commission and all patients gave informed consent 
and received percutaneous ATR repair by the same surgeon. 
Ankle mobility was assessed with gait analysis, in which 
lower extremity kinematics were collected using 10 infrared 
cameras (f=120Hz, VICON-MX, Oxford, UK) and 22 
reflective markers. Ankle angles were calculated using ISB-
recommended conventions [4]. Resting AT length was non-
invasively measured using B-mode ultrasonography 
(f=25Hz, Esoate, Genoa, Italy), while patients were seated 
with an outstretched knee and 20° of ankle plantarflexion. 
Data was collected for both the injured and contralateral 
sides for all assessments. Maximum dorsiflexion and 
plantarflexion angles, overall sagittal range of motion 
(ROM), and resting tendon length were compared by time 
point (8, 12, 16 weeks and 2-6 years post-op). Statistical 
differences were calculated in SPSS (IBM, Armonk, USA) 
using one-way ANOVAs and paired t-tests. 

RESULTS AND DISCUSSION 
At all measurements, patients exhibited significantly lower 
sagittal ROM, and lower maximal plantarflexion angles 
during gait (Fig. 1), on the injured (INJ) compared to the 
contralateral (CON) limb. Higher dorsiflexion was found on 
INJ starting at 12 weeks post-op when compared to CON. 
When comparing across time points, maximal plantarflexion 
on INJ was significantly lower at 8 (p=0.001), 12 (p=0.011), 
and 16 weeks post-op (p=0.019) compared to 2-6 years post-
op (Fig. 1), which were also seen on CON.  

Figure 1: Maximal ankle plantarflexion during gait at all 
time points. (* denotes p<0.05) 

Though rest tendon length was found to be significantly 
longer on INJ than CON at all time points, no differences 
were found when comparing the different time points. 

CONCLUSIONS 
The primary findings of this work indicate that AT 
lengthening is already present at 8 weeks after surgery and 
remains unchanged thereafter. Though limited changes were 
found in rest tendon length at all different time points, 
maximal plantarflexion increased with time after surgery on 
both INJ and CON. This increased plantarflexor mobility is 
unlikely to be due to changes in rest AT length, considering 
that these changes occur on both limbs, but more plausibly 
due to increased strength in the triceps surae muscles 
connected in series. Furthermore, the potential cause for 
higher dorsiflexion values on the INJ limb may stem from a 
longer AT rest length in the MTU, which supports previous 
trends found in smaller cohorts [2]. This indicates that post-
ATR deficits in both function and structure are already 
established as early as 8 weeks after repair, similar to results 
from radiological studies [5]. Furthermore, these functional 
and structural deficits remain present in ATR patients long 
after injury. Future investigations that aim to hinder tendon 
lengthening after ATR should closely monitor the initial two 
months after injury. 
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INTRODUCTION 
Inappropriate mechanical loading of the Achilles tendon 
causes tendinopathy leading to locomotor impairment. 
Muscle synergies represent the underlying neuromuscular 
strategies of different locomotor tasks in healthy and 
pathological conditions. Muscle synergy consists of muscle 
weightings and non-negative factors of lower 
dimensionality than the number of muscles. The extracted 
non-negative factors can also be fitted with Gaussian curves 
to create Gaussian excitation primitives (XPs), which are 
more fundamental representation of multi-muscle activation 
patterns. Although rarely studied, task-specific and 
common-shared synergies exist across tasks in humans and 
animals [1], the latter characterizing a single set of task-
generic synergies. Modulation of these synergy modules 
can be sufficient to estimate electromyograms (EMGs) of 
different tasks, including those not used for establishing 
these synergies [2]. However, it is still unknown whether it 
is possible to create a single set of generic synergies, which 
can represent different locomotor tasks of both healthy and 
pathological conditions, i.e. condition-task-generic 
synergies. If so, these synergies can be used to construct a 
larger set of muscle excitations than experimentally 
available, which then can be used to drive 
neuromusculoskeletal (NMS) models. To-this-end, using 
the rabbit as an animal model, we examined for differences 
in synergies across healthy rabbits and rabbits with induced 
Achilles tendinopathy (RwAT) for hopping and small box-
jumping tasks. Also, we examined if condition-task-generic 
synergies can reconstruct EMGs of different tasks and 
health conditions or it is necessary to optimize either or both 
of synergy weightings and/or Gaussian XPs to improve the 
EMGs reconstruction quality of different tasks and health 
conditions. 

METHODS 
Four rabbits were injected with collagenase in the mid-
portion of left Achilles tendon to induce tendinopathy. 
EMGs were recorded from eight muscles from three healthy 
rabbits and five muscles from four RwAT. Across both 
health conditions, four muscles were common. EMG data 
were band-pass filtered, full-wave rectified, and low-pass 
filtered to create EMG linear envelopes. Using non-negative 
matrix factorization algorithm, synergies were extracted 
from five EMG datasets: 1) healthy hopping, 2) healthy 
small box-jumping, 3) tendinopathy hopping, 4) 
tendinopathy small box-jumping, and 5) condition-task-
generic. We first reconstructed the EMGs of RwAT using 
synergies of both conditions to identify differences in 
synergies. Then, we investigated whether EMG 
reconstruction quality of condition-task-specific EMGs 
reconstructed from the condition-task-generic synergies 

could match those reconstructed from condition-task-
specific synergies. We further assessed if reconstruction 
quality of these EMGs could be improved if: (i) condition-
task-generic Gaussian XPs were optimised, and muscle 
weightings were fixed, (ii) muscle weightings were 
optimised, and Gaussian XPs were fixed, (iii) both the 
muscle weightings and Gaussian XPs of condition-task-
generic synergies were optimised. Reconstruction quality of 
the EMGs was assessed using variability accounted for 
(VAF) and coefficient of determination (R2). 

RESULTS 
Four synergy modules were extracted from healthy rabbit’s 
dataset and three synergy modules from RwAT and 
condition-task-generic dataset (Figure 1).  

Figure 1: Muscle synergies extracted from condition-task-generic 
EMG datasets. 

Reconstruction of EMGs of RwAT using synergies from 
both health conditions showed differences in modules 
across health conditions for both the tasks. Condition-task-
generic synergies well reconstructed most of the EMGs of 
different tasks for both health conditions if the muscle 
weightings were optimised and the Gaussian XPs were 
fixed with VAF and R2 values of each muscle ≥ 75% and 
0.45. 

CONCLUSION 
Our results indicate that condition-task-generic Gaussian 
XPs with optimized weightings can predict EMGs across 
task and health conditions. Subsequently, a single set of 
condition-task-generic synergies with optimized weightings 
will be used to drive NMS models to estimate Achilles 
tendon forces in healthy rabbits and RwAT to provide 
insight into the tendon strain in healthy and pathological 
rabbits. 
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INTRODUCTION  
While all tendinous structures in the human body act to 
transfer muscular forces to the bone, some also have the 
potential to operate as springs to recycle energy. Storage and 
return of elastic energy within tendons can maximize force 
generation by mimimising the shortening of muscle 
fascicles. Strains of up to 7% [1] have been measured in the 
Achilles tendon during running; recycling energy but 
potentially predisposing itself to injury if too large. 

Like the Achilles tendon, the tibialis posterior (TP) tendon is 
capable of recycling mechanical energy, which helps power 
subtalar joint (STJ) motion during walking [2]. In early 
stance, the tendon absorbs energy as the fascicles produce 
force relatively isometerically to resist STJ pronation. 
Although injury to the TP tendon has been implicated in 
populations which demonstrate large degrees of STJ 
pronation, it remains unclear whether tendon strain is a 
consequence of larger forces required to resist larger STJ 
displacement, or altered material properties of the tendinous 
tissues. Therefore, the aim of this study was to assess the 
relationship between muscle fascicle and tendon strain and 
STJ kinematics and kinetics (moments, and work).  

METHODS 
Twenty-four asymptomatic participants (13 male, 11 female, 
age 21-28 yrs, body mass 57-83 kg) walked barefoot on a 
force instrumented treadmill at their preferred velocity. 3D-
motion capture, ground reaction forces, electromyography 
and ultrasound images of the TP muscle were 
simultaneously recorded. Muscle fascicle lengths were 
measured from the ultrasound images (80 Hz) using a semi-
automated tracking algorithm. Joint kinematics, kinetics and 
muscle tendon unit (MTU) length changes were determined 
using a scaled Opensim model and inverse kinematics and 
inverse dynamics. The length of the tendinous tissue was 
determined by subtracting the length of TP fascicles in the 
direction of the tendon from the change in whole TP MTU 
length. Length changes were calculated relative to toe-off 
and normalized to their respective length during quiet 
standing. Calculated STJ moments, the net internal moments 
produced by the structures at the STJ, were normalised to 
foot length and body mass and were expressed in non-
dimensional units (NDU). Linear regression analysis was 
performed to associate STJ mechanical measures (peak 
displacement and moments) with TP muscle dynamics (peak 
fascicle shortening and tendon strain) during the negative 
STJ power period (early stance).   

RESULTS AND DISCUSSION  
Although TP muscle fascicles differed in their pattern of 
length change to that of the MTU during stance, peak 
fascicle shortening failed to statistically demonstrate any 
meaningful relationships to peak STJ moments or 
displacement. During stance, the tendon functioned in 

similar manner to that of the MTU, experiencing peak 
strains during the negative STJ power period. Tendon strain 
was not associated with peak joint moments (Fig 1E) or the 
onset and duration of muscle activation. Tendon strain was 
significantly associated with STJ displacement during 
pronation (R2 = 0.52; P = <0.01, see Fig 1F) as well as 
negative STJ work (R2 = 0.23; P = 0.02), which 
characterises mechanical energy absorption.   

Figure 1: Representative data of subtalar joint (STJ) moments (A), 
STJ displacement (B), tibialis posterior (TP) fascicle strain (C), 
and TP tendon strain (D).  STJ moments are expressed in non-
dimensional units (NDU).  Shaded area represents the period of 
negative STJ power. The plots on the right represent the effect of 
STJ moments (E) and displacement (F) on TP tendon strain during 
the negative power period. 

CONCLUSIONS  
These results illustrate that when walking at a preferred 
velocity, the TP muscle fascicles experience similar length 
changes across different individuals despite the differences 
in MTU length change. The lack of association between 
fascicle shortening and STJ mechanical measures suggests 
that the TP muscle generates similar forces despite 
variations in STJ displacement. Similarly, because there was 
no relationship between STJ joint moment and tendon strain, 
this implies that increased tendon strain may not necessarily 
be a result of greater muscle forces but perhaps due to 
differences in the mechanical properties of the tendon itself. 
This is supported by previous studies that have reported 
broad variations in both stiffness and elastic modulus in 
individuals during in-vivo measurements of the human 
Achilles tendon [1]. As such, people with more compliant 
TP tendons are likely to undergo greater pronation during 
energy absorption in early stance. 
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INTRODUCTION  
Achilles tendon injuries are common, occurring about 
250,000 per year in the US alone, yet the mechanisms of 
tendon injuries and degeneration remain unknown. One 
interesting feature in the structure of the Achilles tendon is 
that the fibres of the Achilles tendon do not descend straight 
down but experience a variable degree of spiral torsion. A 
number of authours have speculated that fibre torsion is 
nature’s way of increasing tendon strength that allows 
elongation and elastic recoil in the tendon while others 
suggested that fibre torsion results in less fibre buckling 
leading to less deformation of individual fibres under 
tension[1-3]. However, quantitative analysis of the role of 
fibre torsion in the Achilles tendon has not been done. The 
aim of this study is to investigate the role of fibre torsion 
presents in the Achilles tendon using subject-specific FE 
model and tissue mechanical experiment.  

METHODS 
Data from a previous study [4]was used, which we used to 
generate ten subject-specific finite element models of the 
Achilles tendon (eight female and two male, average age 68 
yrs) [5]. Van Giles et al. [3] reported the existence of fibre 
torsion in the Achilles tendon and quantified the degree of 
torsion to be between 10 to 60 degrees with the average 
around 37 degrees. We used the mutually-orthogonal 
curvilinear material coordinate system in our FE models and 
aligned it according to the fibre torsion in the Achilles using 
a previously validated fibre fitting procedure [6]. Five 
different torsion angles were implemented – 0,15,30,45,60 
degrees. The values of material coefficients for transversely 
isotropic material properties [7] were estimated with 
parameter optimization. In order to characterize the 
influence of fibre torsion, material coefficients for different 
torsion angles were obtained separately. Therefore, for each 
tissue, we performed five material parameter optimizations 
at the five different torsion angles investigated – 0, 15,30,45 
& 60 degrees. We then numerically predicted tendon rupture 
load using the experimentally reported failure stress value of 
the Achilles tendon (~100N). For each torsion angle 
(0,15,30,45,60 degrees) case, we applied uniaxial stretch to 
the tendon using the force ratio of triceps components [8] 
until failure and recorded the rupture load. This was 
repeated for the ten subject-specific models at the five 
different torsion angles (total 50 simulations) to analyse the 
influence of fibre torsion in tissue strength.  

RESULTS AND DISCUSSION 
Fibre torsion was successfully implemented as shown in Fig 
1. Stress distribution patterns changed after implementation
of fibre torsion in the model. When no fibre torsion is 
present, the stress is concentrated primarily on the medial 
side of the tendon but fibre torsion redistributed this stress 
concentration to both medial and lateral sides, essentially 
relieving stress concentration. As seen in Fig 2, the degree 

of fibre torsion plays a role in how much stress is 
redistributed. As for 
rupture loads, it was 
found that fibre torsion 
angles of up to 30 
degrees significantly 
improved tissue strength 
up to 33% (p=0.008). 
When considering the 
predicted rupture loads 

from all five cases, there 
appears to be a range of 
torsion angles that are 

optimal for tissue strength and when goes outside of this 
range, the tissue strength actually decreased.   

CONCLUSIONS 
Our results showed that fibre torsion in the Achilles 
redistributes stresses on both medial and lateral side. The 
motion of the foot from dorsiflexion eversion to plantar 

flexion inversion results in medial side of the tendon to 
experience higher stress and strains[9] (0°case in Fig. 2). 
This will be detrimental to the tissue and will weaken the 
overall strength of the tissue. Fibre torsion, however, 
redistributes this stress concentration on the medial side to 
wider areas, subsequently relieving stress concentrations. 
This will improve the strength of the tissue especially under 
in-vivo loading cases.  
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Fig 1. Fibre torsion implemented in FE models. It 
is a posterior view with medial on the right and 
lateral on the left 

Fig 2: Stress changes with respect to the fibre torsion angle changes. The presence of fibre 
torsion changes the stress concentration on the medial side to both medial and lateral sides
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INTRODUCTION  
The uterus is an organ where an embryo/fetus grows inside 
the mother’s body during pregnancy.  While there are many 
severe uterine related diseases, many of the patients in most 
of cases are subjected to hysterectomy that refers to a 
removal of uterus from the patients. As the needs of uterine 
regeneration have been raised, many researchers are 
attempting to solve this issue through tissue engineering 
approaches. 
Our group firstly attempted a uterine regeneration using 
decellularized matrix (DM) fabricated by high hydrostatic 
pressure[1]. Although the DM has been regarded as a 
powerful tool in regenerative medicine, the scaffold may 
disturb any biochemical interaction between embryo and 
native tissues during early implantation of embryo for 
further development of the embryo inside the uterus. On the 
other hand, we developed a method to fabricate a scaffold 
free tissue (SFT) using bovine chondrocytes[2]. Since the 
SFT does not require any artificial materials that may cause 
foreign body reaction after transplantation, the use of SFT in 
uterine regeneration has been highlighted. The aim of this 
study is to reconstruct the scaffold-free tissue using rat 
endometrial stromal cells and further to evaluate its function 
with regard to regeneration in vitro.  
METHODS 
Rat endometrial stromal cells (rESCs) are isolated from 9 
weeks old female GFP Sprague Dawley (SD) rat. The rESCs 
were cultured with DMEM-LG medium containing 10% 
fetal bovine serum (Funakoshi) and 1% Antibiotic-
Antimycotic (GIBCO). In order to form a monolayer of 
rESCs, the cell suspension at a density of 1.0×105 cells/ml 
was transferred into a glass cloning ring (Asahi glass), 
which was placed on a gas permeable lummox dish 
(Sarstedt). After 2 days of incubation at 37°C with 5% CO2, 
we transferred another cell suspension at a density of 
2.5×106 cells/ml on top of the monolayer. The cloning ring 
was removed gently after 3 hours of incubation, and a single 
layer of tissues was formed. This step was repeated until 
stacking three layers together, fabricating SFT using rESCs.  
The rESC SFT was then transplanted into 9 weeks old 
female SD rat. The uterus consists of three different layers; 
epithelial cell layer (inner), endometrial stromal cell layer 
(middle), and smooth muscle cell layer (outer). The rat was 
subjected to anesthesia followed by partial uterine defect 
including removals of epithelial and stromal cells layer. At 
the location where the partial uterine defect was made, the 
SFT was inserted and recovered for 3 days. The SFT 
transplanted was then collected for histological assay.  
RESULTS AND DISCUSSION 
The rESC SFT collected was evaluated by histological 
assay. Hematoxlyin and Eosin (HE) staining results showed 

Figure 1: The staining images of rESC SFT in vitro (a) – (c) 
and in vivo after 3 days of transplantation (d) – (f); (a) 
Hematoxylin and Eosin (HE) staining, (b) Type I collagen 
(Col1) and (c) Vimentin (Vim), (d) GFP image, (e) 
cytokeratin 18 (KRT18), and Vimentin (Vim).  

that the rESC SFT was successfully formed in a disc shape 
with a thickness of 100 – 125μm. The SFT was tightly 
packed with cells without any vacant space that may 
indicate cell death. Moreover, immunostaining results 
represented that vimentin and type I collagen were entirely 
detected inside the SFT.  
Then, the SFT was transplanted into SD rat for 3 days. In 
Fig. 1(d), the location of GFP detected in the uterus 
corresponded to where vimentin were strongly expressed in 
Fig. 1(f). In Fig . 1(e), the epithelial cell marker, cytokeratin 
18 (KRT18) was also detected around the SFT as well as 
native tissues. The epithelial cells from the native tissue 
seemed to cover the SFT after 3 days. The results altogether 
showed that the SFT was integrated into the donor tissues 
without any foreign body rejection in as little as 3 days.  
CONCLUSIONS 
In this study, we developed a novel method to fabricate the 
SFT using rESCs. Unlike general methods in cell-sheet 
engineering, our novel method did not require thermo-
responsive culture dishes, so that it is a cost friendly 
method. The SFT was successfully formed, expressing 
vimentin and type I collagen. In as little as 3 days, the SFT 
was successfully integrated into the donor tissue in SD rat in 
vitro. In further study, we need to transplant with a greater 
size of SFT for whole uterine regeneration. Moreover, the 
pregnancy test will be carried out to exert its pregnant 
ability as normal after transplanting the SFT. 
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INTRODUCTION  
The treatment of cartilage defects and disease has remained a 
challenge due to the avascular nature of cartilage tissue, 
which prevents the tissue from self-repairing.  Cell-based 
tissue engineering is emerging as a promising clinical option 
to address tissue and organ failure by implanting biological 
substitutes for the compromised tissues, and offers the 
potential advantage of immediate functionality.   
Although traditional methods of tissue engineering typically 
use scaffolds, scaffold-free tissues are of increasing interest as 
there is immediate biocompatibility and less material required 
to produce the tissues. On the other hand, mechanical 
stimulation can be used to alter the signaling of cells; for 
instance, low-intensity pulsed ultrasound (LIPUS) can 
modulate the metabolism of cells and induce cartilage matrix 
formation. Our purpose was to clarify the modulatory effects 
of the TGF-β3 treatment through LIPUS on scaffold-free 
dedifferentiated bovine articular chondrocyte tissues.  
METHODS 
Full-thickness articular cartilage was isolated from 4-6 week 
old bovine calves within 24 hours of slaughter. Bovine 
articular chondrocytes at passage 2 were subcultured and 
washed twice with Dulbecco’s Modified Eagle Medium high 
glucose and resuspended with chondrogenic medium 
consisting of DMEM-high glucose supplemented with 
dexamethasone, sodium pyruvate, ascorbic acid 2-phosophate, 
L-proline, ITS-plus, penicillin, streptomycin and fungizone, at 
a density of 4.3x107 cells/mL. The cell suspension was 
transferred into glass cloning rings of 0.7 cm inner diameter 
at 250µL/ring, and then placed on a semi-permeable 
hydrophilic membrane dish.  After 24 hours of incubation, the 
rings were removed and the tissues were further incubated for 
24hours and then transferred to a 6-well plate containing 5 
mL of chondrogenic medium in each well.  The medium was 
exchanged every two days. 
The ultrasound emission apparatus was provided by Sigmax, 
Japan and consisted of a power supply, function generator 
and three transducers connected to a timer that automatically 
applied the LIPUS each day.  A LIPUS signal in a square 
wave with 200µs tone bursts at a frequency of 1MHz was 
delivered to the tissues from the LIPUS transducers through a 
silicone gel coated with ultrasound gel.   
LIPUS treatment was applied for 20min per day over a 10day 
period. Tissues were divided into four groups: control (no 
LIPUS or TGF-β3 applied), LIPUS alone, TGF-β3 alone, and 
LIPUS+TGF-β3. All tissues were cultured in 5mL of 
chondrogenic medium per tissue per well. 
RESULTS AND DISCUSSION 
In this study, we presented how LIPUS inhibited TGF-β3-
induced hypertrophic gene expression and signaling, and 
further enhanced the re redifferentiation of dedifferentiated 
chondrocytes. TGF-β3 up-regulated cartilage-specific gene 
expression and increased GAG and collagen protein 
production; however, there was also the up-regulation of 
hypertrophic markers of collagen type X and MMP13, and the 
phosphorylation of p38, indicating that TGF-β3 could not 
suppress terminal differentiation.  However, the addition of 
LIPUS to TGF-β3-treated tissues significantly down-

regulated some hypertrophic gene expression (Fig. 1) and 
cellular signaling, and enhanced collagen type 2 protein 
production, suggesting that LIPUS can modulate the effects 
of TGF-β3 towards a chondrogenic lineage in dedifferentiated 
articular bovine chondrocytes. By inhibiting hypertrophy in 
the tissue prior to implantation, the tissue could potentially 
better develop into articular cartilage instead of fibrocartilage, 
as commonly seen in damaged cartilage.  Therefore, the 
LIPUS system in combination with TGF-β3 treatment can be 
an effective tool in clinical studies for cartilage tissue 
engineering. 

Figure 1 Gene expression relative to the control case of tissues 
subjected to 55 mW/cm2 LIPUS for 20 min/day over 10 days 
with or without TGF-β3. All values at n=3 mean±STD, 
significance relative to control unless indicated by bar, * p<0.05, 
**p<0.01 
CONCLUSIONS 
We demonstrated that LIPUS treatment can effectively down-
regulate the mRNA expression of cartilage degrading 
enzymes and prevent the phosphorylation of p38, a 
hypertrophic marker, initiated by TGF-β3 treatment in a 
scaffold-free model with customizable shape. Through these 
results, we propose that LIPUS can be used to modulate the 
effect of TGF-β3 on the chondrogenic differentiation of 
dedifferentiated bovine articular chondrocytes and may be an 
effective tool for the engineering of cartilage tissues for the 
treatment of cartilage diseases.
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INTRODUCTION  
It has long been reported that vascular endothelial cells 
(ECs) respond to fluid shear stress and change their 
morphology and functions, such as permeability and 
production of various chemical substances.  Recently, it 
became clear that several-100-nm-thick glycocalyx layer 
(GL) that covers the surface of ECs plays pivotal roles in 
their biomechanical responses [1].  When their glycocalyx 
layer is removed enzymatically, ECs fail to show elongation 
and alignment in response to shear stress.  Removal of 
glycocalyx layer also decreases nitric oxide production in 
response to shear stress severely.  Since GL is made of sugar 
chains coming up from the endothelial surface, it may be 
sheared by fluid flow and this may amplify the torque 
applied to mechanoreceptors on the cell membrane [2]. 
However, to our knowledge, there is no quantitative data on 
the deformation of GL in response to fluid shear stress.  In 
this study, we estimated shear deformation of GL in 
response to fluid shear stress by measuring 1) thickness 
change in the GL, 2) change in fluorescent intensity 
distribution across the boundary of photobleached area on 
the GL, and 3) displacement of quantum dots bound to the 
top of the GL and the surface of cell membrane. 

METHODS 
A murine vascular endothelial cell line F-2 (Riken 
BioResource Center, Tsukuba, Japan) was used as the test 
model.  The cell membrane and the glycocalyx layer of the 
F-2 cells were stained with CellMask Plasma Membrane 
Stains (Invitrogen, Carlsbad, CA, USA) and DyLight 488 
Tomato Lectin (Vector Laboratories, Burlingame, CA, 
USA), respectively.  We plated the cells in a laboratory-
made laminar flow chamber to apply fluid shear stress under 
a confocal laser scanning microscope (FV-1200+IX-81, 
Olympus, Tokyo, Japan).  If the GL is sheared, its thickness 
may decrease.  We measured the thickness with a 100x oil-
immersion objective (N.A.=1.4).  When the GL with 
photobleached area is sheared, its borderline may become 
blurred more (Figure 1).   

We then applied quantum dots (Qdots) to the top of heparan 
sulfate and PECAM-1 on the cell membrane.  Qdot525 
streptavidin conjugate (Invitrogen) was bound to the top of 
heparan sulfate via Anti-Heparan sulfate glycosaminoglycan 
biotin conjugated (US Biological, Salem, MA, USA). 
Qdot655 anti-IgG conjugate (Invitrogen) was bound to 
PECAM-1 via Anti-PECAM-1 antibody (Santa Cruz 
Biotechnology, Dallas, TX, USA).  We then measured the 
displacements of Qdots in response to fluid shear stress. 

RESULTS AND DISCUSSION 
The GL thickness decreased from 840 nm to 750 nm in 
response to shear stress of 6 Pa, which corresponds to 

4.5°/Pa.  By measuring fluorescent intensity distribution 
across the borderline before and after application of fluid 
shear stress (6 Pa) and analyzing it with a simple physical 
model, we obtained shear deformation of 5.1°/Pa.  We then 
measured the displacements of Qdots in response to fluid 
shear stress (2 Pa), and found that displacement was larger 
by 200 nm for Qdots bound to the heparan sulfate than that 
bound to PECAM-1.  This value corresponds to 7.1°/Pa if 
the GL thickness is assumed to be 800 nm. 

CONCLUSIONS 
All of these methods gave similar results.  The shear 
deformation of the GL might be 5-10°/Pa. 

Figure 1: Schema of deformation of photobleached area of 
the glycocalyx layer.  Slopes of fluorescent intensity in the 
border zones may decrease in response to fluid shear stress. 
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INTRODUCTION  
Collagen is the main structural protein found in vertebrates, 
providing the mechanical integrity for connective tissues 
including bone and cartilage. In recent years, molecular 
dynamics (MD) simulations have been extensively used to 
characterize the mechanical properties of collagen-like 
molecules. However, there is a significant gap between the 
loading strain rates in computational studies and those 
employed in experimental characterizations which tend to be 
more close to the physiologically relevant deformation rates. 
Gautieri et al. investigated the effect of deformation rate on 
the deformation behaviour and mechanical properties of an 
8-nm-long collagen-like molecule [1]. This study found that 
the unfolding pathway and the Young’s modulus of the 
molecule converge when the pulling rate is under a certain 
value. However, this study has two limitations: 1) the length 
of the studied molecule is 8 nm which is much shorter than 
the full length (300 nm) of the collagen molecule; 2) and the 
molecule does not possess the diversity of the triplets in the 
wild-type collagen molecules. This study aims to fill this 
gap by investigating the deformation rate effects on the 
collagen segments located in the second overlap region and 
the intact second D-period of the microfibril. 

METHODS 
We generated the collagen segments located in the second 
overlap region and the intact second D-period of the 3HR2 
microfibril based on the low-resolution fiber diffraction type 
I collagen structure (pdb code: 3HR2).  

In this study, all MD simulations are carried out using 
GROMACS 5.0.4 with GROMOS96 54a7 force field. Each 
collagen molecule segment is fully solvated using a triclinic 
SPC water box, making sure that there is a 1.0 nm water 
boundary on all sides. For the charged protein models, 
appropriate number of counter-ions (Cl- and Na+ ions) are 
added to neutralize the whole system. Periodic boundary 
conditions are applied to all the directions. Covalent bond 
lengths involving hydrogen bonds (H-bonds) are constrained 
using the SETTLE and LINCS algorithms, allowing a time 
step of 2 fs. Non-bonded interactions are calculated using a 
cutoff distance for neighbour lists at 1.2 nm, with a 
switching function between 1.0 nm and 1.2 nm. The fourth 
order Particle-Mesh Ewald sums (PME) method is 
employed to calculate electrostatic interactions, with a 
columbic cutoff distance of 1.2 nm. The steepest descent 
algorithm is applied to minimize the energy of the system. 
To achieve a good starting point for MD simulations, each 
model is further equilibrated in the following three steps: 
firstly, a 30 ns NVT MD simulation is carried out at a 
temperature of 310 K (37 ); secondly, a 30 ns NPT MD 
simulation is performed at a pressure of 1 bar and a 
temperature of 310 K, in which the whole protein is held 
fixed to relax water molecules; finally, another 20 ns NPT 
MD simulation is used to equilibrate the system where only 

the first and last Cα-atoms of each polypeptide chain are 
restrained. 

RESULTS AND DISCUSSION 
The unfolding pathway and the Young’s modulus of the 
collagen molecule converge when the deformation rate is 
smaller than a certain value. However, this critical value is 
intimately related to the length of the collagen molecule and 
its amino acid sequence.  

Figure 1: End to end rotation of the collagen segment 
located in the second overlap region of the microfibril under 
different pulling rates. 

Figure 1 displays three different types of unfolding pathway 
of the collagen molecule segment under different pulling 
rates, which indicates that the deformation behavior of the 
collagen molecule is dependent of its deformation rates. 

CONCLUSIONS 
This study suggests that it is possible to capture the 
mechanical properties of a single collagen molecule at 
physiologically relevant deformation rates using atomistic 
MD simulations, when the strain rate employed is under a 
critical value. 
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INTRODUCTION  
Despite significant developments in the field of bone tissue 
engineering, numerous challenges still remain on the way of 
bone scaffolds to become practical replacements for 
conventional bone substitutes such as allografts and 
autografts in clinic. One major issue is poor cell distribution 
and insufficient nutrient supply [1]. Cell survival in bone 
scaffolds relies on efficient and sustained oxygen transport, 
which is especially important in static culturing conditions. 
Inappropriate and non-uniform increase in cell population 
can result in formation of diffusion barriers and reduce 
nutrient transport efficiency which may develop into 
hypoxia and cause deterioration of cell vitality in the core 
region of scaffold constructs [2]. The solution to sustaining 
nutrient supply considerably lies in the structural design of 
porous tissue scaffolds, which aims to minimise the adverse 
effect of cell proliferation and deposition. 

In the current study, the method of topology optimisation 
has been proposed to improve the cell seeding condition by 
creating scaffolds with functionally graded porosity. The 
key idea is to determine an optimal porosity profile of the 
scaffold in order to minimize the creation of diffusion 
barriers resulted from cell deposition, and thereby enhance 
cell growth and viability in the scaffold. 

METHODS 
The importance of scaffold porosity in nutrient transport and 
cell survival is well known in the field of tissue engineering. 
In the current topology optimisation method, the porosity of 
the scaffold is considered as a design variable. The topology 
optimisation seeks improvement in better accommodating 
total cell number, viability and cell infiltration length by 
altering regional scaffold porosity. One-dimensional steady-
state cell growth simulation is conducted and the response 
surface method has been employed to relate the tissue 
scaffold parameters to the cell living conditions. To simulate 
the changing oxygen concentration over time as a result of 
oxygen intake by cells, an oxygen diffusion-advection 
model has been created in a fixed design domain. This 
domain represents the scaffold environment, containing the 

tissue scaffold structure, cells and fluid. Cell number and 
oxygen concentration in the tissue scaffolds can be 
numerically solved and be used to predict the final cell 
seeding results. The optimal solutions for cell growth have 
been obtained and are defined by their step-like porosity 
profiles. 

Moreover, the experimental tests were conducted in order to 
investigate the effectiveness of the optimized scaffolds 
structures in terms of improving cell seeding efficiency. For 
this purpose, gradient porosity polymeric scaffolds were 
manufactured based on the optimized models. Osteoblast-
like cells were seeded onto the fabricated scaffolds to 
investigate cell seeding outcome in the optimized scaffolds 
compared with the homogenous pore size scaffolds having 
similar overall porosity. 

RESULTS AND DISCUSSION 
The results demonstrated that the proposed topology 
optimization method can enhance both overall oxygen level 
and cell viability by manipulating the porosity profile 
through the scaffolds. The numerical results were validated 
by the in-vitro experiments which indicated the optimized 
gradient porosity scaffolds could effectively improve cell 
seeding efficiency compared with the homogenous pore size 
scaffolds having similar overall porosity. 

CONCLUSIONS 
In this study, the optimised structural profiles of tissue 
scaffolds for cell survival were characterised. The results 
showed that multi-porosity structures are required to 
maximise the cell seeding outcome. Moreover, the 
effectiveness of the proposed optimization method was 
verified by relevant in-house experimental data. 
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INTRODUCTION  
Traumatic brain injury (TBI) is the leading cause of death 
and permanent impairment over the last decades. In both the 
severe and mild TBI, diffuse axonal injury (DAI) is the most 
common pathology and leads to axonal degeneration. 
Computation of axon elongation by using finite element 
head model in numerical simulation can enlighten the DAI 
mechanism and help to establish advanced head injury 
criteria which could permit to evaluate and to optimize head 
protective systems. The main objective of this study is to 
propose a brain injury criterion per age-class based on 
multiscale computation of axonal elongation of a huge head 
trauma accident reconstruction. 

METHODS 
A state-of-the art finite element head model (figure 1) with 
enhanced brain and skull material laws was used for 
numerical computation of real-world head trauma.  

Figure 1: Strasbourg University Finite Element Head Model 
(SUFEHM) 

The implementation of new medical imaging data such as, 
fractional anisotropy and axonal fiber orientation from 
Diffusion Tensor Imaging into the FE brain model was 
performed to improve the brain constitutive material law 
with more efficient heterogeneous anisotropic visco-hyper-
elastic material law [1] and enables it to compute axon 
elongation at the time of impact [2]. 

Further, 109 well-documented head trauma cases [2] were 
simulated by using this state of the art finite element head 
model. The head trauma database was divided into three 
different groups depending on victims’ age: 

- Lower than 30 years old (45 cases), 
- Between 30 to 50 years old (34 cases),  
- Upper than 50 years old (27 senior cases). 

For each head trauma reconstruction, axon elongation as 
well as Von-Mises stress/strain and first principal 
stress/strain were computed to derive brain injury tolerance 
curve per age-class. Statistical analyses of these intra-
cerebral parameters were conducted to obtain the most 

suitable parameter to predict moderate DAI and to derive 
brain injury tolerance limits per age-class. 

RESULTS AND DISCUSSION 
A total of 109 head trauma reconstructions were conducted 
with a state of the art finite element head model. The finite 
element head model was utilized to perform head impact 
simulations in accordance with the victim’s kinematic 
analysis outcome. Nine different potential intracerebral 
parameters to predict DAI were computed during the 
simulations. Binary logistic regression method was then 
used for statistical analysis of the correlation between 
computed intracerebral parameters and the occurrence of 
brain injury especially moderate DAI corresponding to a 
victim’s loss of consciousness. Based on the statistical 
analysis of different intra-cerebral parameters, it was shown 
that axonal strain was the most relevant candidate parameter 
to predict moderate DAI for each age-class studied. The 
robustness of the different parameters was also calculated 
and compared in terms of Nagelkerke’s R² value.  

The proposed brain tolerance limit in terms of axon 
elongation for a 50% risk of moderate DAI has been 
established per age-class at: 

- 15.2% for age-class lower than 30 years old 
associated with a Nagelkerke’s parameter of 0.94 

- 14.5% for age-class 30 to 50 years old associated 
with a Nagelkerke’s parameter of 0.76, 

- 14.1% for senior people associated with a 
Nagelkerke’s parameter of 1 

This is the first attempt to propose brain injury tolerance 
limit for senior and more cases involving senior people are 
needed to confirm this trend. 

CONCLUSIONS 
An extensive real-world head trauma simulation exercise 
including age-class analysis was performed on an advanced 
head FE model including the computation of axonal 
elongation. Based on the statistical analysis, axonal strain 
was the most relevant candidate parameter to predict 
moderate DAI. It was showed that the threshold value in 
terms of axonal strain for a 50% risk of moderate DAI 
decrease with the increase of victim’s age. Senior people 
seem to be more sensitive to moderate DAI than the other 
age-classes.  
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INTRODUCTION  
Concussion is an inherent risk associated with participation 
in many full contact and collision sports. Rugby has the 
third highest incidence of concussions in sport [1], however 
little is known regarding the mechanics of concussive rugby 
tackling events, their differing impacting systems, and the 
ensuing cerebral response during rugby game play [2].  

The incidence of concussion in the National Rugby League 
(NRL) corresponds to approximately 14.8-28.3 concussions 
per 1,000 playing hours, with tackling identified as the most 
common cause of injury. Shoulder-to-head collisions 
account for the highest incidence (35%) of rugby league 
concussive impacts, with both tacklers and ball carriers at 
greatest risk for injury [1]. There are two common methods 
of shoulder tackles in rugby league: the ball carrier “fend” 
and the defensive tackle [3].  

While some studies report that the ball carrier is at a greater 
risk of sustaining a concussion [4], others have 
demonstrated a greater incidence of tacklers being removed 
from play for sideline concussion evaluation [1]. Given this 
discrepancy, the purpose of this study was to compare 
dynamic response and brain tissue deformation for 
concussive impacts to determine if an association existed 
between tackling technique, player position, and reported 
rates of concussion. 

METHODS 
Video analysis was used to establish the parameters to 
reconstruct the real-world concussive events in laboratory. 
Professional-level rugby league footage provided high-
quality game videos, differing camera angles, and instant 
replays of concussive impacts to allow for an appropriate 
estimation of the impact location, velocity, and compliance 
for each reconstruction. 

Ten cases of the tackler being injured and ten cases of the 
ball carrier being injured were reconstructed using a 
pneumatic linear impactor striking an instrumented 50th 
percentile Hybrid III headform. The headform was 
positioned according to the reconstruction data collected 
during the video analysis, with the position of the impacting 
arm corresponding to the referenced locations, and the 
neckform angled based on the real-world event. 

RESULTS AND DISCUSSION 
There was no significant difference between the two impact 
conditions for peak resultant linear (a) and rotational 

accelerations (α), maximum principal strain (MPS), striking 
velocity (v) and duration (t) (Table 1).  

Table 1. Dynamic response and MPS results for defensive 
tackler and ball carrier shoulder-to-head reconstructions 

Ball carrier Defensive tackler 
a (g) 34.16 (18.00) 27.67 (13.23) 

α (krads/s2) 4.42 (1.84) 3.81 (1.00) 
MPS 0.41 (0.12) 0.41 (0.10) 

v (m/s) 4.79 (0.91) 5.20 (0.95) 
t (ms) 30.72 (4.97) 30.75 (4.73) 

There was no significant difference in inbound velocity 
during shoulder-to-headform reconstructions, when the 
tackler was injured in comparison to the ball carrier. 
Shoulder impacts in rugby league result in a longer duration, 
lower magnitude event, as opposed to the short duration, 
higher magnitude relationship reported in previous rugby 
union research [2]. 

CONCLUSIONS 
The main objective of this study was to compare dynamic 
response and brain tissue deformation in ball carriers and 
tacklers during rugby league shoulder-to-head concussive 
impacts. The results yielded no significant differences in 
dynamic response or MPS metrics between impacting 
offensive and defensive players during these concussive 
events. Shoulder impacts in rugby league result in a longer 
duration, lower magnitude event, as opposed to the short 
duration, higher magnitude relationship reported in previous 
rugby union concussion research. This study reflects the 
importance of accounting for impact compliance when 
describing the risk associated with collisions. 
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INTRODUCTION  
Advancements in American football helmet designs have led 
to dramatic reductions in the incidence of traumatic brain 
injury (TBI) [1]. However, despite helmet use, concussion 
rates remain high in football [1].  The discrepancy between 
mechanism of injury and current helmet design objectives 
have led to non-optimal protection for concussive injury 
risk.  Researchers have shown concussion is primarily the 
result of tissue strain [2]. Due to the low shear modulus, 
inhomogeneity, and anisotropic nature of brain tissue, the 
extent to which tissue is strained is strongly influenced by 
directionality and degree of three-dimensional (3D) brain 
motion [3,4].  Consequently, motion of the brain in certain 
axes may be more detrimental than others as resilience of 
the head/brain system varies and is influenced by changes in 
the direction of the impact vector. Therefore, to provide 
information for helmet innovation aimed to reduce the risk 
of concussive injury, an understanding of how brain motion 
influences tissue strain magnitudes under various impact 
conditions (location and direction) is required. Determining 
the correlation between the three directional components of 
3D brain motion, the dominant directional component, the 
resultant, and tissue strain will allow helmet designers to 
target reductions to the impact response variable most 
strongly associated with higher strain values. The purpose of 
this study is to determine correlations between directional 
components of 3D brain motion, the dominant component, 
the resultant component, and brain tissue strain. 

METHODS 
Dynamic response is collected by impacting a bare and 
helmeted 50th percentile Hybrid III head-form with a linear 
impactor. A standard American football helmet with 3D 
engineered liner structures was used (m=2016g).  Impacts at 
20 conditions (5 locations, 4 directions) were replicated 
three times for repeatability.  

Nine single-axis Endevco accelerometers (Endevco, San 
Juan Capistrano, CA) were used and signals were passed 
through a TDAS Pro Lab system (DTS, Calabasas, CA) 
before being processed by TDAS software. The output from 
the DTS software is the (X,Y,Z) and resultant (R)  linear and 
rotational acceleration (dynamic response) loading curves. 
Dominant coordinate axis is defined as the coordinate 
component with the greatest peak magnitude. 

Brain deformation, measured as maximum principal strain 
(MPS), is established using the University of College Dublin 
Brain Trauma Model (UCDBTM). Correlations between 
peak resultant, peak coordinate components, peak dominant 
component and MPS were determined collapsing across 20 
impact conditions and two impact velocities (2.0 and 4.0 
m/s) for the bare and helmeted impacts individually.  

RESULTS AND DISCUSSION 
For bare headform impacts, strong correlations exist 
between peak resultant linear acceleration, peak dominant 

linear acceleration, peak resultant rotational acceleration, 
peak dominant rotational acceleration and MPS. Moderate 
correlations exist between the peak coordinate components 
X,Y,Z of dynamic response and MPS. The same level of 
correlation exists for the helmeted impacts, indicating the 
helmet does not significantly change the overall directional 
motion of the head.  

Dynamic
Response 

Component
r Value 

Bare Helmeted

L
in

ea
r 

Resultant  0.897 0.841 
Dominant 0.869 0.806 

X  0.482 0.559 
Y  0.659 0.580 
Z  0.558 0.707 

R
ot

at
io

na
l Resultant  0.907 0.926 

Dominant 0.888 0.907 
X  0.656 0.729 
Y  0.459 0.700 
Z  0.707 0.671 

Table 1: R values for peak resultant, dominant and 
coordinate components of linear and rotational acceleration 
and MPS for bare and helmeted conditions 

The results show a high correlation between peak resultant 
dynamic response and MPS.  This supports the use for 
helmet performance evaluation in terms of injury risk 
protection when using MPS as the measure of injury risk.  

However, in order to improve helmet technology, dominant 
coordinate axis, which is also strongly correlated to MPS 
should be used. The resultant of dynamic response 
represents the combined motion of the brain. However, the 
dominant coordinate dynamic response is able to provide a 
better representation of the direction of the brain motion. 
Technology to manage specific brain motion should be 
developed in order to reduce MPS.  Future helmet 
innovations and helmet designs should target dominant 
coordinate response metrics to improve head protection. 

CONCLUSIONS 
Current football helmets are not designed to specifically 
manage the direction of impact accelerations. When 
developing helmet technology for American football, it is 
important to consider targeting reductions in the dominant 
coordinate component of brain motion in order to reduce 
magnitudes of maximum principal strain.  
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INTRODUCTION  
It has been well established that American football 
participation carries with it one of the highest risks/rates 
associated with head and brain injury. Much of the 
biomechanical research to date has primarily examined risk 
in terms of concussion. Typically the player being struck by 
another is at greatest risk of sustaining a concussion, resulting 
in the offensive team being more vulnerable to injury [1]. 
However, American football like many contact sports has a 
high risk of sustaining repetitive brain trauma associated with 
neurological disorders [2].  Contact using the head is integral 
to how this game is played, resulting in a high frequency of 
head contact experienced during a game and over a season. 
Impacts not manifesting through signs and symptoms that we 
are accustom to recognizing as injury may still be causing 
metabolic and/or physiological changes within the brain [3]. 
The difference in brain response between a striking and a 
stuck player during the same collision has not yet been 
documented. Therefore the purpose of this study is to 
examine the difference between both players involved in the 
collision in the context of strain magnitude on brain tissue. 

METHODS 
Game video of ten helmet-to-helmet impacts in professional 
American football was reconstructed in laboratory. Inbound 
velocity was calculated by establishing the distance between 
the heads of both players three to five frames prior to the 
impact using a perspective grid of known field dimensions 
(Kinovea 0.8.20). The ten impacts varied in terms of impact 
location (front, front boss, side, rear boss, rear, crown) and 
inbound velocity ranged from 2.5-7.9m/s. All event 
reconstructions were performed using two 50th percentile 
adult male Hybrid III headforms (4.54 ± 0.01 kg) 
instrumented with nine single-axis Endevco accelerometers 
sampled at 20 kHz. The headform representing the struck 
player was attached to a neutral unbiased neckform (1.54 kg) 
with similar mass and dimensions of the Hybrid III headform; 
a stiff Hybrid III neckform was used for the striking player to 
represent minimal neck bending characteristic of the striking 
player [4]. A linear impacting system with a free-moving 
tubular arm (1.28 m; diameter 0.05 m; 16.1 kg) and supported 
stationary frame was used to reconstruct all events. The neck 
of the striking player was attached to the end of the impact 
arm using an L-frame via an angled wedge of either 15°, 30° 
or 45° in order to obtain the desired neck angle. The arm was 
pneumatically accelerated using a piston and compressed air, 
which was fully released prior to impacting the struck 
player’s head. Both players were outfitted with a large 
football helmet of identical brand and model and three impact 
trials were performed for each event. Dynamic response time 
histories of the three-dimensional head motion were used as 
input into the University College Dublin Brain Trauma 

Model to determine peak tissue maximum principal strain 
(MPS) within the cerebrum corresponding to each impact.	

RESULTS AND DISCUSSION 
Results from ten helmet-to-helmet impact events are 
presented in Figure 1. 

Figure 1: Maximum principal strain experienced by striking 
and struck players during helmet-to-helmet collisions. 

MPS experienced by the struck player ranged from 0.08- 0.41 
and striking player MPS ranged from 0.09-0.34 for the 10 
case events. An independent samples t-test revealed no 
significant differences between the struck ((M=0.218, 
SD=0.119) and striking (M=0.200, SD=0.072) players 
t(58)=0.699, p=0.487. Interestingly, as the energy of the 
impact increased (higher velocity events) the struck player 
trended towards higher brain tissue strains. Also noteworthy 
is that both players experienced brain strain levels that have 
been associated with functional impairment of signal 
transmission in the absence of structural damage [5,6]. 

CONCLUSIONS 
The tendency for struck players to experience higher strains 
at higher energy helmet-to-helmet collisions compared to 
their striking opposition may help explain why these players 
are typically more vulnerable to concussions. On the other 
hand, collisions are causing strain levels high enough to elicit 
a tissue response in both players. The conception that it is less 
dangerous to be on the striking end of a head collision may 
be providing a false sense of security when considering the 
long-term consequences of brain trauma.  
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INTRODUCTION  
Research in head injuries in American football has increased 
as a result of their potential long-term effects and influences 
on player’s mental well-being. Despite the continued effort to 
design safer equipment and implement rule changes, the rate 
of concussions in football remains high. At this moment, 
there is no one metric that is able to predict the risk of an 
impact. It is important to understand how players are injured 
in order to find ways to better protect them.  

Currently, brain injury research and helmet standard testing 
use metrics and thresholds that are more reflective of TBI 
injury. Metrics that identify risk of concussive injury across 
multiple events within a sporting environment may be more 
useful in improving standards for head injury and helmet 
design.  Different events in football have distinctive impact 
parameters, which create unique loading conditions for the 
brain during an impact. Evaluating these impacts using 
multiple variables can aid in determining if multiple variables 
are needed to capture a greater portion of risk within the 
game. The purpose of this study is to evaluate the predictive 
ability of common head injury metrics to distinguish between 
injury and non-injury events in American football.  

METHODS 
Five elite American football seasons were analyzed from 
2009/2010 to 2013/2014 for concussive and non-concussive 
events. All concussive events were identified using publicly 
available official team reports of brain injury from team 
physicians. All non-concussive cases were impacts that 
resulted in the player remaining in the game as well as the 
following game with no injuries reported. The impacts that 
led to the concussion and non-concussion outcomes were 
then analyzed in video software to obtain variables required 
for laboratory reconstruction (inbound velocity, impact 
location, injury event).  

A pneumatic linear impactor impacted a helmeted hybrid III 
headform equipped with 9 single axis accelerometers with a 
shoulder or helmet striker at the location and velocity 
identified during video analysis. The shoulder impactor was 
a 0.142m  0.001 thick VN 602 foam with an American 
football shoulder pad and the helmet striker consisted of a 
0.0357  0.001 m thick VN 602 striker with a nylon cap.  
Three trials were completed per impact event reconstruction 
and peak resultant linear and rotational acceleration and 
rotational velocities were calculated. The time histories from 
resultant linear and rotational acceleration were used as 
inputs into the University of College Dublin Brain Trauma 
finite element model to determine MPS. All reconstruction 
data was analyzed using a univariate logistic regression to 
determine the predictive capacity of each variable. 

RESULTS AND DISCUSSION 

The results of the video analysis found 82 helmet-to-helmet 
impacts (22 non-injury; 60 injury) and 38 shoulder-to-head 
impacts (13 non-injury; 25 injury). The concussive helmet-
to-helmet kinematic and MPS results were comparable to 
what is reported in current literature [1]. However, the 
shoulder impacts produced kinematic results below reported 
thresholds yet still yielded injurious stain variables [1,2] 

The logistic regression for the helmet to helmet indicated all 
metrics to be significant in predicting concussive injury with 

MPS having the largest % correct classification. For shoulder 
impacts, peak linear and rotational acceleration were the only 
significant metric in predicting injury. This result may 
suggest that MPS may not be sensitive enough to unique 
loading conditions from high compliance events such as 
shoulders to capture the differences between injury and non-
injury. A new metric that is more sensitive to human tissue 
tolerance of injury may be needed for events of higher 
compliances.  

CONCLUSIONS 
The results of this study show the limitations of using a 
single biomechanical metric to predict risk, as not all 
variables were sensitive enough to predict injury across 
events. These findings should be considered for 
improvements to current helmet standards and innovative 
design to decrease risk of head injury in American football. 
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INTRODUCTION  
The knee adduction moment (KAM) is a surrogate measure 
for medial compartment knee loading and is related to 
osteoarthritis progression. The KAM has two peaks during 
the stance phase of walking. In general, toe-in and toe-out gait 
modifications reduce the first and second KAM peaks, 
respectively [1]; however, not all subjects reduce their peak 
KAM when assigned the same intervention [2]. We 
hypothesized that subjects would reduce their larger KAM 
peak by more when walking with a subject-specific foot 
progression angle (FPA) than when all subjects were assigned 
the same toe-in or toe-out modification.  

Knee loading is also affected by the knee flexion moment 
(KFM) and quadriceps-hamstring co-contraction [3,4]; 
increased knee loading could be transient from learning a new 
movement pattern or a result of the gait modification itself. 
We also hypothesized that the KFM and quadriceps-
hamstring co-contraction would increase when subjects 
initially learned their subject-specific FPA, but would reduce 
to baseline levels following 20 minutes of training. 

METHODS 
Twenty healthy adults walked on an instrumented treadmill 
while marker positions, ground reaction forces, and 
electromyograms from the vastus lateralis and biceps femoris 
were synchronously recorded. Subjects walked normally, 
then were given real-time vibrotactile feedback teaching them 
to toe-in and toe-out by 5° and 10° relative to their natural 
FPA. Each subject’s subject-specific FPA was determined as 
the angle at which they maximally reduced their larger KAM 
peak. Subjects then trained with feedback for 20 minutes to 
walk with this FPA. 

Medial contact force was estimated with a linear regression 
using the KAM and KFM peaks [3,5]. Electromyograms 
normalized to maximal activation during normal walking 
were used to compute quadriceps-hamstring co-contraction 
[6] during the loading response, midstance, terminal stance, 
and terminal swing phases of the gait cycle. Paired t-tests 
were used to compare peak knee moments, medial contact 
force, and co-contraction between different trials with a 
significance level of p<0.05. Reported values are mean±SD. 

RESULTS AND DISCUSSION 
Eighteen of 20 subjects significantly reduced their larger 
KAM peak with a change in FPA, 8 by toeing-in and 10 by 
toeing-out. Five subjects had a larger first KAM peak, and 
reduced this peak the most by toeing-out, potentially due to 
the significant increase in step width observed when all 
subjects toed-out compared to baseline. When all subjects 
walked with their subject-specific FPA, they reduced their 
larger KAM peak by 18.6±16.2% which was significantly 
greater than the 7.7-11.0% reductions achieved when all 
subjects adopted the same FPA modification (Figure 1). The 

peak KFM increased by 12.4±23.1% (p=0.027) when 
subjects first walked with their subject-specific FPA 
compared to baseline. As a result, only 13 subjects 
significantly reduced their medial contact force, with an 
average reduction among all subjects of 6.7±6.2%. Following 
20 minutes of training, the peak KFM remained significantly 
greater than baseline. 

Co-contraction increased significantly compared to baseline 
when subjects first walked with their subject-specific FPA 
during all 4 analyzed phases of gait, but returned to baseline 
levels following 20 minutes of training for all phases of gait.  

Figure 1: When walking with their subject-specific foot 
progression angle (SS FPA), subjects reduced their peak 
KAM and medial contact force by more than when they all 
toed-in (TI) or toed-out (TO) by 5° or 10° (*p<0.05). 

CONCLUSIONS 
Subject-specific gait modification can reduce the KAM by 
more than assigning the same modification to all subjects, 
making it a potentially promising intervention to slow the 
progression of medial compartment knee osteoarthritis. 
Additionally, for gait modifications that reduce the KAM but 
increase the KFM, considering the effect of the KFM on 
medial contact force gives a more comprehensive view of 
medial compartment loading than analyzing the KAM alone.  

ACKNOWLEDGEMENTS 
This work was supported by the NSF Graduate Research 
Fellowship Program (DGE-114747) and the VA Rehab R&D 
Service (Merit Review Award Number I01 RX001811).  

REFERENCES 
1. Simic M, et al., Osteoarthr. Cartil. 21:1272-1280, 2013.
2. Hunt MA, et al., Osteoarthr. Cartil. 22:904-911, 2014.
3. Walter JP, et al., J. Orthop. Res. 28:1348-1354, 2010.
4. Tsai LC, et al., J. Orthop. Res. 30:2007-2014, 2012.
5. Manal K, et al., Osteoarthr. Cartil. 23:1107-1111, 2015.
6. Damiano DL, et al., Arch. Phys. Med. Rehabil. 81:895-

900, 2000.



IDENTIFICATION OF GAIT SPEED DEFICIT CAUSES AFTER TOTAL HIP REPLACEMENT SURGERY 

Vassilios G. Vardaxis 
Department of Physical Therapy, College of Health Sciences; Human Performance Laboratory; 

Des Moines University, Des Moines, IA, USA 
Corresponding author email: vassilios.vardaxis@dmu.edu 

INTRODUCTION  
Individuals with end-stage hip Osteoarthritis (OA) have 
been shown to walk at slower speeds and take smaller steps, 
with pain been the limiting factor. Total Hip Arthroplasty 
(THA) is an effective surgical intervention for these 
individuals providing relief of pain and functional mobility. 
Despite these significant improvements, literature findings 
show persisting post-THA shortcomings, such as: walking 
speed, hip range of motion (ROM) and strength, with 
ambulatory ability implications [1]. The ambulatory ability 
of the patients post-THA is one of the most common and 
useful outcome measures, it is considered a pre-requisite for 
discharge purposes and has been reported to predict 
independence in mobility, hospitalizations, and fall-risk [7], 
however, such benefits claimed by different versions of the 
minimally invasive surgery (MIS) surgery have not been 
substantiated by the literature [2,3,8]. In individuals with hip 
OA walking speed is reduced pre-surgery and continues to 
be limited up to one year post-THA [4]. A strong 
relationship has been shown between walking speed and 
peak anterior ground reaction force (aGRF) [5]. The primary 
contributors to peak aGRF are the trailing limb angle (TLA) 
and ankle plantarflexion moment (Ma) [6]. The purpose of 
this study was to determine the effectiveness of two MIS 
surgeries on the restoration of the walking ability of THA 
patients following surgery as reflected by the percent 
contribution of the TLA and Ma mechanisms to augment 
walking speed.  

METHODS 
Forty (N=40) terminal stage hip OA patients were recruited 
to participate in the study. Twenty received PL and twenty 
DA minimally invasive THA and were given standard post-
operative care. All patients had gait analysis done on them 
using the Helen Hays model and were tested over 4 visits to 
the lab: at Pre, 3, 6, and 12 months post-surgery. During 
each visit the patients were asked to walk at a self-selected 
walking speed across a 10m walkway. Kinetic and 
kinematic data were collected using Cortex 1.1.4 (Motion 
Analysis Corporation). Spatio-temporal gait parameters 
along with trailing limb angle (TLA), peak anterior ground 
reaction force (aGRF), external ankle moment (Ma), and 
ankle moment arm data were produced in Visual3D (Figure 
1A). The contributions of TLA, external Ma, their 
interaction, and moment arm to changes in aGRF during the 
early (Pre to 3 months) and late (3 to 12 months post-
surgery) rehabilitation period were assessed [6]. Statistical 
analyses on these results were done in SPSS 22 (IBM). 

RESULTS AND DISCUSSION 
The patient walking speed increased significantly from 0.85 
to 1.08 m/s over the year, however, it remained significantly 
lower than age matched controls. The peak aGRF was 
highly correlated to walking speed, as expected (Figure 1B). 
Regardless of the surgery type, the overall contribution of 

TLA and Ma to aGRF was heavily weighted towards the 
TLA (57.8% and 27.9%, respectively). The pooled across 
surgery contribution of the Ma decreased significantly over 
time (31.3% to 23.5%), while the TLA contribution 
increased from 52.5% to 67.3%, indicative of the relative 
importance of the ankle moment in the early rehabilitation 
stages. There were no differences in TLA and Ma 
contribution to the propulsive force between groups in the 
late rehabilitation stage, however, in the early rehabilitation 
stage the PL group was found to rely more on the Ma as 
compared to the DA group (p<0.05). Over time the PL 
group significantly increased the TLA and decreased the use 
of the Ma mechanism to generate propulsive force (p<0.05). 

Figure 1: (A) TLA and Ma contribution to aGRF, (B) 
Correlation between aGRF and walking speed by group. 

The pooled TLA plus Ma contributions, accounted for 
83.9% and 90.1% of the change in the peak aGRF 
propulsive force of the surgery limb at the early and late 
post-THA rehabilitation period, respectively. Contributions 
by the contralateral limb and other body parts to propulsive 
force during gait were not considered in this analysis.  

CONCLUSIONS 
TLA is the predominant mechanism used to increase 
walking speed in the THA patients. The PL surgery group 
seems to use the ankle moment (Ma) mechanism more 
during the early rehabilitation period. The breakdown 
protocol of the surgical limb contributions to aGRF can be 
used to identify surgery specific discrepancies and possible 
patient specific weaknesses post-THA surgery. 
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INTRODUCTION  
Stair negotiation is one of the more difficult daily activities 
reported by total knee replacement (TKR) patients.  Patient 
dissatisfaction with TKR outcomes ranges from 6-19%, with 
patients often citing an inability to perform certain activities. 
Dissatisfied TKR patients have reported increased difficulty 
with stair negotiation, however it is unknown what the 
underlying mechanical issues are for this population. 
Therefore, the purpose of this research was to examine the 
knee joint biomechanics of dissatisfied TKR patients during 
stair descent. 

METHODS 
A total of nine dissatisfied TKR patients (34.6±14.3 months 
from surgery), 15 satisfied TKR patients (29.3±12.8 months 
from surgery), and 15 healthy participants performed stair 
descent trials on a five-step instrumented staircase at a 
preferred gait speed.  Patient satisfaction was assessed using 
a five point Likert scale (very dissatisfied, dissatisfied, 
neutral, satisfied, very satisfied), with neutral responses 
being excluded.  Kinematics and kinetics were measured 
using a 12-camera Vicon motion analysis system (240Hz) 
and two AMTI force platforms (1200Hz) to which the 
staircase was secured.  Internal knee joint moments and 
ground reaction forces were calculated using Visual3D.  A 
2x3 (limb x group) mixed model ANOVA was used for 
statistical analysis (p<0.05). 

RESULTS AND DISCUSSION 
There were significant interactions for 1st and 2nd peak knee 
extension and abduction moments (Table 1).  The 
dissatisfied group showed lower knee extension and 
abduction moments in their replaced limb. The 2nd peak 
vertical ground reaction force (VGRF) and 1st and 2nd peak 
knee internal rotation moments showed lower moments for 
replaced limbs compared to non-replaced limbs.  First peak 
VGRF was reduced for dissatisfied group compared to 

satisfied and healthy groups.  The dissatisfied TKR group 
had significantly increased pain levels on their replaced limb 
compared to all other groups and limbs.  The dissatisfied 
group had reduced gait speed compared to the satisfied and 
healthy groups. 

Reductions in knee extension moments have previously 
been shown to occur with reductions in gait speed for TKR 
patients [1].  The reduction for the dissatisfied group in their 
replaced limb may be related to the joint pain, which in turn 
causes them to walk slower.  Increased pain and slower 
speed may lead to an extension moment avoidance gait 
pattern which alters the gait, creating some additional joint 
moment reductions in the frontal plane.  This renders the 
given task more difficult to complete. 

CONCLUSIONS 
Increased pain levels lead to reduced descent speed and peak 
loading-response and pushoff sagittal plane knee joint 
moments in dissatisfied total knee replacement patients 
during stair descent.  This creates an asymmetry in the 
extension loading response moment for the dissatisfied 
group, with the non-replaced limb showing increased joint 
moments whereas the satisfied and healthy groups do not 
have that imbalance.  This contributes to reduced gait speed 
due to an inability to load the replaced knee compared to the 
non-replaced knee. 
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Table 1.  Peak Vertical Ground Reaction Force (BW), Internal Knee Joint Moments (Nm/kg), Pain levels (0-10), and Gait 
Speed (m/s) during stair descent. 

Dissatisfied 
Replaced 

Dissatisfied 
Non-Replaced 

Satisfied 
Replaced 

Satisfied Non-
Replaced 

Healthy Interaction 
p value 

1st Peak VGRF# 1.24±0.25 1.34±0.19 1.52±0.19 1.59±0.19 1.44±0.09 0.2213 
2nd Peak VGRF* 0.91±0.05 0.97±0.09 0.87±0.05 0.93±0.07 0.89±0.10 0.0600 
1st Peak Ext. Moment 0.39±0.22ABCD 0.69±0.34 0.74±0.23 0.83±0.29 0.85±0.31 0.0079 
2nd Peak Ext. Moment 0.78±0.17ABD 1.09±0.27B 0.88±0.26A 1.05±0.23 0.95±0.18 0.0022 
1st Peak Abd. Moment -0.40±0.17BD -0.56±0.13 -0.61±0.21 -0.55±0.23D -0.69±0.19 0.0002 
2nd Peak Abd. Moment -0.35±0.19D -0.48±0.18 -0.41±0.18 -0.36±0.14D -0.51±0.11 0.0002 
1st Peak Int. Rot Moment* 0.10±0.04 0.13±0.10 0.13±0.06 0.17±0.08 0.08±0.05 0.4313 
2nd Peak Int. Rot. Moment* 0.14±0.07 0.20±0.10 0.18±0.08 0.20±0.07 0.12±0.05 0.2498 
Pain 3.39±2.42ABCD 0.00±0.00 0.00±0.00 0.13±0.52 0.07±0.26 <0.0001 
Gait Speed# 0.44±0.16 0.64±0.09 0.63±0.09 NA
A Significantly different from contralateral leg of same TKR group, B Significantly different from contralateral leg of satisfied 
TKR group, C Significantly different from same leg of satisfied TKR group, D Significantly different from healthy group. 
#Group Main Effect (p<0.05), *Limb Main effect (p<0.05). 
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INTRODUCTION  
Incidence of osteoarthritis (OA) is steadily increasing 
amongst the developed world, with the knee being the most 
commonly affected joint. Total Knee Replacement surgery is 
a common procedure to treat moderate to late stage OA of the 
knee. The outcome of surgery is typically measured using 
patient reported outcome measures, however there is a 
growing wealth of evidence that self-reported measures   of 
function have limited use in detecting changes in 
performance-based function [1] [2]. 
A Dempster-Shafter theory (DST) classification technique 
has been previously shown to accurately discern 
biomechanical data between healthy and osteoarthritic (OA) 
knee function arriving at a degree of belief of OA, non-
pathological function and uncertainty [3]. Alongside 
discriminating OA biomechanical function, this also 
facilitates the objective quantification of post-operative 
recovery. This study proposed to compare techniques to 
assess changes in gait biomechanics following TKR surgery, 
and compare these to commonly used PROMs. 

METHODS 
1. Training the classifier on OA gait biomechanics
Human motion analysis (HMA) was initially performed on 31 
non-pathological (NP) and 41 subjects with late stage knee 
OA whom had been recommended for TKR surgery. Subjects 
walked barefoot over-ground at a self-selected pace.  
Hip, knee and ankle kinematics and kinetics were calculated 
within Visual 3D (C-Motion, USA). Principle component 
analysis was performed on the data to identify distinct 
biomechanical features, and the original data was then 
reconstructed using these components to interpret the clinical 
relevance of each biomechanical feature.  
The first three principle components were initially selected 
for each variable, resulting in 70 discrete variables per 
subject. The data set was randomly split into two groups (15 
NP, 21 OA) and (16 OA 20 NP), and the DST classifier was 
used to rank the input variables for both data sets. 18 
biomechanical variables identified as being highly ranked in 
each group were retained for further analysis. Subjects were 
then classified using DST, using these 18 biomechanical 
features, to arrive at degrees of belief of OA and NP 
biomechanical function, and uncertainty, U.  

2. Quantifying changes following TKR surgery
Of the 41 subjects, 22 have returned 12 months post-
operatively, and the same methodology was utilized to 
objectively summarise biomechanical improvement 
following surgery. Function improvement in gait 
biomechanics was quantified as a reduction in the belief of 
OA, B(OA). This objectively defined biomechanical 
recovery was compared to the Oxford Knee Score and Knee 
Outcome Survey PROMs.  

RESULTS AND DISCUSSION 
The trained DST classifier could accurately discriminate OA 
function, resulting in a leave-one-out cross-validated 
classification accuracy of 98.6%.  
Within the 22 TKR subjects, pre-operatively, B(OA) was 
significantly moderately correlated with KOS (r=-.545, 
p=0.004) and OKS (0.507, p=0.008), however there was no 
relationship to PACS pain.  
Postoperatively, B(OA) was significantly moderately 
correlated to all three scores (KOS – r=-0.6, p=0.002, OKS, 
r=-0.652, p=0.01, PACs, r=-0.509, p=0.015). 
Figure 1 displays the pre-and post-operative B(OA) for each 
subject. Reduction in B(OA) following surgery was variable, 
with no clear groups of improvement, with only 12 subjects 
achieving a B(OA) of less than 50%. The biomechanical 
features which improved most considerably following 
surgery were those representing a biphasic nature of the hip 
adduction moment (p<0.001) and the vertical ground reaction 
force (p<0.001). Also, highly rated was a complex feature 
which reconstructed both a reduced ROM throughout stance 
phase, and a delayed peak knee flexion angle (p=0.0012). 

Figure 1: Arrow chart of individual changes in B(OA) for all 
22 subjects from pre to post-surgery of the operative leg 

CONCLUSIONS 
Biomechanical improvement following TKR surgery was 
variable, with some subjects achieving little benefit or 
performing worse following surgery. These changes are only 
moderately correlated with OKS and KOS outcome 
measures. Further work is needed to explore why some 
patients received little or no improvement in objectively 
measured gait function following surgery. 
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INTRODUCTION 
In the human hip, pain and reduced function are the major 
symptoms of coxarthrosis, and, in severe cases, Total Hip 
Arthroplasty (THA) is the only solution. The main THA 
goals are pain relief and restoration of normal mobility. 
Following THA, several factors, e.g. femur and acetabular 
cup implant design and the femoral head diameter relating to 
the femoral neck ratio, can alter normal hip ROM and may 
result in cup-to-neck contact [1]. Past literature has 
investigated the issues associated to this ROM by using 
experimental methods, mathematical modeling and 
computer simulations, but no direct in-vivo analyses have 
been reported. Clinical measurements are not accurate 
enough in this context, and careful joint motion from 
instrumental gait analysis is necessary. It is hypothesized 
that larger femoral head diameters lead to larger ROM, 
which also reduces the risk of cup-to-neck contact at 
extreme arcs of motion.  

Therefore, the purpose of this study is to uniquely combine 
gait analysis, and radiograph examination to assess in vivo 
ROM limitations and likely cup-to-neck contact risk, in 
THA patients implanted with differing femoral head 
diameters. 

METHODS 
11 patients undergone a cement-less THA procedure, and 
were randomly allocated into three differing head diameter 
groups, respectively a 28mm (Corail Pinnacle Acetabular 
System), and 36 and 40mm (Corail Delta Motion). At 12 
month follow up gait analysis (8-camera Vicon 612 system 
synchronized with 2 force Kistler platforms and an 8-
channel EMG Cometa system) was conducted using an 
established protocol [2,3]. ROM was measured in extreme 
exercises such as: full squat, lunge backward, lunge forward, 
hip step, tailor sitting and squat. Flexion/extension (Fle/Ext), 
abduction/adduction (Abd/Add) and internal/external 
rotation (Int/Ext) were calculated accordingly. 3D 
fluoroscopy was also conducted on the same patients [3,4] 
to derive cup-to-neck distance information. 
ROM was calculated from gait analysis data using 3 
methods, with the goal also to select the best representation. 
Method 1 identifies the patient’s maximum or minimum 
value separately in each of the three anatomical planes. 
Method 2 identifies the patient’s maximum or minimum in 
the Fle/Ext, and then selects the corresponding values in 
Abd/Add and Int/Ext. Method 3 identifies maximum or 
minimum values in each motion direction, during the 
interval of 45-55% of the gait cycle. Additionally, certain 
motor tasks were combined to investigate absolute ROM 
when transferring between the two tasks, e.g. lunge 
backward and forward for large Flex/Ext ROM. 
A paired t-test was used to establish any significant 
differences between methods. Regression analysis was 
conducted to identify correlations between ROM and 
distance. P value < 0.05 was considered as significant. 

RESULTS AND DISCUSSION 
Good maximum hip joint ROM in Fle/Ext was found as 
102.5°, 30.7°, 99°, 109.2°, 91.8° and 107.5° respectively in 
the six exercises. In Abd/Add and Int/Ext maximum ROM 
were 39.3° and 55.8° found in lounge forward hip step. 
Method 1 was found the most variable and methods 2 and 3 
more consistent inter-patients. Significant correlations 
between cup-to-neck distance and the three joint rotation 
ROM were found in method 3. 
Linear regression analysis revealed a general consensus 
between the 3 methods and ROM, with significant positive 
correlations in Int/Ext when increasing head diameter, 
except in stepping from 36 to 40 mm (Figure 1). Positive 
correlations in Fle/Ext between 28 and 36mm were also 
found. A few significant negative correlations were found in 
the 36-to-40 mm step, likely due to small sample size. A 
significant positive correlation between the cup-to-neck 
distance and head diameter was found only in squat. 

Figure 1: Int/ext Linear Regression Correlation of Head 
Diameters 28-36-40 mm. 

CONCLUSIONS 
The results confirm the hypothesis, increasing head diameter 
size in turn increases the ROM, reliably represented when 
using data from 45-55% of the gait cycle (Method 3). No 
risk of cup-to-neck contact was observed in patients during 
extreme motor tasks; therefore successful ROM assessment 
was conducted in vivo combining gait analysis with X-ray 
examinations. This study can contribute to future THA 
biomechanical analyses in identifying ROM and risk of cup-
to-neck contact. 
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INTRODUCTION  
The use of three-dimensional (3D) imaging and planning is 
becoming more frequent in shoulder arthroplasty. 
Visualizing the bone defect in three dimensions helps to 
quantify a glenoid bone defect and so improves the decision-
making process [1, 2]. To describe the glenoid morphology 
several classification systems are available in literature [3, 4, 
5]. However, most of these classification systems are only 
based on two dimensional views and do not incorporate 
information in the third dimension when available. 

In this study we combined two commonly used 
classification systems for glenoid bone defects: the Wallace 
classification method [4] in the axial view and the Antuna 
classification method [5] in the frontal view. This resulted in 
a three dimensional classification method that is easily 
applicable by surgeons. Moreover, a workflow is presented 
to semi-automatically and objectively classify a glenoid 
bone defect according to the presented classification system. 

METHODS 
A statistical shape model (SSM) containing 64 healthy 
scapulae was set up to reconstruct glenoid bone defects, as 
described in Vanden Berghe 2016 [6]. Ten scapula CT scans 
with varying glenoid bone defects were selected and 
converted to 3D meshes. The defect glenoid was manually 
cut out and the SSM was fitted to reconstruct the original 
glenoid shape. 

The reconstructed glenoid surfaces were then used to assess 
the glenoid bone loss. Bone loss was defined as the distance 
between the reconstructed glenoid surface and the defect 
surface, and was assessed at all points on the reconstructed 
glenoid surface. The color plot in Figure 1 shows the bone 
loss at each point of the reconstructed glenoid surface. 

Figure 1: A scapula with a glenoid bone defect (left) and the 
corresponding color plot of this bone defect (right). The 
color plot illustrates the amount of local bone loss. 

Next, the reconstructed glenoid surface was divided in 4 
regions: superior, inferior, anterior and posterior. The 
percentage of bone loss in each region was computed. If the 
difference in bone loss between opposite regions exceeded a 
certain threshold, then the respective region was assigned to 
the bone defect. If the bone loss was spread equally over the 
4 zones, the defect was classified as a central bone defect. 
This descriptive classification method is based on Antuna 
2001. [5] 

Using the point correspondence of the SSM, the lateral 
coracoid base and the medial spinoglenoid notch could be 
automatically indicated on the reconstructed scapula. These 
landmarks were used to define the Wallace zones [4] and the 
relevant Wallace type of the bone defect: The points on the 
reconstructed glenoid surface were projected towards the 
defect surface and the location of those projected points was 
compared with the location of the two landmarks. If the 
percentage of points in zone two or three reached a certain 
threshold, then a Wallace type 2 or 3 was assigned. 

RESULTS AND DISCUSSION 
This study combines two commonly used classification 
systems and presents a semi-automated workflow to classify 
a glenoid bone defect accordingly. Using this automatic 3D 
classification method, all 10 glenoid bone defects could be 
classified with a Wallace type and an Antuna region. One of 
the bone defects is illustrated in Figure 1 and was classified 
as a Wallace type 2 anterior bone defect. 

CONCLUSIONS 
In this study, we were able to combine two existing 2D 
classification systems and achieve a clinically relevant 3D 
classification method. The automatic workflow enables 
integration in preoperative planning software and allows for 
objective classification of glenoid bone defects. Moreover, 
the generated color plot enables visualization of the defect in 
a way that is easily interpretable. Hence, the proposed 
method can provide a high added value in quantifying bone 
defects and making decisions in preoperative shoulder 
planning. 
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INTRODUCTION  
Knee osteoarthritic patients are known to present with 
altered muscle co-contractions [1]. However, the potential 
presentation of more global muscular dysfunction is yet to 
be established and requires the ability to detect muscle 
activation patterns which is often challenging. Li et al. [2] 
propose a Teager-Kaiser Energy Operator (TKEO) method 
which detects muscle activity by calculating the energy of a 
surface electromyography (sEMG) signal, thus taking into 
consideration both amplitude and frequency components. 
Whilst this method improves the signal to noise ratio and the 
detection of muscle action potentials [2], a baseline muscle 
activity is required to calculate a threshold above which a 
muscle is deemed active. Such baseline muscle activity has 
historically been determined using a quiet standing task [3]. 
Given the known muscle dysfunction presented by knee OA 
patients [1], investigations into the appropriateness of the 
quiet standing task in this cohort warranted exploration. This 
was undertaken as a preliminary study with a small 
subgroup of patients. 

METHODS 
This research was performed on patient data previously 
collected as part of a longitudinal investigation into the 
progression of knee OA in High Tibial Osteotomy (HTO) 
patients. Ethical approval was obtained from the Research 
Ethics Committee for Wales and Cardiff and Vale 
University Health Board. 3 knee OA patients awaiting HTO 
surgery (Age 45.7 ±2.5yrs; BMI 34.6 ±4.2; Male; Kellgren 
and Lawrence Scores 2-3) performed 5 level gait trials along 
an instrumented walkway (1,080 Hz, Bertec, USA) whilst 
wearing 7 lower limb sEMG electrodes (1080 Hz, Delsys, 
USA) and a full body marker based motion capture system 
(60 Hz, Qualisys, Sweden). sEMG electrodes were 
positioned on the rectus femoris, vastus medialis, vastus 
lateralis, semitendinosus, biceps femoris, medial 
gastrocnemius and lateral gastrocnemius after performing 
skin preparation and applying conductive gel. A quiet 
standing trial was also performed and utilized to determine 
baseline sEMG activity. 

Data processing was performed within Visual3D (C-Motion, 
USA) and Matlab®. Gait events were defined using a 
combination of ground reaction force data and automatic 
kinematic gait event detection. Movement files were 
normalised to a full gait cycle for the operative leg. Raw 
sEMG signals were band-passed filtered (20 Hz – 400 Hz) 
before applying the TKEO function, removing the DC 
offset, performing wave rectification and applying a further 
low pass filter (50 Hz). Muscles were deemed active when 
the TKEO signal remained above the baseline detection 
threshold (defined as TKEO signal mean + 6* TKEO signal 
SD during the quiet standing trial) for more than 25 ms. 
Muscle activity derived from the TKEO method was 
compared to those identified through visual inspection to 
determine the suitability of the TKEO and threshold 

detection method for a HTO cohort. This was performed on 
15 signals per muscle and a total of 105 signals. 

RESULTS AND DISCUSSION 
When visually compared to processed sEMG waveforms, 
the TKEO muscle activation method resulted in clear 
muscle activity going undetected during gait (exemplified in 
Figure 1). This was particularly problematic within the 
quadriceps muscle group, with the threshold proving too 
high for 42/45 signals. This was also evident in the 
hamstring and gastrocnemii muscles but to a lesser extent 
(14/30 and 3/30 signals). Subsequently, it appears that HTO 
patients may find the task of standing still challenging and 
activate their muscles more than healthy controls in order to 
complete the task. This is in agreement with [4] who 
recognised a need to perform a supine task when detecting 
baseline muscle activity to reduce muscular response in 
children with cerebral palsy. 

Figure 1: Example of vastus lateralis muscle activity 
detected through TKEO method (shaded orange) with the 
detection threshold set too high resulting in muscle activity 
going undetected. 

CONCLUSIONS 
HTO patients appear to over-activate their leg muscles 
during a quiet standing task which makes it inappropriate for 
the detection of baseline muscle activity. Exploration into 
the use of an alternative task which elicits lower muscular 
responses is recommended prior to the application of the 
TKEO method in HTO cohorts.  
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INTRODUCTION  
The functionality of upper extremities is a mandatory 
requirement for the performance of daily activities. 
Especially, extension and flexion movements of the elbow 
are involved which are mainly initiated by biceps, triceps 
and brachioradialis. However, in some cases the muscular 
activation of these muscles can be altered in diverse 
pathologies with a lesion of the central nervous system, for 
instance triggered by stroke. One reason for this effect can 
be spasticity which is in general described as a velocity-
dependent response of the muscles to passive stretching [1].  

A widely used method for the assessment of muscular 
activation is surface electromyography (sEMG). Further on 
a categorization of the recorded sEMG data allows us to 
show dependencies of muscular activation on different 
impact factors, for instance angular velocity during the 
movement. Adding time-frequency analysis to the 
assessment of sEMG data opens up more extensive 
possibilities for the validation of muscular co-activation in 
synergistic or normally non-synergistic muscles. One 
approach for comparing muscular activation of two muscles 
could be the calculation of coherence which correlates the 
sEMG of both muscles in the frequency domain [2].   

Based on the aforementioned approach we expect higher 
and velocity-dependent coherences in patients during 
extension movements corresponding to Lance definition of 
spasticity. 

METHODS 
Dynamic physiological and pathological elbow flexion and 
extension movements were performed by 6 patients with 
spasticity and 10 healthy subjects at different angular 
velocities (30-120°/s), joint angles (25-125°),  external loads 
(1kg, 5kg) and contraction types (eccentric, concentric). 
Thereby the muscular activity of biceps, triceps and 
brachioradialis was measured by bipolar surface 
electromyography (sEMG) and the kinematic data for the 
calculation of joint angles and angular velocities by an 
optical motion tracking system. 

After preprocessing (band-passed filtered, rectified, 
smoothed and normalized) the discrete-time analytic signal 
of the sEMG was determined by Hilbert transform, the time-
frequency distribution of the analytic signals was calculated 
and coherences between biceps, triceps and brachioradialis 
were estimated. Finally, the coherences were categorized 
according to the aforementioned categories.  

Comparability between pathological and physiological 
coherences is enabled by calculating the relative deviation 
between the coherence of the 6 patients and the averaged 
coherence of the 10 healthy subjects. 

RESULTS AND DISCUSSION 
Generally, higher coherences in pathological than in 
physiological data could be detected corresponding to the 
coherence course over measurement time. These findings 
indicate that in spastic patients the muscles are co-activated 
more strongly than in healthy subjects. However, there were 
no significant patterns and differences apparent regarding 
pair of muscle, movement and external load. Further on the 
extent disparities in the coherences between several patients 
underline the exceptional individuality of the diseases.    

In consideration of angular velocity and joint angle could be 
identified that angular velocity has the greatest influence on 
muscular activation, especially in comparison of 
pathological and physiological coherences. As an example 
figure 1 shows the alteration of coherence between triceps 
and brachioradialis during extension movements and 1 kg 
external load. Represented is the relative deviation of 
coherence between physiological and pathological data 
including six investigated patients. The relative deviation of 
coherence increases in higher velocity ranges. Further on 
different velocity ranges could not be reached by the 
patients because of their restricted range of motion.   

Figure 1: Relative deviation of coherence between 
pathological and physiological data during extension. 

CONCLUSIONS 
The combination of categorization and frequency analysis 
opens up new possibilities to show muscular co-activation 
between synergistic or normally non-synergistic muscles in 
dependence on several impact factors. The effect of 
velocity-dependent coherence is most pronounced during 
extension between the eccentric contracted brachioradialis 
and biceps with the concentric contracted triceps. Further on 
the approach can enable to differentiate between 
physiological and pathological data, more precisely the 
extent disparities between both allows us to recognize 
spastic patients on the basis of sEMG signals. 
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INTRODUCTION  
The many applications of High Density surface EMG 
(HDsEMG) are often limited by the noise generated at the 
electrode-skin interface [1].  When measured on a fully 
relaxed muscle, after removal of power line interference, the 
monopolar noises of the individual channels show  spatially 
correlated non-propagating transients that resemble motor 
unit action potentials and might be interpreted as generated 
by remote motor units. Since very similar transients are 
observed when the gelled electrode grid is applied on a 
piece of pig skin these signals cannot be due only to muscle 
activity.  It is the purpose of this work to investigate the 
nature of this noise. 

METHODS 
An 8x8 flexible electrode grid (IED = 5 mm, Ø = 3 mm) 
was applied on a piece of shaved and scraped pig skin by 
means of a double adhesive foam layer (1 mm thick) 
with holes filled with conductive gel matching the 64 
electrodes.  Monopolar signals were collected from the 64 
electrodes with respect to a reference ECG adhesive 
electrode placed on the pig skin 20 mm away from the  edge 
of the grid. The signals were amplified (G=10k) and 
bandpass filtered (10 –750 Hz analog filter) with a 64 ch 
EMG amplifier, sampled at 2048 samples/s converted in 
digital form (12 bit A/D converter, LSB RTI = 122nV) and 
filtered with a zero phase (bidirectional) 4th order digital 
filter (20-400 Hz). Power line interference was reduced 
using the spectral interpolation technique [2]. 
Fig 1 depicts the signals collected from three of the eight 
columns of the grid. Two dimensional maps (over 
sequential 50 ms epochs) were made with colors showing 
the average correlation coefficient (ACC) between each 
signal and its eight neighbors. The grid and the reference 
electrode were  also placed on a clean stainless-steel plate 
(no gel) to measure the RTI voltage noise of the amplifiers. 

RESULTS AND DISCUSSION  
Fig. 1 shows the presence of  occasional, strongly 
correlated, signals across rows and columns. Minor local 
correlations are also evident .The sequence of maps of the 
ACC shows spatial regions of high correlation (ACC 
ranging from 0.2 to 0.9) moving in space and in  time. 
Differential signals had RMS values of  0.5-1.0 μV and 
inter-channel correlation < 0.2. The RTI RMS monopolar 
noise with short circuited inputs was  < 1 μV  (INA 121 
front-end amplifier) and small  correlated fluctuations were 
present.   
Both on human and pig skin, correlated fluctuations seem 
to be generated, under one or a few electrodes, as  local 
transients diffusing to nearby electrodes because  of the 
surface conductivity of the skin.  Smaller but correlated 
output transients, observed  with  short circuited inputs, 
might be due to the amplifier’s DC power supply 
fluctuations (PSRR =80dB) creating correlation across 
channels. Well filtered DC supply is a requirement. 

CONCLUSIONS 
The presence of spatially correlated monopolar noises 
detected by an electrode grid applied on a piece of shaved 
and scraped pig skin has been demonstrated.  On humans 
these correlated fluctuations might be misinterpreted as 
crosstalk or end-of-fiber effects. They seem to be due to 
local transients diffusing to nearby electrodes because of the 
skin conductivity. They might also be due to poor filtering 
of transients on the DC power supply of the front-end 
amplifier. It is important that this is well stabilized. 

Figure 1. Monopolar signals detected from three columns 
of an 8x8 electrode grid applied on a piece of shaved pig 
skin.  Spatially correlated signals are outlined within the 
dashed boxes. Other correlated fluctuations  are evident. 
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INTRODUCTION  
Tendon and whole muscle transfers are done to restore lost 
motor function. Orthopedic surgeons transfer the gracilis 
muscle from the lower limb to the upper limb to regain 
elbow flexion. However, the transferred muscle often loses 
one grade of muscle strength [1]. It is believed that this 
strength loss may be due to improper tensioning of the 
muscle during surgery resulting in sarcomere lengths that 
are too short or too long. Accordingly, this study was 
performed to determine gracilis in-vivo sarcomere lengths 
and compare the results to a computational model of this 
muscle in order to enable future modelling of muscle 
transfer surgery.  

METHODS 
Biopsy: Muscle biopsy samples (n=7) were taken from six 
patients (39±17 years; 1 female) to evaluate sarcomere 
length at three different joint angles. While the patient was 
under anesthesia, the surgeon exposed the gracilis at mid-
belly to allow for dissection. Each patient’s limb was 
positioned in one of the joint configurations described in 
Table 1. A bundle of muscle fibers was dissected with 
biopsy clamps used to take a sample [2]. The tissue was 
fixed in 10% buffered formalin for subsequent laser 
diffraction measurements of sarcomere length [3].  

Table 1: Joint configurations used to vary the muscle length. 
Muscle biopsies were taken at each configuration.  

Model: OpenSim was used to estimate the sarcomere length, 
Ls, at each joint configuration. The Rajagopol’s et al. 
musculoskeletal model [4] was used to estimate 
musculotendon lengths and Ls was estimated from muscle 
fiber length, Lf using the musculotendon model from 
Millard et al. [5], and the relationship Lf = nLs. The number 
of sarcomeres per fiber, n, was determined using the optimal 
length, Lo = 22.78 cm, found by Ward et al [2].  

RESULTS AND DISCUSSION 
The measured range of sarcomere lengths was 3.27 to 
3.40µm, which is comparable to upper extremity data from 
Lieber et al. [6]. The model predicted sarcomere lengths are 
within the 95% confidence intervals of the experimentally 
measured values (Figure 1). OpenSim predicted the general 

sarcomere length across different muscle lengths, but did not 
predict the lack of change of sarcomere length seen in the 
experimental data. The data and model suggests the gracilis 
operates, at least in part, on the descending limb of the force 
length curve assuming an optimal sarcomere length of 
2.7µm.  

Figure 1: Sarcomere length estimated in OpenSim (squares) 
compared to those from muscle biopsies (circles). Error bars 
represent 95% confidence intervals.  

CONCLUSIONS 
These novel data provide a direct comparison of a 
commonly used computational model to in-vivo 
experimental data.  The results can be used to guide future 
patient-specific models. Collection of more data is needed, 
especially at muscle lengths less than the length seen in joint 
configuration 1, before definitive conclusions can be made 
regarding the performance of the computational model to 
predict muscle properties and data to improve orthopedic 
surgeries. 
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INTRODUCTION  
Lengths of half sarcomeres arranged in series forming a 
myofibril are non-uniform.  Due to the negative slope of the 
descending limb of the force-length relationship of 
myofibrils, it has been assumed that the descending limb of 
the force-length relationship is inherently unstable – while 
strong sarcomeres shorten, weak sarcomeres yield and are 
stretched beyond actin-myosin filament overlap. This so-
called sarcomere popping should be most prominent during 
active stretches on the descending limb. However, popping 
of half sarcomeres has either not been observed at all (e.g. 
[1,2]) or is not more prominent than under isometric 
conditions at optimal overlap (e.g. [3]). Therefore, the 
descending limb of the force-length relationship seems to 
have some sort of regulation stabilizing the system.  

One possible regulation could be an only recently revealed 
mechanosensing in myofilaments [4], which regulates the 
number of myosin motors available for interaction with the 
actin filaments. More specifically, another study [5] has 
shown that the elastic extension of titin filaments regulates 
the availability of myosin heads. The aim of this study is to 
test the hypothesis that a regulation based on a titin 
dependent activation of myosin heads stabilizes the 
descending limb of the force-length relationship of 
myofibrils.  

METHODS 
We build a structural model of a myofibril consisting of 
non-uniform half sarcomeres arranged in series and 
introduce stress-based activation of myosin heads. 
Specifically, we use the average extension of titin strands in 
a half sarcomere as a controller. Non-uniformities are 
implemented as Gaussian distributed variabilities in force 
generating capacities of half sarcomeres.  

The state of the system at each time step of the simulation, 
i.e. lengths and shortening / stretching velocities of 
individual half sarcomeres, is determined by non-linear 
optimization. Active and passive forces are estimated by 
Monte Carlo simulations. Passive forces are based on a 
structural titin model allowing force-dependent unfolding of 
substructures of the titin filament [6]. Active forces are 
based on an enhanced three state model [7, 8] allowing for 
the regulation of active force production due to 
mechanosensing in myofilaments.  

We simulate passive stretches of short myofibrils consisting 
of 2 and 16 half sarcomeres to the descending limb of the 
force-length relationship, followed by activation and further 
stretching on the descending limb.  We compare the 
predictions to simulations based on the non-regulated 
model. Furthermore, we compare the results qualitatively to 
published data [1,2,3].  

RESULTS AND DISCUSSION 
The simple mechanosensing mechanism of recruitment of 
myosin heads based on the average extension of titin strands 
in a half sarcomere can stabilize the descending limb. 
Differences in half sarcomere lengths are less prominent and 
forces in regulated myofibrils are significantly higher than 
forces predicted by the conventional muscle model.  

Figure 1: Half sarcomere lengths of a non-uniform 
sarcomere predicted by the classical model A and the 
regulated model B. From top to bottom: The sarcomere is 
passively stretched to 3.2µm (light grey), activated and held 
at 3.2µm (dark grey). After 3 seconds, the sarcomere is 
actively stretched to 3.4µm (black grey). The stretching 
velocity is 0.1µm/s per sarcomere. The weaker half 
sarcomere pops in the classical model A. 

However, due to the detailed nature of the model 
simulations of longer stretches of long myofibrils is very 
time consuming. Hence, a less detailed model depending on 
average titin forces [6] and mean field approaches for cross-
bridge dynamics might be favorable for future studies.  

CONCLUSIONS 
Although half sarcomeres are non-uniform they seem to be 
as stable on the descending limb of the force-length 
relationship as on the plateau region. We conclude that a 
conventional sarcomere model including a simple 
mechanosensing mechanism can stabilize the system 
without further adaption of the model.  

ACKNOWLEDGEMENTS 
The study was funded by the Austrian Science Fund T 478-
N13. 

REFERENCES 
1. Telley IA, et al. J Phyiol. 573:173-185, 2006.
2. Rassier D, et al. Proc. R. Soc. Lond. B. 270: 1735-1740,

2003. 
3. Johnston K, et al. R. Soc.Open Sciences. 3, 2016.
4. Linari M, et al. Nature. 528: 276–279, 2015.
5. Fusi L, et al. Nature Communications. 7. 2016
6. Schappacher-Tilp G, at al. PLoS Comp Biology. 12, 2016.
7. Marcucci L, Reggiani C. Front Phyiol. 7:427, 2016
8. Duke, TAJ. Proc. Natl. Acad. Sci. USA. 96:2770–2775,

1999 



LOCALLY DEACTIVATED SARCOMERES DO NOT OVER-LENGTHEN IN MYOFIBRILS  

Tim Leonard, Azim Jinha and Walter Herzog 
University of Calgary 

Corresponding author email: leonard@ucalgary.ca 

INTRODUCTION  
Muscle (the smallest functional unit being the sarcomere) 
generates active force through cyclic interactions between 
myosin and actin and the amount of active isometric force 
generated is proportional to the length of the sarcomere [1]. 
Passive forces in the sarcomere are also length dependent 
and are supported by the molecular spring-like protein titin 
[2]. Instability of sarcomeres has been proposed as a 
mechanism for injury in muscle since sarcomeres arranged 
in-series must sustain the same force along a myofibril and 
sarcomeres that are weaker than adjacent ones are expected 
to over-lengthen since there is a disparity in active force 
producing potential. This instability results in a sarcomere 
that is rapidly lengthened (termed “popping”) until only 
passive structures (titin) sustain the in-series force, with 
damage occurring to that sarcomere [3]. The purpose of this 
study was to measure the length of each sarcomere in a 
single myofibril during activation and then follow these 
sarcomeres with time as portions of the sample are 
deactivated to see whether weaker sarcomeres behave as 
predicted, and do in fact, over-lengthen. 

METHODS 
Skeletal muscle myofibrils were generated using rabbit 
psoas muscle as previously described [4] and were placed in 
an experimental chamber atop an inverted microscope. 
Single myofibrils (n=6) were attached at one end to a glass 
needle/motor assembly for specimen length control and at 
the other end to a micro-fabricated silicon nitride cantilever 
pair (68 nN/µm stiffness) for measuring force. 
High-resolution (88 nm per pixel) video data (30 fps) were 
collected continuously during the experiment and analyzed 
using custom MATLAB analysis code. The myofibril was 
initially in a relaxed state and the myofibril length adjusted 
to an average sarcomere length (SL) of approximately 
2.4µm.  Then the Ca+2 rich activating solution was delivered 
and once the myofibril was fully activated, a second stream 
of relaxing solution was targeted to the left side of the 
myofibril. This resulted in a wave of deactivation that 
started at the left and propagated rightward until it 
encompassed the entire myofibril, and the myofibril 
returned to the relaxed state. 

RESULTS AND DISCUSSION 
In Figure 1, for one typical experiment, the mean SL upon 
activation was 2.1µm and the stress measured (not shown) 
was 209nN/µm2. The infusion of the localized stream of 
relaxing solution at time-point 12s resulted in the first 
sarcomere (sarcomere #1) rapidly lengthening from a SL of 
2.47µm to 2.65µm. At 13s, the next sarcomere (#2) 
lengthened from 2.21µm to 2.47µm and at 14s, #3 lengthens 
from 2.29µm to 2.74µm. At time point 15s, more than half 
of the sarcomeres have relaxed, the total stress is 
110nN/µm2 and the mean relaxed SL (green horizontal line; 
Figure 1) is 2.65µm and the remaining active sarcomeres 
have a mean SL of 2.15µm (red horizontal line). At time 

15s, 7 sarcomeres out of 10 have lengthened from their 
initial active length and are positioned on the descending 
limb of the force-length relationship.  Instability theory 
would predict these sarcomeres to over-lengthen. In fact, 
these deactivated sarcomeres would need to lengthen 
considerably if they were to passively support the 
110nN/µm2 of stress still detected; previous work reports a 
SL of near 4.0µm would be required [5] and passive force 
does not appear in this preparation until SL of about 2.8µm. 
These passive sarcomeres are presumably sustaining this 
tension by titin alone, and in this example, with the titin 
stiffness being modulated so that a relaxed sarcomere at 
2.6µm can sustain the load. 

Figure 1: Sarcomere length in an activated myofibril as a 
wave of deactivation solution moves from left to right. 
Green arrows highlight activated sarcomeres (red) that 
transition rapidly to passive (green). Red and green 
horizontal bars indicate the mean SL for sarcomeres 
belonging to groups classified as active or passive. 

CONCLUSIONS 
Weak (deactivated) sarcomeres do not “pop”. We speculate 
that popping is prevented by a “stiffening” of the molecular 
spring titin. The mechanisms underlying this stiffening of 
titin need further elucidation. 

ACKNOWLEDGEMENTS 
Funding for this work was provided by the Canada Research 
Chair program, NSERC of Canada, and the Canadian 
Institutes for Health Research. 

REFERENCES 
1. Gordon AM et al., J. Physiol. 184:170-92, 1966.
2. Trombitas K, et al., J Cell Biol. 140:853-9, 1998.
3. Morgan DL, Biophys J. 57:209-221, 1990.
4. Joumaa V et al., Pflugers Arch. 455:367-71, 2007.
5. Leonard T et al., AJP-Cell. 299:C14-20, 2010.



IN VIVO FASCICLE BEHAVIOUR AFFECTS FORCE DEPRESSION DURING ISOMETRIC CONTRACTIONS 

1,2Brent J Raiteri and 1,2Daniel Hahn 
1Human Movement Science, Faculty of Sport Science, Ruhr-University Bochum, Germany 

2School of Human Movement and Nutrition Sciences, The University of Queensland, Brisbane, Australia 
Corresponding author email: brent.raiteri@rub.de 

INTRODUCTION  
Residual force depression (RFD) describes the reduction in 
force following active shortening relative to the steady-state 
isometric force at the same final muscle length [1]. Because 
muscles in the lower limb typically have long aponeuroses 
that permit substantial fascicle shortening during isometric 
contractions [2], in vivo RFD may result in underestimations 
of individual muscle force capacities determined during 
maximal voluntary isometric contractions (MVICs). 
Because RFD is related to the amount of mechanical work 
performed during active shortening [3], we hypothesised 
that different fascicle behaviour before reaching the same 
steady-state isometric torque would influence the steady-
state muscle activations. To test this hypothesis, (1) a given 
relative torque was matched after producing low and high 
isometric preloads. (2) The effective series elasticity of the 
tibialis anterior (TA) muscle-tendon unit (MTU) was 
reduced during ramp contractions to investigate how small 
reductions in fascicle shortening magnitudes affect 
subsequent muscle activations at the same relative torque.  

METHODS 
Participants were seated in a reclined position (hip at 140°, 
right knee at 110°, right ankle at 95°) with their right foot 
attached via two Velcro straps to the footplate of a 
dynamometer (IsoMed2000, Ferstl GmbH, Germany). After 
at least two MVICs of dorsiflexion, participants completed 
at least six submaximal dorsiflexion ramp and hold 
contractions in a randomised order. The ramp and holds 
were performed over a fixed duration (13.2-s) with a 
constant ramp speed (12.5% MVIC/s). Participants were 
required to match low-high ramp and holds (5-s hold at 20% 
then 5-s at 40% MVIC), reference ramp and holds (10-s at 
40% MVIC), and high-low ramp and holds (3.4-s at 60% 
then 3.4-s at 40% MVIC) by dorsiflexing their ankle so that 
their ankle torque remained within 3% of the target torque. 
The high-low ramp and holds were also completed with the 
ankle starting in a slightly more dorsiflexed position (~3-5°) 
and then the ankle was rotated to 95° during the initial phase 
of the ramp contraction. This reduced the effective TA MTU 
series elasticity and ensured that muscle activations and 
fascicle lengths could be compared at the same final MTU 
length as the preceding ramp and hold contractions.  

Muscle fascicles of TA were visualised with B-mode 
ultrasound using a 60 mm veterinary transducer operating at 
60 Hz with an image depth of 50 mm (LS128; Telemed, 
Vilnius, Lithuania). Fascicle lengths (FLs) were determined 
in Matlab post-processing by implementing a semi-
automated tracking algorithm [4]. TA muscle activity was 
measured using surface electromyography (sEMG) and 
band-pass analogue filtered between 10 and 500 Hz, prior to 
being sampled at 2000 Hz. Ankle torque was recorded at 
200 Hz and synchronized with ultrasound videos and sEMG 
measurements using a 16-bit A/D card within a Power 1401 
data acquisition interface (Spike2, CED, UK).  

RESULTS AND DISCUSSION 
Preliminary results (n=4) show that the normalised mean TA 
root-mean-square (RMS) amplitudes were similar for ramp 
and holds without a rotation, but ~3% lower for the 
contractions with a rotation (Table 1). This was despite 
similar mean TA FLs (56.9-57.1 mm) at the same relative 
torque. However, we found that TA fascicles shortened ~1.5 
mm less during the ramp and holds with rotation compared 
to those with no prior rotation. This probably led to reduced 
RFD and therefore less activation was required to achieve 
the same relative torque. In contrast, the greater fascicle 
shortening magnitudes during the high-low condition did not 
result in increased activations during hold 2 as we expected. 
This might be due to a force enhancing mechanism caused 
by the active fascicle lengthening during ramp 2 (Table 1).  

CONCLUSIONS 
Preliminary findings suggest that smaller fascicle shortening 
magnitudes are associated with reduced muscle activations 
to achieve the same steady-state isometric torque in vivo. 
However, muscle activity can also be reduced when fascicle 
lengthening from muscle deactivation precedes the isometric 
hold at the same relative torque. Therefore, variable fascicle 
behavior during isometric contractions may influence RFD. 
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Table 1: Tibialis anterior muscle activations and fascicle shortening magnitudes during the ramp and hold contractions. 

Ramp and 
hold type 

Ankle 
angle  

(°) 

Ramp 1 Hold 1 Ramp 2 Hold 2 

Torque 
(%MVIC) 

Torque 
(%MVIC)

∆ FL 
(mm) 

Torque 
(%MVIC) 

∆ FL 
(mm) 

Torque 
(%MVIC) 

Normalised 
RMS amp. 

Low-high 95 0-20 20 -8.2 ± 1.3  20-40 -3.4 ± 0.4 40 19.2 ± 5.3 

Reference 95 0-40 40 -11.4 ± 1.9 - -0.4 ± 0.3 40 18.8 ± 4.6 

High-low 95 0-60 60 -14.0 ± 1.9 60-40 2.3 ± 1.0 40 18.3 ± 5.2 

High-low rot. 90-95 0-60 60 -12.2 ± 1.8 60-40 2.1 ± 0.7 40 15.6 ± 3.7 
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INTRODUCTION  
Chronic anke instability (CAI) is characterised by feelings 
of giving way and/or instability surrounding the ankle joint. 
Altered afferent feedback during dynamic tasks is thought to 
contribute to instability in CAI. Excitability of the Ia-
afferent (or, spinal-relex) pathway has been probed during 
isometric tasks in this population [1, 2]. However, the 
functional significance of altered spinal-reflex excitability 
during	a	dynamic	task and its mechanisms have	yet	to	be	
comprehensively	examined.		The primary aim of this study 
was to examine spinal-reflex excitability during landing and 
it’s relationship to overall stability in persons with CAI. A 
second experiment was performed to determine the 
mechanisms of altered spinal-reflex excitability in CAI.	

METHODS 
Experiment 1. Spinal-reflex excitability was probed during a 
single-leg, horizontal jump-landing task. Ten bilateral 
healthy ankles (age, 23 ± 3.7yrs; Ht., 177 ± 5.2cm; Wt., 73.4 
± 6.9kg) and ten bilateral CAI ankles (age, 24 ± 3.7yrs; Ht., 
183 ± 5.1cm; Wt., 86.4 ± 11.6kg) were included in the 
study. Jump height and distance were controlled at 50% of 
maximal hop height and 25% of maximal hop distance, 
respectively. Electrically induced spinal-reflex responses 
(H-reflexes) were elicited in the soleus (SOL) at the short- 
(SLR) and long-latency (LLR) responses of ground contact. 
Ten landings with stimulation timed to coincide with the 
SLR, ten with stimulation at the LLR, and ten landings 
without stimulation were performed on each limb.  

Experiment 2. Paired-pulse h-reflex techniques were applied 
during double-legged stance. Ten paired-pulse stimuli (of 
the same intensity) with a 100ms inter-stimulus interval 
were given to examine intrinsic pre-synaptic inhibition 
(PSI). Ten paired-pulse stimuli (H-reflex conditioned by M-
max) with a 10ms inter-stimulus interval were given to 
examine post-synaptic, recurrent inhibition (RI). Inhibitory 
protocols were repeated in both limbs.  

Electromyographic (EMG) data from SOL was sampled at 
4000Hz, and treated using a 50-1000 band-pass filter. 
Spinal-reflex excitability was defined as the amplitude of 
the H-reflex response, expressed relative to ongoing 
background EMG (20ms around peak of SLR and LLR of 
trials without stimulation, RMS) and the maximal motor 
response (peak-to-peak amplitude, mA). Force data was 
collected using Kistler (model 9286B) and BiowareTM 
(v5.3.0.7) operating systems. Force was sampled at 1000Hz, 
rectified and fit with an unbound, third-order polynomial 
(UTOP) in accordance with previous methodologies [4]. 
The UTOP method [4] was used to calculate anterior-
posterior (AP) and medio-lateral (ML) time to stabilisation 
(TTS). Ground contact was defined as the first increase in 
vertical ground reaction force above 10N. Between-group 
differences in Ia-excitability were determined using two-
tailed, paired t-tests. A non-parametric independent sample, 
Mann-Whitney U test was used to identify differences in AP 
and ML TTS between groups. Correlations between Ia-

excitability and AP/ML TTS scores were determined using 
Spearman’s Rho for non-parametric data. Data is presented 
as mean  SD. 

RESULTS AND DISCUSSION 
Preliminary findings indicate the CAI group had 
significantly greater spinal reflex responses at the LLR 
(Table 1). Despite a greater input from the spinal reflex 
pathway in CAI, no difference in overall SOL background 
EMG activity was observed between groups (CAI, 0.15  
0.07; Healthy, 0.19  0.06; p = 0.10). In healthy individuals, 
the LLR is primarily a cortical response and spinal-reflex 
excitability is low [3]. Facilitated SOL reflex responses at 
the LLR with no difference in relative background EMG 
may indicate a greater contribution of Ia-afferents, and 
reduced cortical drive in CAI. Findings from experiment 
two supports the presence of a facilitated spinal reflex 
response and an inability suppress Ia-afferent responses due 
to reduced pre-synaptic inhibition. As cortical drive 
modulates Ia-afferent excitability at the pre-synaptic site [4], 
reduced pre-synaptic inhibition is thus a potential functional 
mechanism of facilitated H-reflexes at the LLR. No 
correlation was observed between spinal-reflex excitability 
at the LLR and TTS in either AP (Rho; -0.02) or ML (Rho; -
0.1) directions. We used the UTOP method to calculate 
TTS; it is possible that a different method to calculate TTS 
(e.g. sequential averaging) which considers the individuals 
ability to reach and stay within a given threshold of stability 
(mean of stable force trace  3SD’s) may be more sensitive 
at determining the relationship between spinal-reflex 
excitability and TTS.   

Table 1: Differences in spinal-reflex excitability and TTS 
 CAI Healthy p-value 

SLR H-reflex 22.42  13.14 26.34  19.07 0.86 
LLR H-reflex 9.85  3.18 2.93  1.82 0.01 

AP TTS 2.30  1.75 1.66  0.56 <0.01 
ML TTS 1.12  0.51 2.09  0.70 1.00 

PSI 2.87  0.18 0.19  0.07 <0.01 
RI 0.57  0.38 0.21  0.13 0.09 

CONCLUSIONS 
Modulation of spinal reflex excitability is different between 
healthy and CAI populations during a landing task. The 
inability to suppress an undesirable spinal-reflex response at 
the LLR is a potential injury mechanism. Future analyses 
will determine the best method to relate TTS to spinal-reflex 
control. Differential modulation of spinal-reflexes 
throughout the entire lower-limb between CAI and healthy 
populations will also be explored. 
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INTRODUCTION  
Shoulder arthroplasty has been shown to reduce pain and 
improve shoulder function in osteoarthritic patients; 
however, complications including prosthetic loosening, 
dislocation, joint instability and muscle dysfunction occur in 
an average of 14% of cases [1]. It is well established that 
rotator cuff muscle integrity is a significant predictor of 
clinical outcome of shoulder arthroplasty [2]. One of the 
most common complications of shoulder arthroplasty is 
anterocranial migration and subachromial impingement due 
to rotator cuff failure and subsequent loss of the depressor 
strength [3]. Clinical evidence suggests that the Lima 
shoulder modular replacement (SMR) anatomical shoulder 
joint replacement may be associated with rotator cuff 
degeneration, and higher than normal revision rates in 
Australia. One hypothesis for this is that the anatomical joint 
replacement impinges on the supraspinatus, which may 
ultimately attribute to its rupture, leading to joint instability. 
To assess this hypothesis, the aim of this study was to 
develop a cadaveric model to simulate rotator cuff muscle 
loading and evaluate the contact pressure between the 
rotator cuff tendons and the prosthetic joint replacement 
component after implantation of the Lima SMR, and 
compare the results to those in the natural shoulder state.  

METHODS 
Eight fresh-frozen, male entire upper extremity specimens 
were harvested from human cadavers (mean age: 68 years). 
The skin and subcutaneous soft tissues proximal to the 
glenohumeral joint were removed and all rotator cuff 
muscles detached from their respective fossa. Loops of 5-
Ethibond Suture were attached to the insertion of the 
individual tendon of each muscle sub-region and secured. 
The acromioclavicular, elbow and wrist joints were fused.  

Shoulder specimens were mounted onto a testing rig by 
potting the scapula in a hollow block with dental cement. 
Nylon lines attached to each rotator cuff tendon were passed 
through a backing plate. Physiological muscle force 
associated with each specimen’s upper limb were 
determined for abduction using specimen-specific three-
dimensional musculoskeletal models of the upper limbs [4]. 
Physiological muscle forces were calculated using the model 
for three shoulder joint positions: 10o, 45o and 90o of 
humeral abduction in the coronal plane, as well as the 
positions of full internal and external rotation at 45o of 
abduction. 

For each of the aforementioned shoulder joint positions, 
muscle forces calculated using the model were applied to the 
cadaver by means of simulated force application using a 
dead-weight system, while the humerus and glenohumeral 
joint was restrained with a clamp. Pressure sensitive Fuji 
film (2.5MPa capacity) was placed underneath each rotator 
cuff tendon at the point where the tendon passed over and 

contacted the glenohumeral joint. The film was scanned and 
assessed to evaluate peak contact pressure. Experiments 
were performed for the natural shoulder, and were repeated 
after total joint replacement surgery using the Lima SMR 
System. A one-way ANOVA was used to assess the 
influence of joint angle and surgery on contact pressures. 

RESULTS AND DISCUSSION 
Overall, both joint angle and shoulder joint replacement 
surgery had significant effects on the maximum contact 
pressure measured between the humeral head and all rotator 
cuff muscle tendons except teres minor (p<0.05), with 
maximum pressure increasing after surgery for all muscles 
(Table 1). The supraspinatus, one of the initiators of 
abduction, was found to decrease its contact pressure with 
the humeral head as abduction increased (p = 0.008), and 
demonstrated a significant increase in contact pressure at 45o 
of abduction with the humerus externally rotated relative to 
the natural shoulder (mean difference: 0.36 MPa, 95% CI 
[0.19, 0.54], p = 0.001). The subscapularis and infraspinatus 
demonstrated significant increases in contact pressure after 
surgery, with subscapularis contact pressure magnitude 
significantly influenced by joint position (p<0.05). 

Table 1: Measurements of maximum tendon contact 
pressure between the natural shoulder and shoulder after 
anatomical total joint replacement surgery at 10º, 45º and 
90º of abduction. All data are mean pressure values (MPa). 
Significant differences in contact pressure with joint angles 
are indicated by ‘a’, significant differences in contact 
pressure with joint replacement surgery indicated by ‘b’, 

10o 45o 90o 10o 45o 90o

Supraspinatus 1.1 0.8 0.4 1.6 1.0 0.4 a,b
Subscapularis 0.7 1.4 0.7 1.1 1.8 1.5 a,b
Infraspinatus 0.9 0.7 0.8 1.1 1.2 1.3 b
Teres Minor 0.4 0.4 0.5 0.3 0.4 0.4

Natural Anatomical

CONCLUSIONS 
Greater contact pressure between the rotator cuff tendons 
and the humeral head of the Lima SMR anatomical joint 
replacement may present increased risk of tendon 
debridement post-operatively, particularly in that of the 
supraspinatus which is the major initiator of humeral 
elevation and develops comparatively large muscle force. 
The results suggest that decreasing the size of the humeral 
head component could reduce the magnitude of the tendon-
implant contact pressure 
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INTRODUCTION  
Anthropometric variables are useful tools that provide 
information on differences that exist within human body 
structures. These variations could be observed in bilateral 
bones or may be sex-related. Statistical shape models 
(SSMs) are popular models to embed shape variability [1]. 
Handedness is an essential feature of human nature; it refers 
to the natural usage of either the right or left hand more than 
the other [2]. Shoulder arthroplasty often employs 
contralateral structure as a guide for correction for restoring 
function and comfort to pathological shoulder joints [3]. 
The bone structures involved in this process, humerus and 
scapula, have variable morphology and hence their anatomy 
is very important to orthopaedic surgeons and prosthetic 
component designers. This study investigates the 
relationship and variation that exist between the left and 
right humeri and scapulae and its implication for shoulder 
surgical intervention and arthroplasty implant designs. 

METHODS 
The method involved three steps: 1) 3D reconstruction of 
the humeri and scapulae from a CT image database, 2) 
building SSMs from 3D mesh models of the bones, and 3) 
morphometric analysis. Thirty-six CT-scan bilateral South 
African cadaveric humeri and scapulae were used in this 
study. Segmentation and 3D mesh post-processing were 
carried out in Mimics (Materialise, Leuven, Belgium, V 
19.0) To build the SSMs, two observers landmarked the 
humeri and scapulae meshes using 13 and 19 anatomical 
landmarks respectively. The average landmarks were then 
projected on the surface of each mesh by taking the closest 
vertex coordinate to each point. The triangular meshes were 
rigidly aligned after which a non-rigid ICP registration was 
done to establish dense correspondence [4,5] and the SSMs 
were created in Scalismo (https://github.com/unibas-
gravis/scalismo) using Gaussian processes [6]. The 
morphology of the average models for both sides of the 
humeri and scapulae were compared in Amira (FEI, 
Hillsboro, V 6.20) and the surface distances were recorded. 

RESULTS AND DISCUSSION 
Since we compared average shapes from each side for each 
bone, we could only come up with a metric of maximum 
distance and its location. The Hausdorff error for the humeri 
was observed around the medio-proximal part of the greater 
tubercle while for the scapulae it was seen around the distal 
tip of the medial border. The location of this Hausdorff 
distance could indicate the significance in anthropometric 
measures. Since none of these locations were observed 
around gleno-humeral region, we may say that for surgery 
or prosthesis design, using contralateral healthy shoulder 
could serve as an informed decision making tool. These 
results corroborated previous studies [3]. 

 (a)                            (b) 
Figure 1: The average shapes from SSMs for the (a)Right 
humerus (b) Right scapula. The errors are in mm. The left 
side was mirrored to allow for comparison in same 
orientation. The temperature maps indicate that the white 
coloured areas represent minimum error while the 
maximum error are in yellow. 

CONCLUSIONS 
The findings of this pilot study can serve as a basis for 
decision making by comparing the operated shoulder with 
the healthy contralateral native shoulder. In addition, with a 
larger sample size, relevant automatic and quantitative 
anatomical measurements could be obtained from the 
humeri and scapulae average shapes. These parameters may 
be useful in designing specific anthropometric shoulder 
prosthesis.  
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INTRODUCTION  
Conventional unreamed intramedullary (IM) nailing of 
distal tibial fractures often results in high inter-fragmentary 
movements associated with pain, disuse, and delayed bone 
healing. An optimized, amount of axial fixation stability 
with minimum shear at the fracture gap allows the best bone 
healing outcomes [1], but it remains unclear if  this also 
allows a swifter return to full weight bearing (WB) in 
patients. An angle-stable locking-nail system (ASLS) has 
pre-clinically demonstrated increased axial and torsional 
stability and reduced inter-fragmentary movements in a 
sheep model [2]. Previous clinical work indicates that ASLS 
does not subjectively improve WB outcomes [3]; however, 
objective measures may offer more insight into early patient 
function. We hypothesize that ASLS-treated patients will 
exhibit higher WB and function on the operated limb at an 
earlier time point compared to conventional IM nailing. 

METHODS 
Data from a previous multicenter prospective, randomized 
study were used [3], in which distal tibial fracture patients 
were randomized to conventional IM nailing (n=29) or 
ASLS (n=36) treatment. This study focuses on four out of 
eight centers with high compliance regarding gait 
measurement documentation. Static and dynamic vertical 
ground reaction forces were collected at 100 Hz using a 
pressure plate (FDM-SX system; zebris Medical, Isny, 
Germany) at baseline, 6 weeks, 12 weeks, 6 months, and 12 
months post-surgery. Both center of pressure (COP) 
displacement and forefoot-hindfoot force distribution 
parameters were measured during static trials. In dynamic 
trials, patients walked over the platform, landing with a 
single foot on the platform at their preferred speed. From 
this data, force-time integrals were calculated and 
normalized to bodyweight. To determine overall 
asymmetries in dynamic weight bearing, the force time 
integral of the ipsilateral limb was subtracted from that of 
the contralateral limb. A one-way ANOVA compared group 
differences at each time point in SPSS (IBM, Armonk, NY). 

RESULTS AND DISCUSSION 
At baseline, static measurements showed that conventional 
IM patients favored WB on the injured forefoot 
(65.5±25.4%, p=0.017) compared to ASLS patients 
(50.0±26.1%). Starting at 6 weeks post-op, both patient 
groups were similar in injured forefoot-hindfoot force 
distribution, as well as overall force distribution on the 
injured limb. 

In the initial baseline measurement, both mediolateral 
(ASLS: 17.1±12 vs. 14.9±27 mm, p=0.048) and anterior-
posterior (ASLS: 24.3±13 vs. 23.2±31 mm, p=0.021) COP 
displacements were slightly higher in ASLS patients 

compared to conventional IM patients. This trend continued 
at 6 and 12 weeks post-op. 

When comparing the relative asymmetry of the total mean 
force impulse during walking, conventional IM patients had 
significantly higher asymmetries (Figure 1), preferring to 
bear more weight on the contralateral limb at baseline 
(p=0.010) and 6 weeks post-op (p=0.020). 

Figure 1: Comparison of the force impulse on the ipsilateral 
limb in the two treatment groups, calculated as the area 
below the vertical ground reaction force curve. 

CONCLUSIONS 
The primary results from this work show that during 
dynamic trials, ASLS patients show more symmetry in 
overall vertical loading and are able to apply higher loads to 
the operated limb compared to conventionally treated 
patients within the first 6 weeks after surgery. The results 
from the static tests show that ASLS patients are more likely 
to apply vertical force to the limb when standing, as there is 
a comparatively higher percent of force borne by the 
hindfoot at baseline. Furthermore, patients appear to engage 
both the ankle and hip muscles earlier, as shown by higher 
bi-planar COP displacements within the first 12 weeks post-
surgery. To the best of our knowledge, this is one of the first 
reports in human subjects to demonstrate that mechano-
biologically optimized implants that are designed to reduce 
inter-fragmentary shear (by means of the ASLS system) lead 
to preferentially higher load bearing on the operated limb 
compared to conventional IM nailing.  
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INTRODUCTION  
Precision grip plays a key role in a variety of manual 
functions. Development of digit coordination quantification 
provides a novel avenue for diagnosis of peripheral 
neuropathies, which are usually associated with 
sensorimotor deficits on the hand [1]. 

Phase synchronization (PS) is a critical feature of coupled 
signals. An advanced PS estimation has been proposed 
based on the cross recurrent quantification analysis 
(CRQA), This recurrence-based PS is a nonlinear approach 
that shows reliability in quantifying the phase 
synchronization of coupled non-stationary signals. 

The objective of the current study was to quantify the phase 
synchronization of digit kinetic signals when the thumb 
coordinates with the index finger for precision grip. We 
hypothesized that the compromised tactile sensitivity will 
lead to a change of phase synchrony across digits.  

METHODS 
A device was designed to record the three-dimensional force 
and torque signals by two miniature 6-component sensors. 
Transparent polyethylene films were tightly wrapped up the 
distal pads of the thumb and index finger to mimic tactile 
perturbation. There were totally 4 conditions: (1) none of the 
digits was blocked; (2) only the thumb and (3) only the 
index finger was blocked; and (4) the two digits were 
equally blocked. Subjects gripped and held the device with 
the tips of their thumb and index finger as stably as they 
possible for 60 s.  

In the cross-recurrence plot (CRP), a line of synchronization 
(LOS) could demonstrate the synchronization of the coupled 
dynamical systems. A synchronization index (SI) could be 
developed from the CRQA. A twin-surrogate hypothesis test 
would be an important examination of PS to avoid potential 
randomness of the time series or the noise of system. 

RESULTS AND DISCUSSION 
The LOS has some segments parallel to the main diagonal 
of CRP but it also has some segments deviated from the 
main diagonal, implying desynchronization of the two digits 
at those exact moments (Figure 1). 

The Fz showed higher SI values and higher probability 
fulfilling the PS norms by surrogate tests than the other 
kinetic signals. The Py and Tz showed relatively lower PS 
probabilities than the other kinetic signals. With and without 
tactile deficits, the PS of Fz showed higher SI values and 
higher PS probability. The Py and Tz showed relatively 
lower PS probabilities than the other kinetic signals. When 
both the thumb and index finger had impaired tactile 

sensation, the inter-digit PS (SI) of Fz increased compared 
to the other conditions that at least one digit has normal 
tactile sensation. This increased PS of Fz would be 
attributed to a compensative mechanism [1], which may also 
suggest that the grip force control with tactile deficits was 
shifting from a feedback strategy towards a feedforward 
strategy. 
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Figure 1: a recurrence plot based on the digit force Fz of the 
two digits with the LOS. 

CONCLUSIONS 
The PS between the Fz of the thumb and that of the index 
finger is a critical dynamical strategy underlying precision 
grip. When the thumb and index finger suffered from tactile 
deficits, the PS of Fz increased compared to the conditions 
without tactile deficits, suggesting a compensatory 
mechanism relying more on the feedforward control with 
reduced tactile sensory information.  
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INTRODUCTION  
The Palmaris longus muscle (PLM) is described as probably 
the most variable muscle in the human body. Not only in 
terms of absence but also in variability of origin , insertion 
and morphology. Literature suggests that when the PLM is 
present, it may function as a weak wrist and elbow flexor. 
Other functions of the PLM are assistance in carpo-
metacarpal flexion and cupping of the palm, abduction of 
the thumb, stabilization of the superficial structures in the 
palm, and tensioning of the aponeurosis palmaris [1]. 
However, in case of agenesis of PLM, these functions 
remain. Therefore, it can be assumed that the presence of the 
PLM is of little overall value to hand function. Because of 
the lack of agreement about the clinical and functional 
importance of the PLM it is difficult to determine whether 
the PLM provides an advantage to handgrip in sport [2]. In 
the present study research has been conducted to determine 
whether presence of the PLM provides an advantage to 
handgrip in a sport such as tennis between elite tennis 
players and recreational athletes, by investigating 
differences in maximal grip-strength, fatigue resistance and 
sensory-motor function in relation to hand-dominance and 
gender. 

METHODS 
30 elite tennis players (M23-F7; ranking A to B-15/2) were 
compared to 30 age and gender matched controls. The 
presence of palmaris longus was checked by Schaeffer’s, 
Thompson’s, Mishra’s, Pushpakumar’s and Gangata’s tests. 
Hand-grip strength and fatigue were measured using an 
electronic Camry hand-held dynamometer. Sensory-motor 
function was estimated using a Flock-of Birds 
electromagnetic tracking device to register Joint Position 
Sense (JPS), Kinesthesia (KIN) and Joint Motion Sense 
(JMS). Data were processed using a custom made Mathcad 
routine and were statistically analyzed by descriptive 
statistics, Chi-squared tests and ANCOVA. 

RESULTS AND DISCUSSION 
Within the study group 50 subjects were right-handed (5 
without, 4 unilateral and 41 bilateral PLM) and 10 were left-
handed (1 without, 1 unilat, 8 bilat PLM). The relationship 
between hand dominance and the presence of the PLM was 
not significant (p = 0.423). And no significant relationships 
between the presence of the PLM and gender were found (p 
= 0.501). Neither was there a significant relation between 
elite and non-elite athletes and the presence of the PLM (p = 
0.576). For maximal grip strength on the dominant side, 
significant differences were found for age (p = 0.043) and 
gender (p = 0.000). On the non-dominant side there was 
only a significant difference for gender (p = 0.000). Fatigue 
resistance on the dominant side presented no significant 
differences, but on the non-dominant side it was significant 
for the elite group compared to the non-elite group (p = 

0.009). Proprioception as measured by JPS, KIN and JMS 
did not indicate significant differences between elite and 
recreational athletes or the presences of Palmaris longus 
muscle. 

Figure 1: experimental set-up for sensory-motor testing 
using a Flock-of Birds electromagnetic tracking system 

This is the first study reported in literature that measured the 
wrist proprioception in relation with the presence of the 
PLM and in relation with an elite sports population. 
Previously Fowlie et al. suggested that the presence of the 
PLM could provide a favorable contribution to sustained 
grip sports and cylindrical grip sports that require a higher 
level of skill [2] without investigating the effect on wrist 
functions. The authors suggest that in athletes who 
participate in a sustained or cylindrical grip sport, the PLM 
may provide a larger pool of muscle fibers that can be 
recruited for strength and endurance, or a greater pool of 
proprioceptors that can contribute to superior grip precision.  
A major advantage of registering active  movement with an 
electromagnetic tracking system is that subjects have free, 
unrestricted movement, unlike in the proprioception testing 
device, where they are generally limited to one degree of 
freedom. This is important for the wrist, because natural 
movement patterns involve multiplanar motions [3].  

CONCLUSIONS 
In this study, the results indicate that the bilateral presence 
of the PLM is the most common variation, compared to 
absence of PLM. More elite tennis players have a bilateral 
PLM compared to the non-elite athletes, but this difference 
was not significant. Most importantly, based on the present 
findings, absence of the PLM does not seem to be correlated 
with decreased grip strength, fatigue resistance, or 
proprioceptive  measurements and is not different between 
elite and recreational tennis players. 
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INTRODUCTION  
Hip rotation from 3D gait analysis informs clinical 
decisions regarding correction of femoral torsional 
deformities. However, it is  the least repeatable kinematic 
measure due to discrepancies in determining the medial-
lateral axis of the femur [1].  
Conventional methods rely upon manual palpation or visual 
alignment to identify the axis. Another approach is 
functional calibration methods which rely upon joint range 
of motion movements to determine the axis.  
Two medical imaging methods have shown promising 
results in typically developing adults. Freehand 3D 
ultrasound (3DUS), the coupling of ultrasound with 3D 
motion capture [2] and  EOS, a new imaging modality. EOS 
acquires low-dose bi-plane x-rays of the subject in standing 
[3]. The entire lower limb is scanned and the 3D shape of 
the bones, as well as the 3D position of external markers, 
may be obtained. Both methods define the medial-lateral 
axis based on a femoral condylar axis. Neither of these 
methods have been evaluated in children with torsional 
deformities.  
In this study EOS imaging has been used to determine the 
condylar axis of the femur and the accuracy of 3DUS, 
conventional and functional calibration methods to locate 
the axis in children and adolescents with torsional 
deformities was evaluated. 

METHODS 
Twenty-two children and adolescents with lower limb 
torsional deformities participated in the study. Ten had a 
diagnosis of spastic diplegic cerebral palsy (CP) (7♂, 3♀) 
and twelve were typically developing (TD) (2♂, 10♀). 
Written informed consent was obtained from their 
parent\guardian and approval granted by the local ethics 
committee. 
Reflective markers were attached to the subject according 
to the Plug-in-Gait marker set ([4], Vicon Motion Systems). 
Subjects walked up and down a walkway at their self-
selected speed. A 10-camera motion-capture system (Vicon 
Motion Systems) and 5 force platforms (ATMI, Advanced 
Mechanical Technology, Inc) were used to measure 
kinematics and kinetics. 
The medial-lateral axis of the femur was determined using 
3DUS [2], a knee alignment device (KAD) placed over the 
medial and lateral epicondyles and two functional methods; 
the axis transformation technique (ATT) which models the 
knee as a hinge [5], and a method closely related to the 
dynamic KAD method which models the knee as a 2dof 
joint (2dofKnee) [6]. The functional calibration methods 
were applied to 2 calibration movements; three knee 
flexion-extensions and three walking strides.  
The reference method was the axis obtained from EOS 
imaging. The accuracy of the other methods was expressed 

as the angular difference of the various axes in the 
transverse plane to the reference.  

RESULTS AND DISCUSSION 
For both the flexion-extension and walking calibration 
movement significant difference was found in the range of 
knee flexion angle between groups, mean difference (95% 
confidence interval) 28° (21°, 35°) and 10° (3°, 17°) 
respectively. Ultrasound was the closest to the EOS 
reference, mean difference CP 2° and TD 1°. The KAD and 
functional calibration methods were predominantly external 
compared to the reference. Significant differences were 
found between the CP and TD groups for all functional 
calibration method x movement except the 2dofKnee using 
walking (Figure 1). 

Figure 1: Boxplot of angular difference to EOS condylar 
axis. Solid fill CP, diagonal shading TD. * denotes outliers. 

CONCLUSIONS 
We determined the condylar axis of the femur using EOS 
imaging for the first time in a group of children and 
adolescents with torsional deformities. Ultrasound results 
were close to the EOS reference and can be easily obtained 
during a 3DGA session. The KAD and functional 
calibration methods performed less well in this population 
than in healthy adults [2,3]. 
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INTRODUCTION  
There is widespread agreement that motion analysis is 
currently the gold standard for measuring human movement 
in a non-invasive manner [1]. Current commercially available 
systems, such as Vicon Plug in Gait (PiG, Vicon Motion 
Systems, Oxford, UK) have been developed over a number of 
years and are capable of providing a biomechanical analysis 
which is robust enough to dictate complex treatment plans, 
such as multi-level surgery [1]. However, due to the vast 
capabilities of PiG, it is a time consuming and technically 
complex protocol to deliver. Additionally, there are currently 
limited options for delivering motion capture using other 
protocols which vastly limits the use of motion analysis in 
other aspects of clinical care, such as outpatient 
rehabilitation. Cluster based marker sets may provide a faster 
and less technically complex alternative to models such as 
PiG; however these are currently not commercially available 
and have thus far been restricted to research environments. 
Therefore, the aim of this study was to develop a bespoke 
cluster based motion analysis protocol (Strathclyde Cluster 
Model; SCM) capable of calculating lower limb kinematics 
which could be implemented in routine clinical care in order 
to expand the use of motion analysis beyond research and 
complex clinical cases. Further aims included an assessment 
of the kinematic output and reliability of SCM in comparison 
to PiG. 

METHODS 
The bespoke marker set comprised seven 3D printed, rigid 
plastic plates, each with 4 markers attached, for each segment 
of the lower body. Participant calibration was completed 
using a digitiser which negated the use of skin surface 
markers and thus allowed participants to wear their own 
clothing, providing anatomical landmarks could still be 
palpated. Anatomical reference frames were calculated in 
accordance with the International Society of Biomechanics 
recommendations [2] and the Grood and Suntay [3] method 
was used to calculate kinematics. To compare the kinematic 
output of SCM to PiG, five participants completed 10 
overground walking trials each whilst wearing both marker 
sets and flexion/extension (flex/ext), ab/adduction (ab/ad) 
and internal/external rotation (int/ext) were compared for the 
hip and knee. Ankle plantar/dorsi flexion was also compared. 
To assess the reliability of SCM in comparison to PiG, the 
mean kinematic output, variability and coefficient of multiple 
correlation (CMC) were compared between and within 
assessors for six assessors using both models and one subject 
for all assessments.  

RESULTS AND DISCUSSION 
Results of the kinematic comparison revealed some 
significant differences between the two models (figure 1). 
Differences in flex/ext and ab/ad outputs are likely due to 
differences in anatomical reference frame definition and 
kinematic calculation. Differences in int/ext were more 
evident; however previous studies suggest that there are few 

similarities in this output when compared between models [4] 
and therefore this is not a surprising result. 

For inter-assessor reliability, both models demonstrated high 
or moderate reliability for all joint rotations. SCM compared 
favourably to PiG for all rotations except hip int/ext where 
SCM demonstrated a CMC value of 0.53 compared to 0.94 
for PiG. Previous studies are in agreement with these results 
[5] although this result could also be a reflection of the 
different calibration methods in that assessors were more 
confident using pelvic markers in PiG than the digitiser in 
SCM to calibrate the pelvis and thus calculate the hip joint 
centre, which would have an effect on kinematic calculation. 
For intra-assessor analysis, both models demonstrated high 
CMC values for all joint rotations except hip int/ext in SCM, 
which exhibited similar values to those seen in inter-assessor 
results (0.59). However, examination of the kinematic curves 
revealed limited variability so it is likely that one or two SCM 
hip int/ext curves were not correlated, but didn’t deviate far 
from the mean, thus resulting in a low CMC but a tight 
confidence band.  

CONCLUSIONS 

SCM is a motion analysis protocol which has been developed 
for routine clinical use, such as outpatient rehabilitation and 
therefore application of markers and participant calibration is 
quicker and easier than current commercial alternatives. 
Further, kinematic output and reliability are comparable 
between SCM and the current clinical gold standard. 
Therefore, SCM is a suitable alternative for providing an 
objective assessment of function and outcome in routine 
clinical practice.  
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INTRODUCTION  
Three dimensional gait analysis (3DGA) is used in pediatric 
orthopedics providing useful indications for clinical 
decision-making in children with cerebral palsy (CP). 
Nonetheless, approximately one quarter of patients still 
experience negative outcomes when the recommendations 
from 3DGA are followed [1].  

Most clinical gait laboratories use the conventional gait 
model (CGM) [2]. This model employs a computational 
method called Direct Kinematics (DK) to calculate joint 
kinematics. In recent years user friendly musculoskeletal 
(MSK) modelling software [3] has emerged which employs 
a computational method called Inverse Kinematics (IK) and 
has the advantage of enabling additional analyses on 
surgically adjustable parameters (e.g. musculotendon 
lengths) which might improve the clinical decision-making 
in children with CP. 

Before these MSK approaches can be used with confidence 
in a clinical setting it is necessary to (i) examine if and why 
differences exist between the joint kinematics derived from 
the CGM and MSK models, and (ii) assess the reliability of 
3DGA results using both approaches, which were the aims 
of this study.  

METHODS 
Magnetic resonance images (MRIs) and 3DGA data were 
collected from eleven children with CP and seven typically 
developing participants who returned for a second 3DGA 
session one week later.  

To address the first aim of this study, eight personalized 
skeletal DK and IK models were created from the MRIs 
(Figure 1) to evaluate the difference in joint kinematics that 
can be solely attributed to the different computational 
methods (DK versus IK), anatomical models and marker 
sets. Additionally, joint kinematics obtained from the Plug-
in-Gait (PiG) model, which is the most common CGM, were 
compared to joint kinematics obtained from the ‘gait2392’ 
OpenSim model, which is a commonly used MSK model. 

Figure 1: Mimics, 3-matics, NMSbuilder and OpenSim 
were used for creating personalized models. 

To address the second aim of this study, intra- and inter-
tester standard deviations (SDs) of kinematic and kinetic 
waveforms were used to compare the reliability of the (a) 
Plug-in-Gait (PiG) model, (b) a six degrees-of-freedom DK 
model which was similar to the CGM but used more 
accurate methods to estimate joint centres and did not 
impose joint constraints between segments, (c) the 
‘gait2392’ OpenSim model, and (d) a modified OpenSim 
model which allowed three rotational degrees-of-freedom at 
the knee joint. 

RESULTS AND DISCUSSION 
Kinematic differences of up to 13 degrees were found 
between the PiG and the ‘gait2392’ OpenSim model, with 
94.4% of these differences attributed to differences in the 
anatomical models, which included different anatomical 
segment frames and joint constraints. Different 
computational methods (DK versus IK) and marker sets 
were responsible for only 2.7% and 2.9% of the differences, 
respectively. 

All analyzed models showed good reliability with mean SDs 
of 2.7 degrees. The reliability of sagittal and coronal plane 
joint kinematics was similar between models with mean 
intra- and inter-tester SDs below 4 degrees. Intra-tester SDs 
in the ‘gait2392’ and modified OpenSim models and inter-
tester SDs in the ‘gait2392’ model for hip internal/external 
rotations were significant smaller (p<0.05) than in the PiG 
model. Mean intra- and inter-tester SDs for joint kinetics 
were below 0.08 Nm/kg for all models. 

CONCLUSIONS 
We quantified the differences and causes of the differences 
between the CGM and MSK models, and evaluated the 
reliability of kinematic and kinetic 3DGA output from the 
CGM, a six degrees-of-freedom DK model and two MSK 
models. 

Different anatomical reference frames and joint constraints 
were the main reason for differences in joint kinematics 
between models and, therefore, the same anatomical model 
should be used for kinematic and MSK analyses to ensure 
consistency between the obtained joint angles and 
musculoskeletal estimates. 

The modified MSK OpenSim model included all joint 
rotations currently reported in clinical 3DGA, showed high 
reliable joint kinematic and kinetic estimates, and, therefore, 
it is a suitable model for clinical gait analysis. Compared to 
the CGM, the modified OpenSim model furthermore allows 
additional MSK analyses on surgically adjustable 
parameters which might increase the number of positive 
intervention outcomes in children with CP. 
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INTRODUCTION 
The obstetric brachial plexus palsy (OBPP) is a hypotonic 
paresis of the upper limb due to a unilateral traction of the 
brachial plexus during birth. OBPP could lead to weakness 
of the biceps, deltoid and shoulder external rotators, with 
possible development of contractures in the internal rotation 
of the shoulder and flexion of the elbow [1]. These 
conditions constrain shoulder and elbow ranges of 
movement, and push children to use compensatory patterns 
to perform reaching activity needed to perform functional 
tasks.  
The aim this study was to determine the coordination 
patterns in reaching tasks in children with OBPP and typical 
children. Coordination patterns were obtained with the 
coordination mode analysis [2]. Coordination mode analysis 
decodes the coupling angle time series into a sequence of 
four coordination modes (inphase, antiphase, proximal 
phase and distal phase). 

METHODS 
This study was approved by the local ethics committee 
(protocol number 50239115.6.0000.5440). Eight children 
with OBPP (9±2 y, 44.4±14.3kg, 1.45±0.15m), and eight 
with typical development (9±2 y, 35.9±9.7kg e 1.39±0.10m) 
matched by sex were compared. Five OBPP children 
presented Upper Erb’s and three Extended Erb’s. A motion 
capture electromagnetic system (Polhemus, Colchester, VT) 
was used to reconstruct the 3D coordinates of the scapula 
and upper limb, according to the recommendations of the 
International Society of Biomechanics [3]. Kinematics of 
the injured limb of OBPP children and the dominant limb of 
typical children were recorded during a high-reach task 
(HRT) (touch a ball), a hand-to-back-pocket task (HBPT), 
and a hand-to-head task (HHT) in two conditions, preferred 
speed and as fast as possible speed each with to repetitions. 
Three-dimensional data were processed using The 
MotionMonitor™ software. Coordination Modes Analysis 
(CMA) was used to evaluate segmental coupling. These 
were for HRT: UR-SF: scapular upward rotation and 
shoulder flexion; DT-SF: scapular downward tilt and 
shoulder flexion; UT-SF: scapular upward tilt and shoulder 
flexion; SF-EE: Shoulder Flexion and Elbow Extension; for 
HBPT: UR-SE: scapular upward rotation and shoulder 
extension; UT-SE: scapular upward tilt and shoulder 
extension; SE-EF: shoulder extension and elbow flexion; 
SE-FP: shoulder extension and forearm pronation; and for 
HHT: UR-SA: scapular upward rotation and shoulder 
abduction; SD-SA: scapular downward tilt and shoulder 
abduction; SA-FF: shoulder abduction and flexion forearm; 
SA-HI: shoulder abduction and head inclination; SA-HF: 
shoulder abduction and head flexion [3]. The number of 
different coordination modes was quantified during the 

whole coordination mode sequence. This quantity was 
calculated for the beginning (first third), middle (second 
third) and ending (last third) phases of the tasks. MANOVA 
was applied to verify the effect of groups and execution 
speed on the coordination patterns. The Levene test verified 
the homogeneity of variances (p> 0.05). 

RESULTS AND DISCUSSION 
In relation to the main codons that represent more than 50% 
of each task in the different coordination patterns 
(oscillatory, semi-oscillatory and varied), it was possible to 
observe that there was no similarity between the OBPP 
children and typical children in the majority of the coupling 
angle of the HRT, HBPT and HHT tasks. The most common 
coordination mode sequence for each task, couple angle and 
velocity was compared between groups. This comparison 
was proceeded for the early (1–33%), mid (34–66%) and 
late (67–99%) phases. Children of both groups performed 
the tasks (HRT, HBPT, and HHT) with similar coordination 
patterns at the early and in the mid of the task. However, in 
the late phase, there was statistical evidence of difference 
between groups (p = 0.03). Children with OBPP use 
compensatory patterns to perform functional tasks, with 
variability in function performance [4]. These differences 
may suggest that OBPP children may perform poorly due to 
the restriction of range of motion that is required at the end 
of the tasks and the use of compensatory patterns to mask 
this limitation. 

CONCLUSIONS 
The OBPP children and typical children presented few 
matching coordination patterns, however, when the task was 
divided, similarities were observed in coordination patterns, 
regardless of speed, at the early and mid of the task; But at 
the end, there was a difference between the groups. Such 
differences might suggest that children with OBPP can have 
worse performance if the goal of hand-oriented upper limb 
task must be achieved at the end of the movement.  
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INTRODUCTION  
As pointed out by Karol, the use of nonoperative treatment 
for idiopathic clubfoot is more and more frequent [1]. Two 
methods are commonly followed for these conservative 
treatments:  the Ponseti cast technique and the French 
functional [physical therapy] technique [2, 3]. Gottschalk 
studied the effects of these two techniques on gait patterns 
focusing on ankle kinematics and kinetics [4]. Mindler 
documented tibia, hindfoot and forefoot angular 
relationships in children treated by the Ponseti method [5]. 
But the effect of tenotomy was not clearly documented. 

The aims were to assess the impact of Achilles’ tenotomy on 
kinematics, kinetics and pressure variables including a 
multi-segment foot model approach and to compare the 
effect of treatment: Ponseti vs French functional techniques.  

METHODS 
Thirty two clubfeet (mean age of patients:  7.8 (SD: 2.6) yrs) 
and seventeen healthy feet (mean age of subjects: 9.6 (SD: 
2.6) yrs) were included in this study. Clubfeet were rated 
according to the Dimeglio scoring system. Tenotomies were 
performed on 23 clubfeet. Ponseti cast technique was 
applied on 14 clubfeet and French functional technique on 
18 clubfeet.  

Children were equipped with a marker set which divided the 
foot into three segments: hindfoot, midfoot and forefoot. 
Additional processing included computation of a lateral and 
medial forefoot and planar angles.  Foot segment kinematics 
was recorded using an optoelectronic system (VICON T40s, 
8 cameras) and two force plates (AMTI). Two Footscan 
pressure plates (0.5m RSscan) were positioned on the force 
plates and synchronized. All kinematics and kinetics 
variables were computed using Nexus and Matlab.  

Joint angles, planar angles, ankle kinetics parameters were 
analyzed during stance phase and a subphase between 20 to 
45% of the cycle [6] to allow comparison between static and 
in-motion stances. Lateral and medial pressures were also 
included in statistical group comparison. 

RESULTS AND DISCUSSION 
Significant differences were observed between clubfeet and 
controls with an increased pelvis RoM , an increased knee 
flexion initial contact, increased knee flexion 20-45 range, 
an increased in-toing foot progression, a decreased 
dorsiflexion during swing, a decreased medial pressure and 
a decreased of ankle power (Fig.1).  

Figure 1: Comparison of A: knee flexion at initial contact and 
knee extension during 20 to 45% of cycle. B: Lateral and medial 
pressure and maximal ankle power during stance 

CONCLUSIONS 
Combining multi-segment foot kinematics, kinetics and 
pressure data opens new opportunities that may contribute to 
improve our understanding of clubfoot patterns. For 
kinematics, significant differences were observed between 
clubfeet and controls with a significant effect of tenotomy. 
However, no differences were retrieved between Ponseti vs 
French techniques. For kinetics, ankle moment and power 
were also significantly different. Plantar pressure 
highlighted a significant difference between groups on the 
medial part of foot. Further development is needed to relate 
joint/planar foot angle analysis with pressure data to better 
cover the complexity of clubfoot torsional deformity.     
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INTRODUCTION 
The pelvis is one of the most stressed areas of the human 
musculoskeletal system due to the transfer of truncal loads 
to the lower extremities [1]. Sacroiliac joint injury may lead 
to abnormal joint mechanics and unstable pelvis [2]. Various 
fixation techniques have been evaluated and discussed in the 
past. However, it may be difficult to investigate each 
technique due to variations of bone quality, bone anatomy, 
fracture pattern, and fixation location [3]. Additionally, the 
finite element (FE) method is one useful technology for 
avoiding these variations [4]. Unfortunately, most previous 
studies neglected the effects of lumbar spine and femurs 
when they investigated the biomechanics of pelvises [5]. 
Thus, the aim of this study was to investigate the 
biomechanical performance of the intact, injured, and 
treated pelvises using numerical and experimental 
approaches. 

METHODS 
Three-dimensional FE models of the spine-pelvis-femur 
complex with and without muscles and ligaments were 
developed. The intact pelvis, the pelvis with sacroiliac joint 
injury, and three types of pelvic fixation techniques, which 
included the posterior iliosacral screw (PIS) fixation, sacral 
bar (SB) fixation, and locking compression plate (LCP) 
fixation, were analyzed (Fig. 1A). The maximum 
displacement of the sacrum, the maximum von Mises stress 
of the fixation devices, and the maximum von Mises stress 
of the pelvises were calculated to evaluate different pelvic 
fixation techniques. 
Concurrently, Single loading tests were conducted to 
validate the feasibility and applicability of the spine-pelvis-
femur complex. The testing specimens were composed of 
the pelvic fixation devices and the artificial pelvis. The 
intact specimens, the injured specimens, and three types of 
the treated specimens were fixed on the experimental jigs, 
and a specially designed loading jig was developed to mimic 
the effects of human spine. All test specimens were 
compressed on the top surface of the sacrum at a loading 
rate of 1 mm/min. The single loading tests were conducted 
using a servo-hydraulic material testing system (Instron 
8872, Instron Corp., Canton, MA, USA) (Fig. 1B). The 
load-displacement curves were recorded, and the stiffness of 
each specimen was calculated to study the stability or 
fixation stability of different pelvic fixation devices. For the 
statistical analysis, one-way ANOVA with Bonferroni post 
hoc tests was used to compare the stiffness in each situation. 
In the correlation analysis, the correlation coefficient 
between the maximum displacement of the sacrum obtained 
from the FE models and the stiffness acquired via the single 
loading tests was calculated and evaluated. 

RESULTS AND DISCUSSION 
The numerical results showed that the injured model 
significantly deteriorated the stability compared with that of 

the intact model. All treated models revealed that the loss of 
stability can be recovered, especially for the SB fixation and 
PIS fixation. For the implant and bone stresses, both the SB 
fixation and the PIS fixation showed a lower maximum 
stress of the fixation devices compared with the LCP 
fixation. The intact model had the lowest pelvic stress 
compared with the other situations. The numerical outcomes 
in the FE models with muscles and ligaments were similar 
to that in the FE models without muscles and ligaments. 
The experimental outcomes showed that the stiffness of the 
LCP fixation was significantly lower than that of the other 
two fixation techniques (P=0.00). Additionally, it did not 
significantly differ from the injured group (P=1.00). In the 
correlation study, the maximum displacement that was 
acquired via the FE models was closely related to the 
stiffness obtained from the biomechanical tests, with a 
correlation coefficient of -0.98. 

Figure 1: (A) Intact, injured, and treated numerical models. 
(B) Experimental setup. 

CONCLUSIONS 
The biomechanics of the intact pelvis, the pelvis with the SIJ 
injury, and three types of pelvic fixation techniques were 
investigated using the FE analyses and experiments. The PIS 
fixation revealed a better fixation stability and lower risks of 
implant failure and pelvic breakage compared with the other 
approaches. Therefore, PIS fixation is suggested for treating 
pelvises with SIJ injury. This study can help surgeons and 
engineers understand the biomechanics of intact, injured, 
and treated pelvises. 
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INTRODUCTION  
In spite of the benefits of modular design at the head–neck 
taper junction of total hip replacement (THR), there are 
problems associated with the release of fretting-wear debris 
resulting in adverse soft-tissue reactions (ASTR) [1]. To 
date, there have been very limited studies to investigate the 
material loss and also the parameters that can affect on the 
material removal from the junction. These studies are based 
on major simplifications such as neglecting the mismatch 
angle between the head and neck. Moreover, all these 
studies have investigated the interaction between the head 
and neck in a dry condition, while physiological body fluid 
could have a significant impact on the behaviour of the 
contacting surfaces subjected to fretting wear. In this study, 
a Finite Element (FE) model of the head-neck junction was 
developed to simulate the fretting wear process. This model 
was used to investigate the effect of assembly force on the 
material loss process under a high cyclic gait loading.  

METHODS 
The material combination used in this study was a CoCr 
head and a CoCr neck with a distal mismatch angle of 
0.024º To model the fretting wear, a FORTRAN code was 
developed that can control the position of the surface nodes 
through the ABAQUS UMESHMOTION subroutine within 
an adaptive meshing constraint. To verify the code, a pin-
on-flat model was first developed according to Ding’s work 
[1]. The surface profiles of the flat component were 
produced and compared with the ones presented by Ding et 
al. [1]. A good agreement was found between the profiles 
that successfully verified the UMESHMOTION code and its 
accuracy used in this study. A three dimensional (3D) model 
of the CoCr-CoCr head-neck junction was developed and 
analyzed under walking load profiles. The FE analysis 
identified the most critically stressed two dimensional 
section from the 3D model for which the corresponding load 
components were also determined in order to be used in the 
2D fretting wear model of the junction. The wear coefficient 
and friction coefficient for a CoCr-CoCr contact in a 
phosphate buffered solution (PBS) were applied to simulate 
the performance of the head-neck junction in a simulated 
physiological body fluid. The head and neck models were 
assembled with 2,000N, 3,000N and 5,000N forces and then 
subjected to 1,025,000 cycles of walking gait loading. 

RESULTS AND DISCUSSION 
Figure 1a shows the area loss of the neck during the 
1,025,000 cycles of the gait loading for three assembly 
loads. It is apparent that the area loss versus fretting wear 
cycles has a linear behaviour. By increasing the assembly 
force, the amount of area loss increases. After 1,025,000 
cycles, models that are assembled by 2,000N, 3,000N and 
5,000N forces had 0.0016 mm2, 0.0027 mm2, and 0.0053 
mm2 area loss, respectively. Figure 1b demonstrates the 
depth of fretting wear through the length of the neck, after 
1,025,000 cycles. This figure reveals that the wear depth is 

significantly higher in the distal side, which was understood 
to be because of the distal mismatch angle between the head 
and neck. Moreover, the contact length between the head 
and neck after 1,025,000 cycles, increases with increasing 
the assembly force. Maximum value of the wear depth for 
models that are assembled by 2,000N, 3,000N and 5,000N 
forces were 0.35 µm, 0.49 µm and 0.78 µm, respectively. 

Figure 1: (a) Area loss of the neck versus number of cycles, 
(b) wear depth versus neck length. 

CONCLUSIONS 
Based on the Archard equation used in this work, contact 
pressure, contact length and amplitude of sliding were found 
as the three parameters that can affect on the material loss in 
the head-neck junction subjected to cyclic gait loading. 
Junctions that were assembled with smaller assembly forces 
(e.g. 2,000N and 3,000N) had higher sliding amplitudes. 
Higher contact stresses and longer contact lengths produced 
in 5,000N assembled junction resulted in greater amounts of 
material loss and depth of wear.     
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INTRODUCTION  
Total Hip Arthroplasty is a surgical procedure that reforms 
the hip joint, replacing the pathological joint with an 
artificial prosthesis. Due to post-operative joint instability, 
complications such as dislocation are still a significant 
problem. Understanding the mechanics of the hip joint is 
key in the development of preventative methods to treat 
post-operative hip dislocation.  

As a consequence of the limitations of in vivo and in vitro 
hip joint studies, it is proposed that in silico (performed on 
computer or via computer simulation) studies could prove to 
be an effective tool for the analysis of hip joint mechanics 
and stability. The development of a faithful, well-verified 
hip joint model, based on coupled rigid-body dynamics and 
continuum mechanics would provide unique insight, jointly 
aiding in the development of complex soft tissue 
reconstruction procedures and the design of next generation 
prostheses.  

METHODS 
Using Computed Tomography (CT) image-sets a patient-
specific 3-D model of the hip joint of an adult male was 
created. This model was then converted into a high-
resolution continuum mesh (~6.5 million cells) using 
commercial software ANSYS ICEM CFD and open-source 
software cfMesh, see (Figure. 1). A contributing factor to 
inaccuracy of numerical models of the hip joint may be 
ascribed to simplifying assumptions with regard to using 
uniform bone mechanical properties, hence a CT-Based 
model was chosen in this case. �The Young’s modulus is 
assigned based on the apparent density obtained from 
Hounsfield intensities of the tissue detailed in each voxel of 
the CT slices., see (Figure. 1). 

Figure 1 High-resolution continuum mesh. 

Gait data of the same adult male was analysed using a rigid-
body model of the lower extremity in open source software 
OpenSIM; thus, the peri-articular loading and reaction 
forces can be realistically captured for a full gait cycle. The 
future aim is that muscle forces may be obtained from this 
OpenSIM model and applied to the continuum model 
coupling the two modelling approaches.  

Preliminary analyses were performed with the continuum 
model by applying boundary conditions obtained from Gait 
Analysis. The boundary conditions are as follows: fixing the 
pelvis at the iliosacral and pubic symphysis joints, and 
displacing the distal femur in the axial direction into the 
acetabulum. The femur is displaced such that the resulting 
total hip force is as measured in [1] that is, at mid-stance and 
toe-off, the hip joint force is twice body weight, equating to 
1,611 N in the femur axial direction and 2.38 times body 
weight for the heel-strike case, equating to 1,917 N femur 
axial force. 

Displacements and stresses have been calculated using a 
cell-centred Finite Volume method, implemented in open-
source software OpenFOAM, where jobs were run on a 
supercomputer at the Irish Centre for High End Computing 
using 24 CPU cores. 

RESULTS AND DISCUSSION 
The results were compared with a previously developed 
continuum model [2] that employs a sandwich material 
distribution. Stresses that are more characteristic of those 
previously reported in the literature were obtained [3]. A 
maximum contact pressure of 10.3 MPa is observed in the 
cartilage of the acetabulum, far less than that predicted in 
the sandwich model (26 MPa). Contact pressure locations 
are concurrent in both cases; however, peak magnitudes are 
significantly different as reported above. A corresponding 
contact area of 7.32x10-4 m2 is seen in the model, which in 
this case is larger than that of the sandwich model (3.96x10-4 

m2). This is consistent with the difference in contact 
pressure. Regions of high stress in the pelvis include the 
ilium directly above the acetabulum, the acetabular roof 
bone, and near the fixed iliosacral joint.  

CONCLUSIONS 
The resulting natural hip joint model is the basis of 
additional work being developed to more realistically 
capture the physics of the problem. The first of which is the 
inclusion of a total hip arthroplasty prosthesis into the 
model, allowing analysis of the mechanics and stability of a 
reconstructed hip joint. Additionally, incorporation of 
muscle forces from the OpenSIM model is being undertaken 
currently. Ultimately, it is hoped that the insights gained will 
help orthopaedists make confident surgical decisions.  
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INTRODUCTION  
The survival and satisfaction rate of the revision surgery are 
inferior and have not yet equaled that of the primary TKR, 
with 1 in 8 patients require further surgery within 5 years 
[1]. Modular implant systems (sleeve, stem and augments) 
are popular in revision surgeries due to their flexibility in 
addressing various bone defects. Each specific revision bone 
defect require a particular combination of modular implants. 
However, patient weight and bone mass density can 
influence implant primary stability in different ways and 
alter the expected long term outcome.  
The aim of the study is to examine the effect of decreased 
bone mass density (BMD) and increased body mass index 
(BMI), separately, on implant primary stability and strain 
distribution. 

METHODS 
An FE model (Abaqus, Dassault Systemes) was generated of 
the non-operated limb of a post TKR 72 year old male 
patient with body mass index of 25 kg.m-2 (weight: 82kg, 
height: 1.8m). Gray scale values were sampled from CT 
scan to extract material properties. Hypermesh was utilized 
to include the patient specific bone defect (AORI type T1 
caused by removing the previous TKR implant and cement 
[2]). Bone cuts and alignment of the tibia implant were 
preformed following the surgical guide (DePuy Synthes 
Joint Reconstruction, Warsaw, IN). Joint contact forces for 
stair descent was applied [3]. The loads and moments were 
scaled to the body mass of the current subject. The applied 
forces were scaled based on UK average BMI plus 1 
standard deviation ((Obese + SD), BMI = 36 kg.m-2) and 
plus 2 standard deviations ((Obese + (2 * SD)), BMI = 41 
kg.m-2). Bone mass density was varied by using the average 
and lower bounds of published modulus density relationship 
[5]. The tibia was rigidly constrained at the distal epiphysis 
region. 

RESULTS 

Figure 1: the effect of varying the bone mass density and 
the body mass index separately on the strain distribution in 
the tibia. 

Table 1: The effect of varying BMD and BMI on Micro-
motion and strain value. 95prctile denote 95 percentile. 
75prctile denote 75 percentile. % over 50-µm and % over 
150-µm denote the area of the implant surface that 
experience micro-motion greater than 50-µm and 150-µm 
respectively, as a percent of the implant’s total surface area 
that is in contact with the bone. % over 7000 denote the 
area of the implant surface that experience equivalent strain 
greater than 7000 µε (yield strain) as a percent of the 
implant’s total surface area. H-BMD and L-BMD denote 
high and low bone mass density respectively. 

DISCUSSION AND CONCLUSIONS 
The outcome demonstrates that, for a tibia with AORI Type 
T1 defect, adequate mechanical support and stability was 
achieved in the sleeve region regardless of BMD or BMI 
level. This is supported by the current literature [6]. 
However, strain in the diaphysis was significantly affected 
by variation in the BMI value (Increase in BMI to (Obese + 
(2 * SD)) lead to 50% increase in strain). On the other hand, 
variation in BMD alone did have an effect on the strain 
distribution (decrease in BMD lead to 30% increase in 
strain), however it was less compared to variation of BMI 
(Table.1.) (Figure. 1.). Future analyses should include 
variation in BMI in order to capture the spectrum of loading 
likely to be encountered by revision implants. We are 
currently working on a larger sample size analysis 
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INTRODUCTION 
Pre-clinical testing of orthopedic devices could be improved 

by comparing performance against established implants with 

known clinical histories.  Corail® (DePuy Synthes, 

Warsaw) is a femoral stem, with various options for 

restoring the native femoral anatomy, and has a proven 

survivorship of 95.1% at 10 years [1], which makes it a 

good candidate as a benchmark when evaluating new stem 

designs. Hence, the aim of this study was to establish 

benchmark data relating to the primary stability of Corail ®. 

METHODS 

Subject-specific Finite Element (FE) models of implanted 

femora were run for a diverse patient cohort within the 

Melbourne Femur Collection. Forty-one femora were 

selected for this study; 21 males and 20 females. The 

selected cohort was of joint replacement age (50-80 years 

old) and represented patients within a broad range of height 

and BMI. To account for the diversity in shape, the cohort 

also included femora with the maxima, minima and medians 

for 14 geometric parameters. Each femur model was 

implanted with four versions of Corail®; (i) Collared 

standard offset (STDO) with a 135ᵒ neck-shaft angle (NSA) 

and a standard femoral offset, (ii) Collarless standard offset 

(STDO) with a 135ᵒ NSA and a standard femoral offset, (iii) 

High offset (HO) with a 135ᵒ NSA and an extended (+7 mm 

in the lateral direction) femoral offset, and (iv) Coxa Vara 

(CV) with a 125ᵒ NSA and an extended femoral offset (+7 

mm in the lateral direction and -5mm in the superior 

direction). The HO variant is a collarless implant, whereas 

the CV variant is a collared implant. For each femur, an 

automated algorithm was used to select the size and position 

of each design variant that achieve maximum metaphyseal 

fit, without breaching the cortical bone boundaries, while 

preserving the head centre location. Joint contact and muscle 

forces were calculated for level gait and stair climbing using 

an established musculoskeletal model [2] and scaled to the 

body mass of each subject. Femora were rigidly constrained 

at the condyles. Risk of failure was assessed based on (i) 

stem micromotion - a measure of aseptic loosening, (ii) 

equivalent strains - a measure of peri-prosthetic bone 

damage and (iii) percentage of the bone-prosthesis contact 

area experiencing micromotions < 50 μm, micromotions > 

150 μm and strains > 7000 μstrains [3].  

RESULTS 

Stair climb loads resulted in higher micromotion and 

interface strains, compared to level gait loads. For level gait, 

the 90th percentile micromotion ranged from 30 μm to 100 

μm, for all designs, whereas for stair climb, the range was 

from 45 μm to 155 μm, for all designs.  The 90th percentile 

interface strains ranged from 1650 μstrains to 6900 μstrains 

during level gait and from 2200 μstrains to 11700 μstrains 

during stair climb, for all designs. While most subjects had 

relatively small differences in micromotion and interface 

strains when different designs were used, it was noted that 

the CV design slightly reduced the micromotion/strains for 

subjects with NSA < 120°, and the HO design slightly 

reduced the micromotion/strains for subjects with NSA > 

130°, compared to other designs.  

Figure 1: box plots for the 90th percentile micromotion for 

the four different design variants of Corail®, with the four 

box plots on the left for level gait loads and four plots on the 

right for stair climb loads.  

DISCUSSION AND CONCLUSIONS 

It is desirable for the micromotion/interface strains at the 

entire contact area to be below 50 μm/7000 μstrains. In our 

simulations, most of the contact area experienced 

micromotion/strains below these thresholds, however, a few 

subjects (<5) had up to 35% of the contact area with higher 

micromotion/strains. Given the reported survivorship of 

Corail ® [1], the presented data may be suitable for 

benchmarking novel femoral stems in the future. 
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INTRODUCTION  
Increased co-contraction between antagonistic knee muscles 
during gait in post-knee injury populations has been 
suggested to play a role in the development and progression 
of post-traumatic knee osteoarthritis [1]. Common measures 
of co-contraction such as the co-contraction index (CCI), 
however, rely on the measurement of highly variable 
electromyographic signals from the muscles of interest [2]. 
The test-retest intrarater reliability of the CCI during gait in 
both healthy and post-knee injury populations is currently 
unknown, which makes it difficult to compare these 
populations or interpret changes in the CCI in response to 
interventions. The purpose of this study was to determine 
and compare the test-retest reliability of the CCI during gait 
between young adults with and without previous knee injury 
for the example of Quadriceps-Hamstrings co-contraction.  

METHODS 
Twenty young adults (10♂, 10♀, 20-31 years old) 
participated in this study; ten (5♂, 5♀) of which had 
sustained a previous knee injury (cruciate or collateral 
ligament and/or meniscus) 2-10 years prior to participation 
and ten controls without a history of knee injury. 

Each participant completed two separate testing sessions, 5-
13 days apart. During each session, participants performed 
seven trials of over ground walking at their preferred speed 
while surface electromyography (sEMG) data of Vastus 
Lateralis (VL) and Biceps Femoris (BF) as well as 3D knee 
joint kinematics were obtained. EMG signals during 
walking were processed using a wavelet transform to derive 
the EMG total intensity and amplitude-normalized to the 
respective peak EMG intensities during a series of isometric 
maximum voluntary contractions (MVCs). Co-contraction 
was analyzed for three phases of the gait cycle: 150ms pre-
heel strike, early stance (heel strike to peak knee flexion), 
and mid stance (peak knee flexion to peak knee extension). 
The CCI [%MVC] between VL and BF was calculated for 
each phase as a weighted ratio of the EMG total intensities 
and averaged across seven strides [2]. 

For each phase and group (injury/control), the absolute test-
retest reliability of CCIs was determined using Bland-
Altman 95% limits of agreement, LoA = bias ± random 

error, where bias corresponds to the mean of the within-
subject differences between days and random error = 1.96 x 
standard deviation of the differences [3]. Relative reliability 
was assessed according to the intra-class correlation 
coefficient (ICC, Type [3,1]) and 95% confidence intervals.  

RESULTS AND DISCUSSION 
95% limits of agreement for VL-BF co-contraction indices 
were wider in the injury group compared to the control 
group, indicating larger random error and poorer absolute 
reliability (Table 1). Specifically, during early stance, the 
injury group showed random error in CCI of up to 
11.2%MVC. This result suggests that to attribute a “true 
change” in VL-BF co-contraction during early stance (e.g., 
in response to an intervention), the observed change in CCI 
must be at least 11.2%MVC, which exceeds previously 
reported changes [4]. In contrast, ICCs were similar in both 
groups and ranged between 0.65 to 0.85, indicating 
moderate to very good reliability (Table 1). The 
disagreement between poor absolute and good relative 
reliability may be due to the higher variance in CCIs among 
injured compared to control participants (Table 1), which 
artificially inflates the ICC [3]. 

CONCLUSIONS 
The test-retest reliability of the co-contraction index 
between Vastus Lateralis and Biceps Femoris during gait 
appears to be poorer in young adults with a history of knee 
injury compared to healthy controls. This has implications 
for the design and interpretation of co-contraction studies in 
these populations. Due to the generally large random error 
between days, the use of the CCI during gait should be 
restricted to interventions where changes of more than 5% 
are expected. Further, these results demonstrate that relative 
reliability may be artificially high despite poor absolute 
reliability if study samples exhibit large variance. 
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Table 1: Descriptive statistics and test-retest reliability of VL-BF co-contraction index during gait 
Descriptive statistics        Test-retest reliability 

Day 1 Day 2 Absolute Relative 
Gait phase Group Mean (SD) Mean (SD) Bias1  Random error2 (95% LoA3)  ICC (95% CI) 

Pre-heel strike 
Injured 11.2 (4.3) 13.3 (5.5) 2.1 7.5 (-5.4, 9.6) 0.70 (0.13, 0.92) 
Control 8.1 (2.7) 8.0 (2.8) 0.0 4.5 (-4.5, 4.5) 0.65 (0.08, 0.90) 

Early stance 
Injured 11.0 (7.6) 14.5 (9.0) 3.5 11.2 (-7.7, 14.6) 0.77 (0.26, 0.94) 
Control 7.6 (2.7) 7.3 (2.8) -0.3 4.3 (-4.6, 4.0) 0.69 (0.15, 0.91) 

Mid stance 
Injured 3.9 (3.5) 4.0 (2.9) 0.1 5.0 (-4.9, 5.1) 0.68 (0.09, 0.92) 
Control 1.8 (1.0) 1.8 (1.5) 0.1 1.4 (-1.3, 1.5) 0.85 (0.50, 0.96) 

1Bias = mean day2-day1 differences, 2Random error = 1.96 x SD of day2-day1 differences, 3 95% limits of agreement = bias ± random error 
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INTRODUCTION  
Anterior cruciate ligament (ACL) injury remains physically 
and financially burdensome injury [1]. Whilst the primary 
role of the ACL is to resist anterior translation of the tibia, 
non-sagittal loads (particularly the valgus moment) have 
also been shown to be important contributors to ACL 
loading and injury mechanisms [1]. Insight into how sagittal 
(shear force) and frontal (valgus/varus) loads occur during 
injurious manoeuvres could reveal potential targets for 
preventative and rehabilitative strategies. Muscles that 
provide large contributions to both anterior shear and/or the 
valgus moment may have the propensity to load the ACL, 
whereas muscles that provide large contributions to both 
posterior shear and/or varus moment would potentially be 
most effective in protecting the ACL, and thus would be 
targets for preventative programs.  To date, research has 
typically focused on muscles that cross the knee joint, such 
as the quadriceps, hamstrings and gastrocnemius. However, 
due to a phenomenon known as “dynamic coupling”, any 
muscle in the body can accelerate joints that it does not 
span [2]. Subsequently, the aim of this study was to 
investigate how knee-spanning and non-knee spanning 
muscles contribute to the shear force and valgus moment at 
the knee joint during side-step cutting.  

METHODS 
Three dimensional musculoskeletal simulations of 
unanticipated side-step cutting were generated for five 
international-level female football players (age, 21 ± 2 
years; height, 1.75 ± 0.05m; mass, 67 ± 8kg). Full-body 
kinematic and ground reaction force (GRF) data were 
collected using VICON (Oxford Metrics Ltd., Oxford, 
United Kingdom) and two force plates (AMTI, Watertown, 
United States) respectively. Each participant completed a 
45-degree angled side-step cut in a randomly selected 
direction indicated via timing gates (Smart Speed, Fusion 
Sports, Brisbane, Australia). Inverse kinematics and inverse 
dynamics were then used to determine joint angles and 
moments, respectively, from a subject-specific scaled 
musculoskeletal model (25 degrees of freedom, 92 
musculotendinous actuators). A static optimisation 
algorithm was used to decompose lower-limb joint torques 
into muscle forces. A five-point foot-ground contact model 
was then used to determine the individual muscular 
contributions to the GRF via a pseudo-inverse method [3]. 
The experimental kinematics, individual muscles forces and 
their subsequent contribution to the GRF were then used to 
resolve the dynamical equations of motion to determine the 
muscular contributions to knee joint reaction forces. Peak 
contributions (mean ± SD) to the shear force and 
valgus/varus moment across the landing phase (foot contact 
to peak stance knee flexion) were extracted. 

RESULTS AND DISCUSSION
Posterior shear forces were primarily produced by the 
soleus (351 ± 41N) and biceps femoris long head (285 ± 
132N). The anterior shear force was primarily produced by 
the vasti (243 ± 187N) and rectus femoris (81 ± 75N). The 
largest peak valgus moments were produced by the soleus 
(20 ± 4Nm) and vasti (16 ± 12Nm). The greatest peak varus 
moments were produced by the gluteus medius (53 ± 
31Nm) and minimus (9 ± 5Nm). 

Figure 1: Ensemble averages of muscular contributions to 
A) shear and B) valgus loading at the knee joint during
unanticipated sidestep cutting. BFLH, biceps femoris long 
head; GMe, gluteus medius; GMi, gluteus minimus; NET, 
net (total) experimental value; RF, rectus femoris; SM, 
semimembranosus; ST, semitendinosus; SOL, soleus; VAS, 
vasti.  

CONCLUSIONS 
Non-knee crossing muscles were the greatest contributors to 
the peak valgus (soleus) and varus (gluteus medius) 
moments. Shear forces at the knee were primarily produced 
by the quadriceps and hamstring muscle groups, but large 
contributions were made by non-knee crossing muscles such 
as the soleus. The data suggests that ACL preventative and 
rehabilitative programs may benefit from further 
consideration of non-knee crossing muscles. Variability in 
the data suggests that participant-specific variations may 
exist that warrant consideration of individualised strategies.  
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INTRODUCTION  
Increased knee adduction moment (KAM) during walking 
plays an important role in the progression of medial knee 
osteoarthritis [1,2]. Gait modifications, such as altering the 
foot progression angle (FPA), aiming at toe-in during 
walking, can successfully reduce the KAM and can be 
taught using real time bio-feedback [3]. To date such gait 
modifications have been tested only in laboratory 
environments in a single task condition. Performing gait 
modifications has been associated with a large increase in 
perceived cognitive workload at least in the short term [4]. 
The effectiveness of such gait modifications relies on the 
cumulative reduction of the KAM during daily activities 
and therefore requires that the modification can be 
reproduced without feedback and without additional or 
with minor cognitive demand. The extent of the learning 
effect and cognitive demand of the task can be measured 
when a patient performs a secondary task whilst 
continuing with the first task. The aims of this study 
therefore was to determine whether (1) removal of 
feedback and (2) imposing a dual task would affect the 
FPA that patients were taught to modify over 6 weeks.   

We hypothesized that the removal of feedback and the 
introduction of the dual task would both result in greater 
errors in the prescribed FPA, with a tendency to walk with 
FPA closer to normal baseline values. Secondly, we 
hypothesized that over the six weeks, the error in FPA 
would reduce in all conditions. 

METHODS 
Sixteen patients with radiographic medial knee 
osteoarthritis (age 61.2 ± 5.8, 12 female)  completed the 
gait training program. All participants received weekly 
training sessions over six weeks, which focused on 
achieving a toe-in gait with a personalised FPA for each 
patient (mean angle 3±2.2° internal rotation). Patients 
walked on an instrumented treadmill in a virtual reality 
environment and were provided with quasi real-time 
feedback on their stance-phase FPA from the previous 
step. Markers affixed over bony landmarks together with a 
10 camera Vicon motion capture system allowed for real-
time calculation of the FPA using the Human Body Model 
[5]. During weeks four, five and six of the program the 
duration of the feedback provided to the subjects was 
reduced according to a faded feedback protocol. In week 1 
and 6 the Stroop test [6] was performed as a dual task 
condition while the patient attempted to maintain the 
modified FPA. Patients were given full instruction on how 
to complete the dual task and were asked to maintain their 
modified FPA but were not asked to prioritize one task 
over the other.  
We analysed three different conditions per patient to 
determine the error and the spread of the error between the 
actual FPA and the target angle; 1) with feedback on the 
FPA, 2) without =feedback and 3) during the Stroop test.  
Due to violation of the assumption of normality we used 
the Wilcoxon signed rank test to compare between the two 

time points (week 1 and week 6) and the Kruskall Wallis 
test to compare between conditions. Preliminary statistical 
analyses were undertaken in Matlab 2012a, with α=0.05.  

RESULTS AND DISCUSSION 
The median error in the FPA was significantly different 
between conditions in week 1 (p=0.042) but not in week 6. 
Post hoc tests revealed that the differences were between 
the feedback and no feedback conditions versus the dual 
task condition (p<0.001). Across the two time points, a 
significant difference existed only in the dual task 
condition (p=0.027), as shown in Figure 1. 

Figure 1: Error in FPA in three different conditions and at 
two time points. A positive error indicates an angle closer 
to baseline (externally rotated) and a negative error 
indicates that the target internal rotation was exceeded.  

Interestingly, although not significantly different to week 
6, there was a tendency towards baseline values (externally 
rotated FPA) in all conditions in week 1. In week 6, 
although the median error remained similar, there was a 
greater tendency to walk with internal rotation exceeding 
the target. In the dual tasking condition after 6 weeks 
training, patients were better able to perform the Stroop 
task whilst maintaining the required FPA. 

CONCLUSION  
After a six-week gait training program, patients were able 
to reduce the error in FPA during walking with dual 
tasking (significant reduction) and during other conditions 
(trend observed). This suggests evidence of motor learning 
and a reduction in cognitive demand; important parameters 
to ensure  successful adoption of a modified gait pattern in 
activities of daily living.  

REFERENCES  
1. Chang AH, et al, Osteoarthritis Cartilage. 23:1099-
1106, 2015 
2. Miyazaki T, et al, Ann. Rheum. Dis. 61:617-622,2002
3. Richards R, et al, Arch Phys Med Rehabil. 98:137-150,
2017 
4. Caldwell LK, et al, Clin Biomech. 28:649-654,2013
5. van den Bogert AJ, et al, Med Biol Eng Comput.
51:1069-1077, 2013  
6. Stroop JR, J. Exp. Psychol. 18:643–662, 1935



BIOMECHANICAL DETERMINANTS OF ILIOTIBIAL BAND SYNDROME IN CYCLING 

1Mathieu Domalain, 2Mathieu Menard and 1Patrick Lacouture 
1Institut Pprime CNRS 3346 and Université de Poitiers  

2Institut d'Ostéopathie de Rennes and M2S Lab, Université de Rennes 2 - ENS de Rennes 
Corresponding author email: mathieu.domalain@univ-poitiers.fr 

INTRODUCTION  
Iliotibial band syndrome (ITBS) is a common non-traumatic 
overuse injury of the lateral knee joint whose incidence is 
growing following the increase in popularity of endurance 
sports such as running and cycling. Despite an abundant 
literature, the treatment of ITBS remains complicated as it 
lacks evidence-based recommendations [1]. The etiology is 
commonly acknowledged as “multifactorial”. ITBS has been 
widely described as a friction symptom due to the ITB 
sliding over the lateral femoral epicondyle (LFE) during 
repetitive knee flexion-extension. However recent 
anatomical observations suggested that ITBS would rather 
be a compression syndrome [2]. 

The aim was to investigate putative pathomechanisms of 
ITBS in cycling upon the analysis of experimental 
conditions (saddle setback) known to exacerbate the 
potential risk of developing the pathology. 

METHODS 
Ten well-trained and healthy subjects volunteered to 
participate in the study. A stationary cycle ergometer SRM 
“Indoor Trainer” (SRM, Schoberer, Germany) was used. 
Three-dimensional kinematics were obtained from a 20-
camera motion analysis system (Vicon, Oxford, UK). Three 
saddle setback conditions were compared as this parameter 
has been recognized as a contributing factor to ITBS [3]. For 
each of the three conditions, data were recorded during a 30s 
trial while participants pedaled at a constant pace (90rpm 
and 200W). 

Markers data served as input of a model for the computation 
of muscle strain, strain rate and ITB-LFE compression 
force. A musculoskeletal model of the right limb was 
developed based on an existing model [4]. ITB attachment 
sites corresponded to the most recent anatomical description 
of iliotibial band, originates at the iliac crest, passes over the 
LFE and terminates at Gerdy’s tubercle. 

The computation process followed Opensim guidelines for 
inverse kinematics [5]. ITB strain and strain rate calculation 
were calculated as ITB length (m) and 
lengthening/shortening velocity (m.s-1) respectively. An 
arbitrary (100 N) ITB force was fixed for all participants 
and conditions so that the calculation of ITB-LFE 
compression force focused on the varying kinematics. A 
complementary simulation approach was developed to 
calculate ITB-LFE force over the entire range of motion of 
the hip and knee joints. 

RESULTS AND DISCUSSION 
ITB-LFE compression force was the only parameter 
significantly affected by the experimental conditions, ITB 

strain and strain rate remained statistically similar. This 
suggests that ITBS is likely to be a compression syndrome 
more than a friction syndrome as it is still widely believed. 
Results of the simulation showed that the intensity of ITB-
LFE compression force was higher when the hip was 
extended and adducted and when the knee was extended and 
internally rotated (Figure 1). Maximal hip extension had a 
greater influence (up to 20N) than knee extension (up to 5 
N). Inter-individual kinematic differences (5 ± 2°, average 
across conditions) were higher than inter setback condition 
differences (1 ± 0.5°, average across participants) for all 
degrees of freedom. 

Figure 1: Simulation of ITB-LFE compressive force for 
combined knee flexion (-140-0°) and external-internal 
rotation (-20/20°) angles. Solid black, dashed white and 
dotted grey lines illustrate the kinematics of participant 2, 5, 
and 8 respectively. 

CONCLUSIONS 
As suggested by Fairclough [1] and in opposition to what is 
widely believed, this study argue for ITBS to be more a 
compression syndrome than a friction syndrome. 
Furthermore, ITBS potential risk increases in individuals 
whose pedaling technique exacerbates hip extension-
adduction and/or knee extension-internal rotation.  
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INTRODUCTION  
While the function of articular cartilage in joint lubrication, 
protection of the bone ends, and load spreading has been 
well studied, relatively less is known about the damping or 
energy absorbing properties (non-injurious) of cartilage. 
Experiments to determine these properties are technically 
difficult, especially when considering the complex zonally-
differentiated microstructure of the tissue [1] and mild 
degenerative changes that can cause destructuring of the 
collagen fibrillar network [2]. This study therefore 
investigates the following two hypotheses. Firstly that by 
removing the surface layer of cartilage, both the static load 
response and damping properties will change. Second, that 
mildly degenerate cartilage will have different static and 
dynamic material properties compared with healthy-intact 
cartilage and cartilage with its surface layer removed. 

METHODS 
A total of 60 bovine patellae were used. From each patellae, 
a cartilage-on-bone sample block with dimensions of 
~14x14x10 mm was obtained. Care was taken to obtain the 
most flat surface of cartilage in the distal lateral quarter. The 
subchondral bone of each sample block was embedded in a 
stainless steel holder with Plaster of Paris, after which the 
samples were equilibrated in 0.15 M saline for 2 hours at 
4oC. Cartilage thickness was measured prior to testing. The 
60 samples were subdivided into three equal groups as 
follows: (i) Healthy samples (did not stain positive with 
India ink [3]) with surface layer intact (n=20); (ii) Healthy 
samples with the surface layer (upper 1/3 ~ 700μm) 
removed using a microtome (n=20); (iii) Mildly degenerate 
samples (cartilage stained positive with India ink and 
corresponding to grade I mild degeneration [3]) (n=20). 
Static (low strain-rate) stiffness was measured in all samples 
using a standard 4mm diameter plane-ended polished 
cylindrical indenter test [4]. The static test was followed by 
a dynamic test. Here an impact test (non-damaging, 0.5J) 
was administered to each sample in all three groups, using a 
0.55kg mass with 10mm diameter indenter, drop-tower, and 
ultra-high speed camera, to derive kinematic data for the 
high strain-rate energy absorbing properties (damping). 
Energy loss was calculated from the kinematic data, where 
the proportion of kinetic energy lost from the collision of the 
impactor to the sample was determined from the known 
mass and the velocity before and after impact. 

RESULTS AND DISCUSSION 
From the static mechanical testing, degenerative changes in 
cartilage resulted in a significant (p < 0.05) decrease in 
stiffness, whilst removal of the surface layer resulted in a 
significant increase in stiffness (Figure 1A).  
From the dynamic testing, there were no significant 
differences in terms of energy absorption properties between 
all three groups (Figure 1B).  

Figure 1: Box-and-whisker plots of data plotted from (A) 
the static indentation tests, and (B) the dynamic response. In 
each box, n = 20.   

The static mechanical test was essentially a creep test and 
the difference in elastic modulus between intact and surface 
removed may be explained in terms of the extent of creep 
between groups versus the thicknesses with and without the 
surface layer. It is likely that removal of the upper one third 
of cartilage thickness does not result in a similar reduction 
in creep, thus influencing the modulus. The degenerate 
matrix displays a more compliant response to the 
indentation test and is similar to findings from other studies 
[1]. 

CONCLUSIONS 
The data suggests that complex structural details of the 
surface layer of cartilage, and fibrillar-scale destructuring of 
the matrix, may have limited influences on the dynamic 
energy absorption properties of the tissue subject to non-
injurious loading.  
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INTRODUCTION  
Articular cartilage is known to be remodeled by mechanical 
modulations. Finite element analysis (FEA) is widely used 
to estimate mechanical conditions in articular cartilage. 
Accurate material properties are important to successfully 
describe cartilage mechanical behaviors. Articular cartilage 
properties were commonly measured by various mechanical 
tests of cylindrical articular cartilage plugs. However, 
mechanical response of cartilage plugs may be different 
from the in vivo articular cartilage response due to the 
differences in boundary conditions. In this study, we 
developed a loading device which can be operated in a 
medical image device to measure accurate cartilage 
deformations under a loading condition. We aimed to 
estimate cartilage material properties by using the 
information of CT measured deformation and applied load 
in FE models. We also compared FE material estimations 
with conventional unconfined tests. 

METHODS 
Samples: Five young porcine knees were tested. 
Surrounding soft tissues were all removed to separate 
articular cartilage behaviors from other tissues.  
Imaging & load application: Prior to the loading 
application, a CT scan of a fully dislocated knee was done 
to create 3D meshes of unloaded bone and cartilage for 
FEA. The sample (flexion: 20°) was then placed in the 
loading device and a uniaxial compression of 640 N was 
applied to the sample for 21 min to reach to the steady-state 
deformation. Another CT scan of the loaded knee was done 
and 3D models of loaded femur and tibia were created. 
Image-based FEA: Neo-Hookean hyperelastic material 
was used for cartilage while bones were rigid. Initial 
cartilage material properties (shear/bulk modulus: 0.105 
MPa/ 5.3077 MPa) were selected [1]. First, cartilage 
deformations were calculated by gradually aligning 
unloaded bone meshes to 3D bone models of a loaded knee 
which indicated bone positions after 21 min compression. 
This model was defined as ‘displacement controlled FEA’. 
Second, we applied a uniaxial compression of 640 N to 
unloaded bone and cartilage meshes and calculated cartilage 
deformations. This model was defined as ‘load controlled 
FEA’. Since material properties were arbitrary selected, 
deformation results from ‘displacement and load controlled 
FEA’ were not consistent. We iteratively changed material 
properties and repeated both ‘displacement and load 
controlled FEA’ until root mean square differences between 
cartilage deformations from both methods were smaller 
than 0.01 mm. 
Unconfined cartilage test: Conventional unconfined stress-
relaxation tests were done [2] with 4-6 cylindrical cartilage 
plugs per each knee (plug diameter: 3.5 mm). An 
impermeable stainless steel indenter compressed the sample 
with a displacement rate of 1µm/s. 6 stress-relaxation steps 
were applied until a cartilage plug was compressed by 30% 
of its original thickness. Sample thickness was measured 
with a laser sensor and microscopic images of a sample 
were acquired in every 20 seconds. 

RESULTS AND DISCUSSION 
We calculated Poisson’s ratio and elastic modulus articular 
cartilage estimated in FEA and unconfined tests (Figure 1). 
Poisson’s ratio estimations in both methods were similar in 
magnitude for most samples except sample 2. However, 
elastic moduli of articular cartilages were underestimated in 
unconfined tests for all tested knees. Elastic moduli in FE 
analysis were approximately 2.5~6.5 times greater than the 
unconfined test measurements. Underestimated elastic 
moduli in unconfined tests may be due to the flow-free 
surface conditions in cartilage plugs and result in greater 
cartilage deformations in biomechanical simulations. 
However, fluid flow in in vivo cartilage tissues were 
restricted by impermeable subchondral bone and adjacent 
cartilage tissues. Thus, in vivo cartilage deformation would 
be smaller than the deformations estimated by using 
material properties from mechanical tests.  

Figure 1: Poisson’s ratio and elastic modulus from FE 
estimation and conventional unconfined material tests 

CONCLUSIONS 
Our novel image-based FE estimation method utilized 1) 
accurate cartilage deformations from CT scans and 2) 
precisely controlled load conditions from a custom loading 
device to reflect in vivo articular cartilage deformational 
behaviors. Material property estimations by image-based 
FE method may provide accurate mechanical analysis of the 
articular cartilage and improve our understandings of joint 
biomechanics.  
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INTRODUCTION  
DNA damage induced by the radiation, including ultraviolet 
(UV) light, exerts adverse effects on genome stability, alters 
the normal state of life, and causes many kinds of diseases. 
Thus, a biochemical or biomechanical method in DNA 
damage repair and protection is well required. Recently, we 
demonstrated that mechanical deformation and trapping of 
the cell nucleus using polydimethylsiloxane (PDMS)-based 
microfabricated substrates with an array of micropillars 
inhibited cell migration and proliferation [1]. Thus in this 
study, we investigated the effects of mechanical deformation 
and trapping of the nucleus on UV radiation resistance of 
DNA in living cells. 

METHODS 
The epithelial-like cells derived from Xenopus laevis (XTC-
YF) were used as a test model.  The cells were cultured in a 
mixture of 50% L-15 medium, 10% fetal bovine serum, and 
40% distilled deionized water at room temperature. In order 
to achieve a mechanical trapping and deformation of the cell 
nucleus, we used a PDMS micropillar array substrates 
fabricated by replica-molding [1]. We designed the 
micropillar substrates with a hexagonal arrangement and with 
a pillar diameter, length, and center-to-center spacing of 3, 9, 
and 9 µm, respectively.  The both micropillar array substrates 
and the flat substrates made of the same lot of PDMS were 
placed in culture dishes. The surfaces of both substrates were 
exposed to oxygen plasma, and coated with fibronectin to 
allow cell adhesion. XTC-YF cells were cultured on these two 
substrates for over 24 h and exposed to UV radiation (250 nm, 
~400 mJ/cm2). Then, the cells were fixed and their 
intranuclear DNA was stained fluorescently with Hoechst 
33342. We also stained phospho-histone γ-H2A.X, a marker 
for DNA double strand break [2], to estimate UV radiation-
induced DNA damages. 

RESULTS AND DISCUSSION 
Typical fluorescent images of the nucleus in XTC-YF cells 
cultured on the flat and micropillar substrates are shown in 
Figure 1. The cell nuclei on the flat substrate had elliptical 
shapes with smooth surfaces (Fig. 1A), while on the pillar 
substrates, the nuclei were entirely inserted into the grooves 
between the pillars and they appeared to be “trapped” 
mechanically on the array of pillars (Fig. 1B). Following UV 
radiation, we obtained the confocal fluorescent images of 
phospho-histone γ-H2AX (Fig. 1C, D) and estimated DNA 
damages. We found that UV radiation-induced DNA damage, 
estimated by the fluorescent intensity of phospho-histone γ-
H2AX, was significantly inhibited in the nucleus deformed 
by the micropillars (Compare Fig. 1E and F). The significant 
positive correlation was observed between fluorescent 

intensity of intranuclear DNA and γ-H2A.X in the cells 
cultured on the flat substrates following UV irradiation, while 
in the cells on the pillar substrate, their correlation became 
lower. These results indicate that the inhibition of UV 
radiation-induced DNA damages might be resulted from 
structural change of DNA caused by the mechanical stress of 
the nucleus of the cells on the pillars. 

Figure 1: Typical examples of the confocal fluorescent 
images of the nucleus in XTC-YF cells cultured on the flat 
(A, C) and the micropillar substrate (B, D). White circles in 
(B) indicate the micropillar locations. The changes in the 
fluorescent intensity of γ-H2A.X in XTC-YF cells cultured 
on the flat (E) and the micropillar (F) substrates following the 
UV-irradiation. 

CONCLUSIONS 
We investigated the effects of mechanical deformation and 
trapping of the nucleus on UV radiation resistance of DNA in 
XTC-YF cells, and found that UV radiation-induced DNA 
damage was significantly inhibited in the nucleus deformed 
by the micropillars. Our study first demonstrated the nuclear 
stress-induced inhibition of DNA damages in living cells. 

ACKNOWLEDGEMENTS 
This work was supported in part by MEXT/JSPS KAKENHI, 
Japan (nos. 26560207 and 16K12865) and AMED-CREST, 
Japan (No. 16gm0810005h0202). 

REFERENCES 
1. Nagayama K., et al, J Biomech, 48: 1796-1803, 2015.
2. Xiao A., et al, Nature, 457(7225): 57-62, 2009.



MICRO- AND NANO-MECHANICAL EFFECTS OF AGEING AND OSTEOARTHRITIS ON THE HUMAN KNEE 
JOINT  

1 Abby E. Peters, 1 Riaz Akhtar, 1 Eithne J. Comerford and 1 Karl T. Bates 
1University of Liverpool 

Corresponding author email: abby.peters@liverpool.ac.uk  

INTRODUCTION  
Osteoarthritis (OA) is typically associated with degeneration 
of the articular cartilage; however it is now widely accepted 
that OA is a whole-joint disease that alters the integrity of 
multiple tissues of the osteochondral unit and surrounding 
soft tissues including ligaments. In particular recent research 
has observed abnormal remodelling and changes in density 
and separation of bone in the presence of OA. This suggests 
a synergistic relationship between cartilage and bone; 
however no material property data exists to understand 
whether disruption of subchondral and /or trabecular bone 
structure occurs pre or post initiation of OA. Furthermore a 
decrease in tensile properties of ligaments is observed 
during ageing; however this is less well defined in the 
presence of OA, though histological research has shown 
adaptations in fibre architecture accompanying disease 
status. Knowledge of whole joint adaptations during both 
ageing and disease could be used to improve finite element 
modelling, therapeutic interventions such as those involving 
pharmacology or biomimetic materials used to mimic soft 
and hard tissue during repair, regeneration or replacement. 
Therefore the aims of this paper are: 

1. To compare material properties of cartilage, bone and
ligaments from cadavers of varying ages and disease
status to help understand the effect of ageing and OA

2. To compare material properties from multiple
anatomical locations and tissue types in one knee joint
to understand the need for a more subject specific,
local approach to treating or representing soft or hard
tissues

3. To analyse the relationship between a change in
cartilage and bone material properties in the presence of
OA

METHODS 
Human cadaver knee joints (n=12, 31-88 years) with 
varying grades of OA (ICRS 0-4) were dissected and eight 
articular cartilage, and eight subchondral and trabecular 
bone samples were harvested from the medial and lateral 
femoral condyle, and medial and lateral tibial plateau. Bone-
ligament-bone samples including the anterior cruciate 
ligament (ACL), posterior cruciate ligament (PCL), medial 
collateral ligament (MCL) and lateral collateral ligament 
(LCL) were also harvested from each cadaver. 
Nanoindentation was used to calculate shear modulus (G’) 
and elastic modulus (E), using a dynamic and quasi static 
method for cartilage and bone respectively. Ten spatially 
correlated indents were incorporated per sample. Ligament 
samples were preconditioned and tested to failure at 
500mm/min using an Instron 3366. Faster strain rates were 
used to mimic physiological loading. Biologically realistic 
hydration status of soft tissue was maintained through 
submersion in phosphate buffered saline during testing. 

RESULTS AND DISCUSSION 
Cartilage and subchondral bone material properties are 
significantly correlated to age (r² = -0.307; p = 0.000 and r² 
= 0.366; p = 0.000 respectively) and OA (r² = -0.242; p = 
0.000 and r² = 0.102; p = 0.004 respectively). Additionally a 
change in cartilage material properties is inversely related to 
a change in site matched subchondral bone material 
properties (r² = -0.094; p = 0.006: see Figure 1). Trabecular 
bone lacked a significant relationship to all parameters. 

Figure 1: Cartilage shear modulus (G’) (MPa) and 
subchondral bone elastic modulus (E) (GPa) correlation.  

Preliminary ligament tensile testing showed failure loads 
between 227-552N within the collaterals and 261-1554N 
within the cruciate ligaments. Failure sites varied from mid-
substance, insertional site and bony avulsion. A young 
healthy cadaver (37 year old, ICRS 0) showed both the ACL 
and PCL failed by bony avulsion at 1544N and 1336N 
respectively. In comparison an old OA cadaver (80 year old, 
ICRS 4) showed the ACL and PCL failed at 373N and 261N 
respectively via the mid-substance and insertional site. 

CONCLUSIONS 
Cartilage, bone and preliminary ligament material property 
data are correlated to both age and OA. Cartilage G’, bone E 
and ligament failure loads vary according to different 
locations/types in the human knee joint, as well as across 
individual cadavers. Additionally a change in cartilage 
mechanics results in a change in subchondral bone 
mechanics. Such material property data could be applied to 
finite element models where tissues are often represented as 
a global structure with one suggestive value. Current 
research indicates a more local approach should be 
considered when constructing models, in order to gain more 
biologically realistic behaviour of the human knee joint in 
response to mechanical loading, which may aid future 
therapeutic interventions. 
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INTRODUCTION  
Cycling is associated with a high prevalence of non-traumatic 
injury with epidemiological evidence that females are at 
greater risk of neck/shoulder, knee and foot complaints. [1–
3] No studies have sought to determine why this may be the
case, however, given well-known sex differences in height 
and the historic male-dominance of cycling, it is plausible that 
the evolution of adult road bicycle frame designs and standard 
component sizes has ergonomically favoured males of 
average stature. It was therefore hypothesised that the 
absolute deviation (abs dev) from the male mean for height, 
independent of sex, would best explain neuromusculoskeletal 
symptom profile. Significant differences in standardised 
measures of bike fit would be apparent between the sexes and 
height categories within each sex were also expected.  

METHODS 
The study involved a retrospective audit of the lead author’s 
clinical records. A mixed recreational and competitive cohort 
of road cyclists and triathletes (n = 114 M, 48 F; age 40 ± 9 
years) using road bicycles without aerobars, gave consent for 
their pre-intervention data to be used. The prevalence of 
symptoms at each body region was compared between sexes 
in contingency tables (Fisher’s exact). Poisson regression was 
used to determine associations and risk estimates (prevalence 
and count ratios) for height abs dev (in decimeters) adjusting 
for sex, and vice versa, with the presence of symptoms at each 
site (using robust standard errors for binary outcomes) and 
the number of concurrent symptomatic regions. Primary 
discipline (triathlon vs road), self-reported average weekly 
kilometres (multiples of 25km) and age (multiples of 5yrs) 
were also included as control variables. Univariate ANOVAs 
for standardised bike fit variables were conducted to 
characterise differences in bike fit between the sexes and by 
height categories within each sex, based on the male mean 
and standard deviation (177.7 ± 6.6cm) as follows: <158cm 
; 158–171cm ; 171–184cm ; >184cm . Alpha level 
was set at p < 0.05 and confidence intervals at 95%. 

RESULTS AND DISCUSSION 
Consistent with previous studies, [1-3] a greater proportion 
of females reported neck/shoulder symptoms (56% F vs 
34% M, p = 0.014). Regression determined height abs dev 
(PR: 1.65, CI: 1.18–2.29, p = 0.003) and age (PR: 1.12, CI: 
1.01–1.24, p = 0.034) to be significantly associated with 
symptom presence in this region, but not sex (PR: 1.02, CI: 
0.60–1.72, p = 0.951). No significant sex differences in 
symptom prevalence, or significant main effects for height 
abs dev or sex with regression, were observed for any other 
region (p > 0.05).  Females reported more concurrent 
symptomatic regions with a median of three (IQR 2-4) 
versus two (IQR 1-3) in males (Mann-Whitney U = 3397; p 
= 0.013), however, regression found no association with sex 
(CR: 1.11, CI: 0.86–1.45, p = 0.421) or height abs dev (CR: 
1.11, CI: 0.92–1.34, p = 0.287). Secondary findings of the 
regression analyses were as follows: a) wrist/hand 
symptoms associated with age (PR: 1.20, CI: 1.04–1.39; p = 

0.012) and triathlon (PR: 2.34, CI: 1.37–4.00; p = 0.002); 
and b) lumbopelvic symptoms associated with average 
weekly km (PR: 1.05, CI: 1.01–1.1, p = 0.025). The latter is 
consistent with previously reported findings.[3]  

Significant differences in standardised bike fit existed 
between the sexes and between height categories within each 
sex. The crank length:inseam ratio (CLIR) displayed the 
largest standardised mean differences (SMDs) of all 
comparisons. Males had a mean of 20.2 ± 1.0% versus 21.5 ± 
1.0% in females (SMD: 1.3, CI: 0.9–1.6; p < 0.001). Within 
each sex the SMDs were even greater between height 
categories (1.9–2.3, all significant at p < 0.001). Absolute 
crank length ranged from 165-177.5mm (median/mode: 
172.5mm M, 170mm F). To better illustrate the extent to 
which crank length varied proportionally, the CLIR for each 
category was transformed into average male equivalent crank 
lengths for presentation in figure 1. Significant differences (p 
< 0.01) with moderate to large effect sizes were found for 
standardised saddle and handlebar position within and 
between the sexes. Compared to taller riders of the same sex, 
shorter riders had: a) saddles that were higher relative to the 
bottom of the pedal stroke and lower relative to the top; b) 
steeper effective seat tube angles (females); and c) reduced 
saddle-to-handlebar reach/drop. These differences are likely 
to manifest as stature-related variance in riding posture and 
kinematics and are therefore of clinical interest. 

Figure 1: Average male equivalent crank length ± 1 SD by 
height category in each sex. 

CONCLUSIONS 
The key finding of this study is that after adjusting for sex, 
discipline and weekly riding volume, a 65% increase in the 
prevalence of neck/shoulder complaints is to be expected in 
road cyclists and triathletes on 700c drop bar road bikes for 
every 10cm shorter or taller than average males, and 12% for 
every 5yr increase in age. The retrospective nature of this 
study precludes the assignation of causality between bike fit 
and the observed symptom profile. Prospective studies are 
therefore warranted to determine if causal links exist. 
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INTRODUCTION  
Chronic Achilles tendon injuries occur mainly unilaterally 
and are related to overloading of the tendon tissue. Ankle 
plantar flexion moment is generated during the stance phase 
of running through Achilles tendon force transmission to the 
calcaneus. Plantar foot kinetic variables (e.g. pressure, 
force) have been used to imply Achilles tendon loading (1). 
Therefore, the present study investigated if differences in 
plantar foot kinetic variables exist between the preferred and 
non-preferred legs of triathletes during a simulated cycle-run 
transition. The level of asymmetry between the legs during 
running were also computed. Findings of the present study 
could enhance prevention strategies for chronic Achilles 
tendon injury in triathletes. 

METHODS 
Seven competitive triathletes (mean±SD: age: 32±4 years, body 
mass: 72±8 kg, height: 1.78±6 cm, maximal cycling power output: 
350±17 W) performed 20 mins cycling at 70%VO2max intensity on 
a cycle-ergometer (LC7, Monark Exercise AB, Sweden) followed 
by a 5 km running time-trial on a motorized treadmill (RL2500E, 
Rodby Innovation AB, Sweden). Pressure measuring insoles 
(Pedar®, Novel GmbH, Germany) were placed inside each running 
shoe to measure maximal force (Forcemax), total contact area 
(Area), peak pressure (Pressurepeak), pressure-time integral 
(PTintegral) and force-time integral (FTintegral) during the running 
trial. Forefoot maximal force (Forefootmax) was analyzed for each 
leg for the first and last run segments. Analyses were performed 
based on data acquired during 20 s for each 0.5 km of running. 
Mean effects were tested with Student’s paired t-tests and Cohen’s 
effect sizes (d) (1). The asymmetry index was computed based on 
previous work (2) as follows:   

AI = [(NP – P) / ½ (NP + P)] X 100% 
Where NP = non-preferred leg, P = preferred leg. Leg preference 
were assessed based on the Waterloo questionnaire (3). Standard 
deviations (SD) of Forcemax from both legs were computed for each 
running segment in order to report intralimb variability.  

RESULTS AND DISCUSSION 
Mean running speed during the first 0.5 km and last 0.5 km 
were 15.4±0.86 and 17.0±1.7 km/h respectively. The 
preferred leg showed higher values of Forcemax, Pressurepeak

and FTintegral (p<0.01, d>0.25) than the non-preferred leg 
during running (Table 1). The PTintegral increased 17% for the 
preferred leg from the first to the last run segments in 
comparison to an increase of 7% for the non-preferred leg. 
The FTintegral increased 7% for the preferred leg while a 6% 
reduction was observed for the non-preferred leg between 
first and last segments. The AI for FTintegral was less than 1% 
during the first segment but higher than 10% during the final 
segment of running. Forefootmax showed an AI of 2.9% 
(p=0.7, d=0.17) and 2.6% (p=0.7, d=0.11) during the first 
and last running segments respectively.  Intralimb variability 
[mean (SD)] of Forcemax was 1624 (1.3%) and 1699 (1.3%) 
for the non-preferred and preferred leg respectively during 

the first 0.5 km, and 1578 (1.7%) and 1645 (1.6%) 
respectively during the last 0.5 km.   

Table 1. Plantar force and pressure data for non-preferred 
and preferred legs during running after cycling. Effect sizes 
(d) are presented for mean values. 

Alterations in total contact area between legs were trivial 
during running and the observed differences can therefore 
be attributed mainly to increased force and time of force 
application by the preferred leg during running. Together 
with the large asymmetry index (12%) observed in the final 
segments of running, these results indicate greater loading of 
the preferred leg of triathletes that participated in this study. 
Based on recent findings showing that Achilles tendon 
mechanical and structural properties adapt differently due to 
leg preference (2), coaches and triathletes should account for 
lower leg preference/asymmetries to prevent tendon 
overloading and possible subsequent injury. Future studies 
should investigate Achilles tendon asymmetries in 
triathletes/runners considering leg preference.  

CONCLUSIONS 
Triathletes apply larger load on the preferred leg during 
running after cycling, with a greater asymmetry between 
legs during the last running segment. These findings have 
implications for prevention of Achilles tendon overloading 
in competitive triathletes.  
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INTRODUCTION  
The inspiration of the present study is the well-known 
experimental evidence that pedaling rates freely chosen by 
cyclists (80-100 rpm) are higher than metabolically 
optimum cadences (50-70 rpm) [1]. Several studies 
supported the idea that cyclists instinctively tend to 
minimize the muscular stress. A cost function (CF) based on 
average leg joint moments is proposed in [2, 3]. The 
optimum resulting from the minimization of such CF 
corresponds to the upper limit of preferred cadences chosen 
by cyclists (in a neighborhood of 100 rpm, increasing with 
the power output); this confirms that the optimal cadence 
can be identified in a compromise between a minimum 
peripheral muscular force and a minimum metabolic cost. 

In this work, it is presented an alternative CF, based on an 
equivalent joint moment derived from the power law 
generated by muscles that is obtained by an inverse 
dynamics analysis formulated by an energetic approach. The 
advantage of the proposed method is due to the limited set 
of experimental data required to define the objective 
function of the minimization problem. The validation will be 
given by comparison with the well-established Moment-
based Cost Function (MCF) of [2, 3], defined as the average 
of the sum of the absolute value of the joint torques (hip, 
knee, ankle).  

METHODS 
Inspired to [2, 4], the leg and the bike have been modeled as 
a planar five bar linkage characterized on the basis of 
anthropometric scale factors. Experimental data from [5] 
have been used to solve the inverse dynamics problem. Two 
formulations have been implemented: given the 
experimental forces exerted on the crank and the pedal 
orientation with respect to the crank rotation, the Newton-
Euler formulation has been used to compute the joint 
torques laws; on the other hand, a power balance 
formulation has been exploited to compute the overall 
muscular power law, resulting from the sum of the resistant 
power at the crank and the derivative of the mechanical 
energy of the system (potential and kinetic energy). The first 
formulation allowed to calculate the MCF. The second 
formulation has been used to determine an Equivalent 
Moment-based Cost Function (EMCF), defined as: 

max( )EMCF P  (1) 

where P is the power generated by the muscles and  is the 
angular velocity of the crank (supposed constant). The 
comparison between the two CF has been done for 
increasing power outputs; to this purpose, experimental 
force curves have been fitted by means of Fourier series and 

then scaled by a linear factor in order to generate the desired 
mean power. 

Figure 1: MCF and EMCF at different power outputs for a 
cyclist with 70 kg mass and 1.75 m height. 

RESULTS AND DISCUSSION 
Figure 1 shows the comparison between MCF and EMCF, 
plotted versus the pedaling cadence. Optimal cadences are 
comparable in all cases, with greater values at increasing 
powers, as evidenced by experiments in literature [1]. 
Therefore, it can be said that the minimization of the 
equivalent moment, obtained from the maximum peak of 
muscular power, gives similar results with respect to the 
minimization of the average muscular stress. Nevertheless, 
the proposed CF requires much less experimental data: 
besides the kinematic input data (angle of the pedal vs. 
crank rotation), the crank torque vs. crank rotation is 
sufficient.    

CONCLUSIONS 
The EMCF can be used to simply determine the pedaling 
rate that minimizes the muscular stress, with the advantage 
of requiring few simple experimental data as input. It 
follows that it is particularly well suited to create a model 
that can be easily identified by experiments: the crank 
torque can be evaluated more easily with respect to pedal 
forces, e.g. by measuring the ground forces of the rear wheel 
of the bike over the rollers in a stationary training.  
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INTRODUCTION  
The cycling position with lowering trunk is effective to 
decrease the air resistance [1], but difficult to maintain during 
cycling. The stability provided from core muscles is known 
as an important factor for cycling performance. However, 
none of the related research mentioned the contribution from 
upper extremity, which might be intuitively taking part in 
trunk stability during cycling. Since upper extremity is 
relatively stable during cycling, the handle contact force 
(HCF) might be an important indicator to understand the role 
of the upper extremities during cycling from biomechanical 
perspective [2]. Although ulnar and median nerve injuries of 
cyclists are commonly reported [3], the studies regarding the 
pathogenesis or biomechanics of upper extremities during 
cycling is still overlooked. Therefore, the purpose of this 
study was to examine the effect of saddle positions on handle 
contact force. We hypothesized that more forward leaning of 
the cyclist would result in more loads acting on the upper 
extremities. The findings may be critical for proper bicycle 
fitting to improve comfort, performance, and injury 
prevention. 

METHODS 
A bicycle ergometer was designed and fabricated to allow for 
the full adjustment of bicycle geometry, including saddle 
position, and hand position etc. Two single-axis load cells 
were mounted on the left side of handlebars for vertical 
(HCFV) and sagittal (HCFS) forces. Five saddle positions 
were studied: 0 cm (A), 2cm backward (B), 2cm forward (C), 
2cm upward (D), and 2cm downward (E) relative to the 
setting of the subject’s own bicycle, and the handle position 
were adjusted as a result of the change of saddle.  

10 male semi-professional cyclists with more than 3 years of 
experience with cycling training on a road bike were recruited 
(height: 177.4±5.99 cm; weight: 72.45±6.37 kg; age: 
25.64±4.33 year-old). Participants were asked to place hands 
on the hook of the handle, and to perform pedaling against 
constant resistance with constant cadence (100rpm) for 30 
seconds per trial, five times per pedal position. The forces 
were normalized by body weight, and the convex and concave 
peaks were used to characterize HCF. 

A repeated-measures one-way ANOVA was employed for 
characteristics of HCFV and HCFS. Post hoc analysis tests 
were performed using Scheffe test when main effects or 
interactions were significant after ANOVA. The level of 
statistical significance for all analyses was set at 0.05. 

RESULTS AND DISCUSSION 
The means and standard deviations of characteristics of HCFV 
and HCFs for the five seat positions are reported in Table 1. 
The results of one-way ANOVA and post hoc analysis 
demonstrated significant difference between settings 
(p<0.05). All peak values of HCFV and HCFS in B setting are 

both significantly lower than other settings, except when 
compared to C in convex peaks of HCFV. All peak values of 
HCFS in D setting are significantly larger than those in other 
settings, except when compared to E in convex peaks.  

Table 1: Statistical results of HCFV and HCFS (% BW) 
HCFV p-values of Post hoc analysis HCFs

Concave  A B C D E  Concave 
3.50±1.04 A -- 0.00 0.95 0.00 0.83 A 7.36±1.25 
2.84±1.74 B 0.00 -- 0.00 0.00 0.00 B 6.76±1.51 
3.41±1.54 C 0.13 0.00 -- 0.00 1.00 C 7.24±1.53 
4.00±1.34 D 0.43 0.00 0.97 -- 0.00 D 7.99±2.03 
3.36±1.43 E 0.00 0.00 0.11 0.02 -- E 7.68±1.29 
Convex  A B C D E  Convex 

7.55±1.22 A -- 0.00 0.90 0.00 0.15 A 13.34±2.67 
6.45±1.53 B 0.00 -- 0.00 0.00 0.00 B 12.37±2.69 
7.24±1.50 C 0.45 0.18 -- 0.00 0.01 C 12.92±3.02 
7.33±1.37 D 0.87 0.00 0.06 -- 0.18 D 13.58±3.20 
6.93±1.46 E 0.94 0.01 0.90 0.40 -- E 13.14±2.17 

p-value  p < 0.05 

Since the B setting is the most backward setting, there are 
lower demands on the upper extremity for trunk stability as 
shown in our research. It is an interesting finding that vertical 
adjustment of the saddle resulted in significant increases of 
the loading on the upper extremity. We suggested that the D 
setting increases the seat tube angle and lengthens the 
distance between pedal and saddle. Hence, cyclists tend to use 
the upper extremities to overcome the unstable status, just as 
described in previous research [2]. 

The findings agree with our assumptions that more seat tube 
angle moves forward, more demands on upper extremity are 
shown. However, the findings in change of horizontal seat 
position do not really follow the trend mentioned above. 
When comparing A to C, no significant difference was shown 
in both peaks of both forces. The shortened distance between 
pedal and saddle may increase the difficulty to lean forward, 
and consequently decrease the load on upper extremity.  

CONCLUSIONS 
Our results indicate that lowering and moving the seat 
backward decreases the loading on upper extremity. Further 
research combining the kinematics and kinetics of upper 
extremity with controlling seat tube angle and length is 
suggested and necessary for better understanding the effects 
of saddle position on upper extremity biomechanics and the 
mechanism of upper extremity injury. 
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INTRODUCTION  
Stereophotogrammetry has widely used for human 
movement analysis. Markers placed on the skin moves 
relative to the underlying bone, so called soft tissue artefacts 
(STA), could be described as single marker level or marker 
cluster level.  The latter is proposed recently and composed 
of rigid (translation and rotation) and nonrigid (scaling and 
deformation) components.  Previous study reported that 
STA affect marker cluster movement mainly on rigid 
component during walking, hopping and cutting.  However, 
how the marker cluster position and external resistance 
affect these characteristics of STA remains unknown during 
cycling.  The current study aimed to fill this gap.  The 
purpose of the study was to quantify marker cluster rigid 
and nonrigid component contribute to STA in different 
position and resistance during cycling. 

METHODS 
Twelve healthy young adults (age: 22.5±2.0 years, height: 
1.72 ± 0.02 m, mass: 64.8 ± 10.0 kg BMI: 21.7 ± 3.1) 
participated in the current study with written informed 
consent as approved by the Institutional Review Board. 
Total 15 markers placed on the thigh and the shank of each 
subject were separated into two clusters, around joint and 
mid-segment, respectively.  Each subject performed cycling 
on an ergometer at 30 rpm both without resistance and with 
an average resistance of 20 Nm to mimicking rehabilitation 
conditions.  The 3D marker trajectories were measured 
using a 14-camera motion capture system (Vicon Motion 
Systems Ltd., UK) at a sampling rate of 120 Hz and the 
knee was imaged simultaneously at 30 Hz using a bi-plane 
fluoroscopy system (Allura Xper FD20/20, Philips Medical 
Systems, The Netherlands).  The knees of the subjects were 
also CT scanned and used to construct CT-based bone 
models.  A subject static calibration was performed while 
stood in upright posture. 

The subject-specific, CT-based bone models were registered 
to the fluoroscopy images using a volumetric model-based 
fluoroscopy-to-CT registration method, giving poses of the 
femur and tibia.  Marker cluster initial reference frame with 
respect to bone-embedded coordinate system acquired 
through static calibration.  Dynamic marker trajectories 
were all transformed onto bone-embedded coordinate 
system according to registered bone pose.  Two types of 
marker cluster movement relative to the underlying bone 
were then decomposed into rigid/nonrigid components 
following previous study [1,2].  Two-way mixed model 
ANOVAs were used to test differences in the calculated 
variables between cluster and resistance condition.  Post hoc 
pairwise comparisons were performed when a main effect 
was found.  A significance level of 0.05 was set for all tests.  

RESULTS AND DISCUSSION 

Greater position and orientation ranges at the thigh than the 
shank.  Position ranges were the greatest component and 
shape ranges were the smallest.  Between-condition changes 
were relative small than between-cluster for both thigh and 
shank.  For the thigh, position and size ranges significantly 
affected by marker cluster position.  Significant smaller 
rigid translation range happened in around joint cluster 
whereas size range showed the opposite for nonrigid scaling. 
This could be result from STA of markers around joint 
displaced toward different directions and error of 
translations were offset while mid-segment markers moved 
together and produce greater position range and less size 
changes.  For the shank, all the components of mid-segment 
cluster were smaller than around joint cluster.  It seems bone 
pose estimated from markers placed on mid-shank could 
bring more accurate results. 

Table.  Cluster position, orientation, size and shape ranges 
due to STA of the thigh and shank under resisted and non-
resisted condition during cycling. 

Condition Cluster 
Position 

(mm) 
Orientation 

(deg) 
Size 
(mm) 

Shape 
(mm) 

Thigh 

Resisted 
Around Joint 19.4 (2.7)* 8.7 (1.6) 8.5 (2.9)*† 5.9 (1.9) 

Mid-Segment 23.9 (3.9)* 9.2 (1.6) 1.9 (1.6)*† 5.8 (1.6) 

Non- 
Resisted 

Around Joint 17.9 (2.5)* 7.9 (1.9) 9.8 (3.2)*† 6.2 (1.9) 

Mid-Segment 23.9 (5.2)* 9.3 (1.8) 1.8 (1.1)*† 6.0 (1.6) 

Shank 

Resisted 
Around Joint 13.6 (2.0)† 6.6 (2.4)* 6.0 (1.9)*† 5.0 (1.3)* 

Mid-Segment 12.6 (2.4)† 4.8 (1.1)* 1.0 (0.3)*† 2.1 (0.5)* 

Non- 
Resisted 

Around Joint 12.2 (2.1)† 6.3 (2.4)* 5.4 (2.0)*† 4.8 (1.2)* 

Mid-Segment 10.4 (2.3)† 4.5 (1.6)* 0.9 (0.3)*† 1.9 (0.6)* 

*significance was found between-cluster.
†significance was found between-condition. 

CONCLUSIONS 
Marker cluster rigid and nonrigid movement during cycling 
were firstly reported.  Effects of marker position and 
resistance condition were also compared.  The result 
provided guidance to choose marker placement and how 
STA potentially affect computation of bone pose during 
cycling.  For reduce rigid movement purpose, it is suggested 
around joint marker cluster for thigh and mid-segment 
markers for shank.  
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INTRODUCTION  
Sport related Traumatic Brain Injury (TBI) has become a 
major concern. Cycling, skiing and equestrian sport are only 
some examples of sport where this kind of injury is quite 
common. Numerical simulations of head impact are used as 
a valid tool to predict TBI. There are different head models 
around the world but only some of them include the scalp.  

The scalp is the most external part of the head and is the first 
tissue involved in a head impact. The main function of the 
scalp is to reduce the severity of the impact by absorbing 
and distributing external forces. Experimental tests 
performed on cadavers [1] showed that the presence of the 
scalp dampens the magnitude of the impact force (up to 35% 
reduction) by increasing the contact area and the duration of 
the impact over the skull; therefore the scalp should be taken 
into account when modelling the head. The scalp is a 
complex tissue; it is anisotropic, non-linear, viscoelastic and 
its mechanical properties depend on strain rate. In order to 
develop effective computational models and to perform 
realistic simulations of impact, material characterisation at 
high strain rates is necessary.  

In this work, dynamic tensile tests have been performed on 
porcine scalp at different strain rates (15 – 50 – 100 [1/s]) 
and at different orientation of the skin tension lines (STLs). 

METHODS 
Experimental tests have been performed on porcine scalps 
(22 weeks old, mix gender) at room temperature. Two 
different sets of samples have been tested; parallel and 
perpendicular with respect to the STLs. The frozen 
harvested samples were defrosted a few hours before testing 
and bathed in saline solution. A total of 34 specimens were 
tested. 

The orientation of the STLs have been identified using the 
Reviscometer® RVM 600 device (Courage & Khazaka 
Electronic GmbH, Kln, Germany) [2]. A tensile test rig was 
developed to perform the test using a Rosand Zwick 5HV 
impact test machine. The tensile set-up is symmetric and 
consists of two grips; one moving and one fixed. Sand paper 
was applied to enhance grip on the sample. Different strain 
rates were tested: 15, 50 and 100 s-1. Results in terms of 
Cauchy stress and stretch have been analysed. 

RESULTS AND DISCUSSION 
Results (Figure 1) showed that the orientation of the STLs 
affects the mechanical properties of scalp tissue but only at 
low strain rates. The effect decreases with an increase in 
strain rate. At 100 s-1 there is no difference between samples 

that are parallel or perpendicular to their STLs. Moreover, 
the increase in stiffness of scalp tissue is more significant 
when the sample is loaded perpendicular with respect to the 
STLs. 

Figure 1: Average of tensile tests performed at 15 (blue), 50 
(red) and 100 (green) s-1 on specimens parallel (continuum 
line) and perpendicular (dashed line) with respect to the 
STLs. The graph reports the data until 1.2 of stretch. 

Comparing the values of the stretch at failure, both the 
orientation of the sample and the strain rate have an effect. 
Specimens loaded in the perpendicular direction have a 
higher value of stretch at failure and the stretch at failure 
decreases with the increase in strain rate. 

CONCLUSIONS 
The anisotropy of scalp tissue is not evident at high strain 
rate due to the wide variability of the mechanical properties 
inter and intra subject. Therefore the scalp can be considered 
isotropic when subjected to high strain rate loading. The 
strain rate, instead, affects the mechanical properties and in 
particular the scalp seems to be stiffer when subjected to 
higher levels of strain rate.  
In order to have more accurate results a bigger number of 
specimens would need to be tested in a wider range of strain 
rates.  
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INTRODUCTION  
Transdermal drug delivery systems (TDDS) have been 
focused as useful methods for drug administration from the 
skin into the body without pain in the skin as well as 
metabolism by the digestive organ. Due to barrier function 
on the top surface layers of the epithelium, which is the 
stratum corneum, large molecular weight or water soluble 
drugs cannot permeate well, i.e. low permeability through 
the epithelium. To overcome these problems, TDDS using 
microneedles or iontophoresis has been proposed [1,2]. 
However, there are still some problems on invasive damages, 
infections from the skin and side effects. From the above 
reasons, noninvasive TDDS method has been sought. We 
thus propose a transdermal drug delivery enhancement by 
mechanical stimulations of the skin. In this paper, we report 
a novel drug permeation enhancement method by 
unidirectional skin extension. 

METHODS 

Experimental materials 
We used Yucatan micro pig skin (Charles river, USA), 
which has similar drug permeation properties with human 
skins, as a skin model. A water soluble fluorescent probe of 
fluorescein sodium (molecular weight 376 Da, pH 8.3, 
maximum absorption wavelength is 490 nm, maximum 
emission wavelength is 521 nm) was used as a drug model. 
The fluorescein sodium was diluted to 250 µM by phosphate 
buffered saline of pH 7.4 (Wako, Japan). 

Extensive stimulation & Measurement of drug permeation 
The skin model was manually extended for 5 minutes as 
extensive stimulation by using unidirectional extension 
stage. The strain was kept at 0.2 ± 0.1 while the skin was 
extended at room temperature of 25℃. After the extensive 
stimulation, we put the drug model on the skin surface for 5 
minutes. The permeated fluorescence intensity of 
fluorescein sodium solution in the skin model was measured 
by a fluorescent stereomicroscope (Leica, Germany). 

RESULTS AND DISCUSSION 
Figure 1 shows distributions of fluorescein sodium in the 
stratum corneum with or without the extensive stimulations. 
The fluorescent patterns showed the configuration of sulcus 
cutis, i.e. the crinkle on the skin surface or edge lines of the 
skin crista cutis. When the extension was applied, the 
patterns were stretched to the extension direction. Around 
the skin crista cutis after the skin extension (cf. Fig1b), the 
drug permeated regions were recognized inhomogeneously. 
The results of the maximal fluorescence intensities at the 
skin crista cutis w/ and w/o the skin extension were 55 and 
148, respectively. It was found that the maximal drug 
permeation was enhanced approximately 2.7 times by the 
skin extension. 
Figure 2 shows the comparison of averaged fluorescence 
intensities between w/ and w/o the skin extensions. The 
average fluorescence intensity per the unit area w/ the skin 

extension is 1.4 times higher than that of w/o the skin 
extension, with statistically significant propensity (p > 0.1).   
By assuming the proportionality between the fluorescent 
intensity and the permeated drug per unit area, we can say 
that the unidirectional skin extension with the strain of 0.2 ± 
0.1 enhances the drug permeation approximately 1.4 times. 
This results suggest that the skin extension would reduce 
partially the barrier function of the stratum corneum by the 
structural change at the intercellular junctions of the 
epithelium. 

1 mm

a

1 mm

bCrista cutis

Sulcus cutis

Figure 1: Comparison of the distribution of drug model on 
the skin surface between a) without extension and b) with 
extension 

Figure 2: Comparison of the average fluorescence intensity 
at crista cutis between w/ and w/o the skin extensions. * 
indicates p < 0.1. 

CONCLUSIONS 
We investigated experimentally the transdermal drug 
delivery enhancement by unidirectional skin extension. As 
results, the extended skin was not only elongate in the 
extensional direction and compressed in the perpendicular 
direction, but also enhanced the maximal drug permeation. 
The unidirectional skin extension with the strain of 0.2 ± 0.1 
enhanced the average permeated drug per the unit area about 
1.4 times. 
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INTRODUCTION  
Recently, clinical treatments applying Drug Delivery 
System (DDS) have been being developed. However, it is 
quite difficult to in vivo diagnose spatiotemporal distribution 
of drug infiltration. An example of chemical substance, 
“water”, has significant influence on human body due to 
physiological carrier media. Therefore, in vivo quantitative 
measurement of moisture content is necessary to classify 
skin mechanics. In this study, we propose 2C-OCM (2-
Color Optical Coherence Moisturegraphy), which is 
composed of two-band light sources having different optical 
absorption properties of moisture content. RSOD (Rapid 
Scanning Optical Delay line) is implemented as a depth 
scanner of interferometer, which can modulate the two-band 
lights to different frequencies. In order to verify 2C-OCM, it 
was in vivo applied to the dorsum of hand skin with varying 
moisture condition of tissue. 

METHODS 
A schematic view of 2C-OCM is shown by Fig. 1. This is 
constructed around an optical fiber interferometer based on 
Time-domain OCT [1], and can simultaneously acquire two 
interference signals only by a single channel. Two super 
luminescent diodes with respective center wavelengths of 
1317 nm and 1421 nm are used as dual light sources. Water 
molecule has a larger peak of the absorption spectrum 
around 1400 nm than that around 1300 nm, so the signal 
intensity of 1400 nm band decreases exponentially to the 
direction of depth. On the other hand, the signal around 
1300 nm does not decrease even with a rise of water content. 
This spectral difference in these light absorption properties 
can determine water content quantitatively with high 
contrast. While, RSOD was implemented as a depth scanner 
in reference arm so that it can provide video-rate 
tomography by rotating a galvanometer mirror. In addition, 
light of each wavelength, which is diffracted by a grating, is 
focused on different position on the surface of scanning 
mirror by an achromatic lens, so can modulate lights of the 
two-band wavelength to respective different frequencies. 
Hilbert transform is applied in the frequency domain to both 
interference signals frequency-separated by digital band-
pass filter. Two axial-scanning envelope signals are 
calculated as tomographic intensity distributions of two-
band wavelength. The ratio can be calculated by division 
between these intensity signals. Wavelength gap of two-
band have no more than 100 nm difference, so the scattering 
coefficient and the reflectivity of them can be assumed to be 
equal. Therefore, the logarithmic ratio can be just an integral 
function of depth-profile of absorption coefficient around 
1400 nm band, because water absorption around 1400 nm is 
much larger than that around 1300 nm. The water absorption 
coefficient can be obtained locally by calculating the depth-
gradient. The depth-profile of moisture content can be given 
by means of pre-experimentally calibrated relationship 
between water content and depth-gradient logarithmic ratio. 
The optical specification, e.g. the depth and horizontal 
resolution, Δz = 18 μm，16 μm respectively. Galvanometer 

mirror in RSOD was driven at 500 Hz, and the image 
acquisition rate was set to 1.67 fps under the condition of 
300 scanning lines. 2C-OCM was applied to the dorsum of 
hand skin under the condition of control and moisture 
saturated skin for 30 minutes. 
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Fig. 1 2C-OCM system based on a low coherence 
interferometer with a rapid scanning optical delay line using 
dual light sources 

RESULTS AND DISCUSSION 
Figures 2 (a) and (b) show moisture content distribution 
under the condition of control and moisture saturated skin, 
overlapping OCT image of 1300 nm. Skin surface is 
visualized as a horizontal blight line at Z = 100 μm. Tissue 
layers of epidermis and upper dermis are shown from Z = 
100 to 250 μm, and below Z = 250 μm, respectively.  As 
shown by these figures, moisture content was distributed 
from 30% to 60% under control condition, whereas from 
50% to 90% under moisture saturated condition. There are 
some artifacts in moisture content, which are caused by the 
positioning mismatch of two-band signals. It is possible to 
decrease by means of aligning adjustment with sub-pixel 
accuracy. 
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Fig. 2 1300 nm OCT images and moisture content 
distributions by 2C-OCM; (a) control; (b) moisture saturated 
condition 

CONCLUSIONS 
This paper presents the 2C-OCM system with RSOD, which 
was in vivo applied to the dorsum of hand skin with varying 
moisture in tissue. As a result, this could offer tomographic 
moisture content in micro scale. It was suggested to be an 
effective modality as in vivo tomographic diagnosing tool of 
DDS concentration in tissue. 
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INTRODUCTION  
Identifying suitable 3D scaffolds for repair and regeneration 
of bone in critical size defects is challenging due to 
different, often contradictory, requirements imposed on 
these materials. Ceramic materials have gained increasing 
use in bone tissue engineering due to their biocompatibility 
and similar chemical composition as bone. Recently, 
calcium silicate ceramic containing zirconium, patented 
under the name Baghdadite, has shown very promising 
results in terms of biocompatibility 1 and excellent 
mechanical properties 2. While scaffold mechanical 
properties are essential to support the defect at the repair 
site, the success of the bone graft is strongly governed by 
the ability of blood vessels and cells to invade the scaffold. 
Permeability has been shown to play a major role in the 
promotion of vascularization and bone regeneration in vivo. 
Material properties of ceramic scaffolds (and bone) decrease 
with increasing porosity. On the other hand, the 
permeability of scaffolds (and bone) increases with 
increasing porosity. Consequently, an optimum range of 
porosities needs to be identified where both the mechanical 
properties and the permeability are sufficiently high to 
warrant efficient bone repair. Identification of this porosity 
regime is challenging. Here we propose a novel 
experimental-computational approach to characterize the 
dependence of material properties and permeability on 
porosity using Baghdadite as scaffold material. 

METHODS 
In order to assess dependence of permeability on porosity, 
Baghdadite scaffolds with dimensions 10 mm in length and 
7 mm in diameter with porosity varying from 65 to 95% 
have been scanned using a desktop microCT scanner. After 
reconstruction, the volumes are segmented into three phases 
(solid, fluid, interface). An in-house algorithm maps the 
segmented images into a 3D mesh. The Stokes equation is 
solved at the porescale by means of the open source 
software arb 3. The porescale velocity and pressure fields 
are upscaled in order to calculate the full anisotropic 
permeability tensor. 

Furthermore, the stiffness and strength of the samples 
was investigated by performing uniaxial compression tests 
with the ElectroForce 5500, Bose. Tests were run under 
displacement control at 0.5 mm/min with loading until 
0.5%, followed by unloading, followed by reloading until 
fracture. Based on these tests both material stiffness and 

strength can be calculated. Also the fracture mode was 
determined based on the obtained load-displacement curves. 

Figure 1: 3D reconstruction of specimen cut in the long 
axis: A) from a high porosity specimen and B) from a low 
porosity specimen. C) Compression testing apparatus. 

RESULTS AND DISCUSSION 
The anisotropic permeability tensor is computed for 12 
specimen from each group of porosity. The eigenvalues of 
the upscaled tensor indicate the preferential flow directions 
of the microstructure. While the low porosity scaffolds 
exhibited a typical brittle behaviour, the highly porous 
scaffolds showed a damageable, cellular-like behaviour 
from the rupture of individual ceramic struts.   
The functional advantages of different scaffold 
morphologies are discussed in term of permeability and 
mechanical strength properties.

CONCLUSIONS 
Both the mechanical properties and permeability need to be 
considered for selection of optimal scaffold porosities for 
application in critical size bone defects. The experimental-
computational approach proposed here provides important 
information on selection and design of ceramic scaffolds 
with particular microstructures and mechanical properties to 
mimick host bone tissue.  
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INTRODUCTION  
The intervertebral disc is a complex, composite structure 
that possesses both elastic and energy absorbing properties, 
which may result from interactions between the solid phase 
and fluid flow (poroelasticity), as well as from intrinsic 
viscoelasticity in the solid phase itself. Similar behaviour 
has been demonstrated for normal discs [1], however the 
time-dependent behaviour of degenerated discs and the 
relative contributions of the solid and fluid phases in each of 
six degree of freedom (DOF) loading directions has not been 
studied. Degenerated discs generally do not have a hydrated 
functional nucleus, and we hypothesized that the poroelastic 
behaviour of degenerated discs would play a minor role 
compared to the solid-phase intrinsic viscoelastic behaviour 
of the disc tissue. 

The aim of this study was to determine the 6DOF 
frequency-dependent changes in disc stiffness and phase 
angle and compare the poroelastic and viscoelastic 
behaviour of degenerated discs. 

METHODS 
Fifteen intact human lumbar segments were dissected from 
human lumbar spines (mean (SD) age 76 (11) years, 
Thompson grades 3 (N=6), 4 (N=6), 5 (N=3)). Each 
segment was tested along 6DOF directions under hybrid 
position-load control at four dynamic loading frequencies 
(0.001 Hz, 0.01 Hz, 0.1 Hz and 1 Hz) while subjected to a 
physiological preload, hydration and body temperature 
conditions in a hexapod robot [2,3]. Non-destructive cycle 
amplitudes were 1.1 MPa compression, 0.6 mm shear, 3° 
lateral bending, 5° flexion, 2° extension and 2° axial 
rotation. Average stiffness over the entire final load-unload 
cycle and phase angle over all loading cycles was 
calculated. DOFs were divided into two groups: the 
poroelastic (poro) group expected to favor fluid flow during 
loading (compression, bending, flexion/extension), and the 
viscoelastic (visco) group expected to exhibit primarily 
intrinsic (solid phase) viscoelastic behaviour (shears and 
axial rotation). Stiffnesses and phase angles for each DOF 
were normalized and expressed as %change relative to 0.001 
Hz for the other frequencies. Separate repeated measures 
ANOVAs were performed on the within-subjects effects of 
frequency and between-subjects effects of the poro and 
visco groups (poro-visco) and their interactions. 

RESULTS AND DISCUSSION 
The overall within/between-subjects effects of frequency, 
frequency x poro-visco and poro-visco were highly 

significant (p<0.001, Figure 1). No significant differences 
existed between the poro-visco groups at 0.01 Hz (p>0.05) 
for stiffness or phase angle. Significant differences between 
poro-visco groups were observed at 0.1 and 1 Hz for 
stiffness and phase angle (p<0.05). Overall, the visco DOFs 
exhibited larger %changes in stiffness and phase angle at 1 
Hz relative to 0.001 Hz, compared to the poro DOFs 
(p<0.05).  

Figure 1: Mean (95% CIs) stiffnesses and phase angles 
plotted as a percentage of those at 0.001 Hz as a function of 
frequency for those DOFs thought to be dominated by 
poroelastic behaviour and DOFs thought to be dominated by 
intrinsic viscoelastic behaviour. 

CONCLUSIONS 
Stiffness increased and phase angle decreased with 
increasing loading frequency for both poro and visco 
groups, where the effects were more pronounced at 1 Hz 
compared to the slower frequencies. Strong biphasic 
differences occurred at 1 Hz as viscoelastic effects were 
significantly greater than poroelastic effects for both 
stiffness and phase angle, which could be attributed to a 
desiccated nucleus.  
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INTRODUCTION  
There is a growing interest in the field of computational 
biomechanics to combine the two simulation approaches of 
finite element (FE) analysis and neuro-musculoskeletal 
(NMS) models. Together, these two synergistic modelling 
methodologies provide a more intrinsic understanding of 
physiological biomechanics, giving an insight into the 
internal dynamics of the tissues for physiologically authentic 
motions.  

This study will outline the steps involved in adapting an 
established NMS model of the spine (demoa, [1]) to include 
subject specific anatomical geometry and mechanical 
parameters in order to provide temporal data for muscle 
forces.  FE considerations relevant to modifying a validated 
subject-specific, thoracolumbar spine model [2] in order to 
apply individual muscle fascicle forces will be outlined. 

METHODS 
Both the NMS and FE models were individualised to 
simulate thoracolumbar spinal anatomy for the Visible Man 
(VM, Visible Human Project, NIH) using custom-developed 
image processing software, Dicomtilt [2], in order to 
generate models with compatible anatomy and initial 
conditions. The following sections detail the specific steps 
employed for both models. 

FE model: A series of specific, user-selected landmarks 
defined both the osseous anatomy for the thoracolumbar 
vertebrae/ribcage and the insertions for spinal muscles 
active in the lumbar spine. These muscles matched those 
already included in the NMS model and included 
attachment/origin points in the thoracolumbar spine, sacrum 
and pelvis.  Using custom-developed FE pre-processing 
software, VirtuSpine [2], these landmarks were used to 
create an osseoligamentous FE model of the spine with 
individual muscle fascicles modelled using axial connector 
elements (tension-only) overlaid with non-linear spring 
elements. The spring elements will permit the contribution 
of the passive muscle stiffness to be investigated and the 
connector elements enable quasi-dynamic loading 
conditions to be applied via force amplitude data for the 
temporal change in muscle forces during a specified motion. 

NMS model: Muscle attachment points and ligament initial 
lengths for the VM were obtained using Dicomtilt and 
inertial parameters for the VM vertebrae were derived from 
the FEM. These data were used to adapt the model 
structures in the NMS model to simulate subject-specific 
muscle fascicle origin/insertion points for the VM. Ligament 
force-displacement properties were the same in both models 
and were derived from the literature [2]. Using an advanced 
coupling algorithm, the elastic response of the L2/3 
intervertebral disc during multi-axis loading was solved 

using an FEM of the VM lumbar joint and the mechanical 
response homogenized to derive the NMS link element for 
the disc [3]. 

Initial Conditions: Both models were initiated from a 
comparable state, which represented the intrinsic hydrostatic 
nucleus pressure in the intervertebral disc in the unloaded 
condition [4]. Similarly, the pelvis was spatially constrained. 

RESULTS AND DISCUSSION 
The NMS modelling workflow was successfully adapted to 
morph the typical anatomical representations for the 
thoracolumbar spine, sacrum and pelvis in order to simulate 
subject-specific anatomy and inertial properties. By 
individualizing the NMS model parameters, this ensured the 
mechanical response of the NMS soft tissue elements were 
discretized to a specific spine.  

Similarly, the established image analysis and FE pre-
processing method was successfully modified to incorporate 
additional capability for deriving subject-specific osseous 
attachment points for lumbar muscle fascicles and the 
capability to mesh/analyze >100 individual muscle fascicles.  

CONCLUSIONS 
With this newly established workflow, the capability of 
simulating physiologically feasible muscle forces in an FEM 
of the thoracolumbar spine (including ribcage) and pelvis is 
the next phase, such that an osseoligamentous model can be 
used to investigate the tissue level mechanics associated 
with realistic physical motions of the spine. Further to this, 
the influence of spinal motion and muscle activation 
strategies on tissue level mechanics can be more deeply 
investigated. We now have the significant and relevant 
structures included in both modelling methodologies to 
embark upon novel approaches to studying spinal 
biomechanics, permitting a finer resolution in discovering 
the influence of muscle synergies on mechanics of joints and 
in exploring the biomechanical implications of spinal 
pathologies which involve atypical muscle activation.  
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INTRODUCTION  
Looking into the human body is difficult as long as the 
human is alive. Several attempts have been successful in 
temporarily inserting measurement devices to read out 
actual signals while the human is moving. In particular, the 
data of instrumented implants help in the observation of the 
joint loading, for example, in the intervertebral discs. 
Additionally, implanted pressure sensors in the inter-
vertebral disc increase the knowledge of the physiological 
range of joint loading. However, no measured data of real 
humans is available of simultaneous recordings of the forces 
in the intervertebral discs, the ligaments and the muscle-
tendon units, which together form a spinal segment. The 
facet joint is thereby very often neglected. 
Computer simulations of digital human body models can 
help to get a deeper insight in the dynamics of inner body 
parts. Especially structural models which let all relevant 
parts interact mechanically according to their physiological 
properties allow to gain realistic estimations of the internal 
loads. 
In this contribution, we will report on a study of the passive 
mechanics on active mechanical loading of the human 
lumbar spine. We ask for the individual load the most 
relevant biological parts carry in specific quasi-static 
conditions. For example, lying on a table for several minutes 
leads to a relaxation of the muscles, with their activity 
continuously decreasing. Internal forces of each single part 
acting within the body level out. After a certain settling time 
the human body reaches a state of equilibrium. In that 
situation, the load sharing between the three most relevant 
force bearing structures of a spinal segment and their single 
effects on joint loads are unknown so far. Using computer 
simulations with our digital human body model, we can now 
give a physiologically based approximation of the 
contribution of each single structure and their combined 
effect on the mechanical loads within the lumbar spine. 

METHODS 
We carried out real experimental measurements using a 
specific testing machine. The machine was constructed of 
two table parts which can move around a hinge joint 
together forming one table on which the subjects were asked 
to lie on. In the joint axis, we are able to measure rotational 
moments. The subjects had to lay in a right lateral position 
on the testing machine and we asked them to relax for at 
least 30 minutes. The subjects were positioned on the testing 
machine such that the rotation axis was aligned to represent 
the L4/5 joint level. Due to the fact, that they were fixed 

with straps on both table parts and initially positioned in a 
certain posture, a resultant rotational moment stemming 
from the passive and active contributions of the joint could 
be observed. After relaxing, we assumed to have measured 
only passive contributions of the respective body parts. The 
measurement was repeated for body postures between 0° 
and 90° in 5° increments. 
Using our previously published human body model [1] 
including 13 rigid body parts and a detailed lumbar spine 
with 58 non-linear ligaments, 5 homogenised intervertebral 
discs [2] and 202 muscle-tendon units [3], we run the same 
experimental protocol as we did with the real humans. In the 
numerical experiment, we adjusted the initial conditions of 
the passive elements such that the rotational moment of the 
real experiment was mapped. We turned the active 
contributions from the muscle fibres off and analysed the 
load sharing of the passive components of the muscle-
tendon units, the ligaments and the intervertebral discs. 

RESULTS AND DISCUSSION 
The study revealed a continuous increasing load share in the 
ligaments on the lumbar spine while progressing flexion of 
the body. Additionally, starting at an angle of approximately 
60° the ligaments are stretched longer than the elastic region 
reported from literature.  

CONCLUSIONS 
We hypothesize, that in the human body when flexed for a 
certain amount of time in a specific range, the ligament 
takes over most loads and is due to over-stretch. A potential 
risk of changes in the ligaments mechanical characteristics 
seem possible. 
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INTRODUCTION  
Intervertebral discs (IVDs) are situated between vertebral 
bodies (VBs) in the spine and function to distribute loading 
while allowing the spine to flex and bend. Within the IVD, 
the anulus fibrosus (AF) surrounds the fluid-like nucleus 
pulposus (NP), both of which are enclosed above and below 
by the cartilage endplates (CEP). Finite element (FE) 
models of the IVD have become common in biomechanical 
analysis of the spine. Their precision is dependent upon 
accurate material properties that have traditionally been 
obtained experimentally by excising tissue and loading it in 
tension, confined compression, or through indentation tests. 
This method can lead to inaccurate results as the disruption 
of the material continuity can affect its structural behaviour. 
To counter this problem, inverse FE modelling has been 
used since properties of constituent components can be 
characterised without removing them from their surrounding 
tissue. The method involves creating a geometrically 
accurate mesh, replicating the experimental boundary 
conditions, and then optimizing the material properties of 
each component until computational and experimental 
results match. The aim of this study was to characterise 
strain rate dependent material properties of the most 
influential components of the human IVD in axial 
compression using an inverse FE method. 

METHODS 
For this initial investigation one human L3-L4 motion 
segment (male, aged 58) was used. VBs were sectioned 
transversely half way along its height, and posterior 
elements and surrounding soft tissue was removed. 5mm of 
the superior and inferior VBs were fixed with bone cement 
in mounting cups with the transverse plane of the IVD 
aligned parallel to the workbench. 

The specimen was then axially compressed at three strain 
rates (0.001, 0.01, 0.1/s) up to 15% strain. Strain, and strain 
rate calculations were made based on initial IVD height 
measured from CT images. Specimens were preconditioned 
by performing three loading precycles prior to each strain 
rate test. A five minute relaxation period between tests was 
found to be sufficient for a repeatable response. 

Geometry of the subject-specific FE model was obtained 
using a custom developed image-processing software 
(Matlab R2007b). Landmarks, manually selected by the 
user, were imported into a custom pre-processing tool 
(Python 2.5) which generates the IVD FE model. More 
detail on this technique can be found elsewhere [1, 2]. Initial 
material properties were based upon existing literature 
values for adult tissue. The AF ground matrix was modelled 
as a non-linearly elastic material with 14 layers of embedded 
rebar elements, able to respond linearly in tension and 
buckle in compression, to represent collagen-fibre bundles. 
The NP was modelled as an incompressible fluid with an 
initial pressure of 70 KPa [3]. Endplates, cortical bone, and 
trabecular bone had linearly elastic material properties. The 

lower VB was fixed and the upper VB was displaced at the 
same rate, and by the same amount as in the experiment. 

Sensitivity to the material properties of all components of 
the model were investigated by adjusting each property in 
turn by ±20% of the initial value. The peak force, measured 
at the upper VB was then compared to the original, baseline 
computation. The most influential material properties were 
then selected for optimisation. An in-house inverse FE 
modelling optimisation algorithm (described in more detail 
elsewhere [4, 5]) was then used to adjust these properties 
until a close match was found between the experimentally 
and numerically measured force at the upper VB. 

RESULTS AND DISCUSSION 
Experimentally, the IVD exhibited a non-linearly elastic 
behaviour, and a stiffening effect was seen as strain rate was 
increased. The behaviour of the FE model was most 
sensitive to the AF ground matrix (8% change from 
baseline) and AF fibre bundle material properties (5% 
change from baseline), and therefore it was these properties 
that were optimised. A Mooney-Rivlin material model was 
used to describe the AF ground matrix. The strain energy 
function for this material is shown in Equation 1, where W 
is the strain-energy density function, I1 and I2 are strain 
invariants, and C10 and C01 are material constants: 

[1]

The material properties for each strain rate obtained using 
the optimisation algorithm are shown in Table 1. 

Strain rate (/s) 0.1 0.01 0.001 
Fibre Young's Modulus (MPa) 239 227 168 

AF Matrix C10 (MPa) 0.039 0.012 0.001 
AF Matrix C01 (MPa) 0.001 0.008 0.021 

Table 1: Optimised material properties for each strain rate 

CONCLUSIONS 
The material properties of a human IVD were successfully 
quantified across strain rates using an inverse FE technique. 
This technique can now be used on multiple specimens to 
determine average material properties of the IVD. 
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INTRODUCTION  
In space and time constrained urban areas, compliance to 
routinely recommended physical activities like walking, 
and running is difficult. Negligible requirement of 
equipment and space make rope skipping (RS) an 
attractive alternative form of physical activity that can be 
prescribed to adults even in rural parts. Bounce skipping 
is popular with children as a recreational play activity 
globally; however exploration of physiological and 
biomechanical demands of the activity needs to be 
considered prior to prescription of rope jumping for 
adults. 
Physiological responses to rope skipping are well 
documented.  However, limited knowledge regarding 
biomechanical demands of rope skipping limits 
understanding of its scope in health promotion. Being a 
high impact activity like running, load encountered by 
knee joint is a concern. Therefore this study was designed 
to study joint angles and net joint moments during RS 
with reference to known activities like walking and 
running. 

METHODS 
An exploratory study was conducted on 10 healthy 
female participants aged 18-25 yr following ethical 
approval. Five trails of walk, run and bounce RS at self-
selected pace were captured after practice sessions for 
each activity. Thirty-nine reflective markers were used 
and data were captured using 12-camera Vicon system 
(Oxford Metrics Group, UK) and 2AMTI force plates. 
Sampling frequency for digital data was set at 200 Hz. 
Butterworth filter with cut off frequency of 10 Hz was 
used to filter trajectory and analogue data [1] from RJ and 
standard filter settings for walk and run. 
Three best trails were averaged using mid-gait, mid-run 
and mid-skip data.[2] For purpose of description left side 
was considered as there was no significant difference 
between right and left side (p>0.05). Joint angles of hip, 
knee and ankle in sagittal plane were analyzed at 
instances of loading, take-off and flight (mid-air) during 
RS. Hip adductor moment, knee adductor moment and 
ankle dorsi-flexor moment during walk, run and RS were 
analyzed in plug-in gait model.  

RESULTS AND DISCUSSION 
Kinematic demands during RS were highest on knee 
followed by hip and ankle. Maximum knee flexion 
occurred during flight (72.2o) and minimum during take-
off (10.8 o) resulting in total motion of 61.4 o. Similarly 
greatest hip flexion was observed during flight (32.7 o) 
and least during take-off (11.6 o). Hip joint moved 
through a total of 21.0 o of motion. Maximum ankle 
dorsi-flexion occurred during landing (32.7o). Ankle 
plantar flexion (-13.4 o) was observed during take-off, 
moving through a total movement of 46.1 o at ankle in 
one skip cycle. (Figure1a)
With respect to peak joint moments, walk and run 
followed a similar pattern. Highest moments were 

recorded at ankle followed by hip and lowest moment 
was encountered by knee. Whereas during RS; knee 
moment was higher than hip moment but lower than 
ankle moment. 
With reference to run (1.89Nm/kg), peak knee adductor 
moment was highest during run (1.89Nm/kg) followed by 
RS (0.96 Nm/kg) and least in walk (0.60 Nm/kg). 
Interestingly, peak hip adductor moment was highest 
during run (2.06Nm/kg)   followed by walk (1.02Nm/kg) 
and least in RS (0.72Nm/kg). 
Peak hip moment was 65% lower in RS with reference to 
run and 29% lower compared to walk. Peak knee moment 
was 49% lower than run and 60% higher than walk. Peak 
ankle moment was 28% lower than run and 29% higher 
than walk. Skipping involved landing softly on toes and 
not on heels resulting in lower load on knees, as the feet 
and calf muscles absorb the impact. 

Figure 1a: Hip, knee and ankle peak joint angles during 
different instances of RS. 
Figure 1b: Peak net joint moments of hip knee and ankle 
during walk, run and RS. 

CONCLUSIONS 
In RS load on lower extremity joints are minimal as 
implied by lower net joint moment results with respect to 
run. As knee joint moves through a 60 o range and net 
joint moments are lower than run. With further research, 
RS holds potential for prescription as a safe exercise for 
young adults along with people who have knee and hip 
joint pathology.  
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INTRODUCTION  
When humans are asked to perform a maximum height squat 
jump they do so from their own preferred initial posture. 
However, in many team sports the dynamics of the game 
require players to jump from other initial postures as well, 
and preparation time may be limited by actions of the 
opponents. In a previous study, it has been shown that 
humans adjust their control signals when they perform 
maximum height jumps from equilibrium postures different 
from the preferred posture [1]. The purpose of the present 
study was to determine how much time humans require to 
generate control signals for a maximum height vertical 
jump. 

METHODS 
We had 10 healthy male subjects perform maximum height 
vertical jumps in various conditions. We measured full body 
kinematics at 200 Hz (OPTOTRAK 3020) and ground 
reaction forces at 200 Hz (Kistler 9281B force plate). We 
also collected surface electromyograms at 1000 Hz from 
hamstrings, glutei, rectus femoris, vastus lateralis, 
gastrocnemius and soleus of the right leg (Porti-17t). In one 
condition the subjects performed countermovement jumps 
with the instruction to perform the downward movement 
slowly and to initiate the push-off for a maximum height 
jump as quickly as possible upon an auditory cue (condition 
CC). The auditory cue was generated when the height of the 
hip during the countermovement dropped below one of three 
preselected values following in random order: H (high), M 
(medium), L (low). Hence, the subjects were uncertain about 
the posture from with the jump had to be initiated until the 
auditory cue was given. In another condition, we had the 
subjects reproduce with the help of online feedback the 
lowest posture they had reached during a CC jump, and 
perform a maximum height squat jump from that position as 
quickly as possible following an auditory cue (condition SC) 
or whenever they felt like it (condition SF). 
Electromyograms were rectified and smoothed at 10 Hz to 
yield srEMG. For each muscle, we detected the onset of the 
rise in srEMG by fitting a line to the rising phase of the 
srEMG time history, and extrapolating this line backwards 
in time to the srEMG reference level (in CC the level in a 
100 ms interval around the instant that the auditory cue 
occurred). A similar procedure was used to detect the onset 
of the increase in the ground reaction force.  

RESULTS AND DISCUSSION 
It was found that jump height was not less in CC jumps than 
in SC jumps (Figure 1, top panel), and not less in SC jumps 
than in SF jumps (Figure 1, bottom panel). If we assume that 
subjects generate optimal control in SF jumps, we may 
conclude that they also generated optimal control in SC 

jumps, despite the fact that control in CC was generated as 
quickly as possible following the auditory cue from a 
posture that was unknown in advance. We found that muscle 
stimulation patterns in CC varied depending on the height at 
which the auditory cue was given; just as in the 
corresponding SC and SF jumps, a ‘plantarflexion shift 
strategy’ was found  [1]: the onset of srEMG in 
m. gastrocnemius and m. soleus relative to the onset of
srEMG in m. gluteus occurred later (p<0.05) when the 
auditory cue was given at a lower posture. From this we 
concluded that posture-specific adjustments were made in 
control signals. Finally, it was found that in CC the onset of 
the increase in ground reaction force occurred within 200 ms 
from the auditory cue. 

CONCLUSIONS 
Combining all findings of this study we conclude that it 
takes humans only 200 ms to generate a posture-specific 
muscle stimulation pattern for a maximum-height vertical 
jump. 
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Figure 1: Average stick diagrams of body postures for 
different jump conditions at the instant that an auditory 
cue was given (in CC and SC), and when the bottom of 
the jump, takeoff and the apex of the jump occurred. The 
small circle represents the center of mass. 
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INTRODUCTION  
The influence of gravity on human motor control is typically 
studied by comparing movements performed either with or 
against gravity (e.g. moving the arm up vs down). Observed 
differences have been used to support the claim that gravity 
is ‘optimally integrated in motor control’ by the CNS, for 
example through minimization of (mechanical) energy1. 
However, straightforward comparison of such movements is 
not without difficulties because they not only differ with 
respect to gravity, but i) are performed with different 
muscles that ii) operate differently (e.g. eccentric vs 
concentric), and iii) have different sensory inputs to the 
motor system. The goal of this study was to 1) investigate 
the effect of gravity on the control of movements in 
identical movement tasks and 2) to investigate whether the 
observed motor behaviour is consistent with minimizing 
mechanical energy. 

METHODS 
To study the effects of gravity, we used an experimental 
setup that could be inclined backwards from a horizontal 
position (0°) to a complete vertical position (90°) in steps of 
15° (see Fig.1). Attached to the frame and chair was a 
surface with two markers, placed 30 cm apart. The task was 
to move the index finger from one marker to the other in 
400 (±100)ms. Auditory feedback was given about the 
timing. Per (randomized) chair angle, 13 participants made 
50 outward and 50 inward movements.  
A model of the human upper and forearm actuated by 6 Hill-
type muscle models was used to predict optimal muscle 
activation patterns for minimal positive mechanical muscle 
work using a Sparse Nonlinear Optimizer (SNOPT). 

Figure 1: Overview experimental setup and arm model. 

RESULTS AND DISCUSSION 
Participants were equally successful at meeting the task 
requirements across all chair angles (~89%). From the 
movement data, maximal lateral deviation (Pdev) was 
calculated as well as the relative time to peak velocity 
(%tVpeak), shown in Fig. 2. A two-way rmANOVA revealed 
that Pdev was not significantly affected by chair angle 
(F(2.7,24.5) = 2.2, p = .126), but did show a significant 
effect of movement direction on Pdev (F(1,9) = 12.3, p = 
.007). The results for %tVpeak were similar: no significant 

effect of angle on %tVpeak (F(2.4, 21.8) =.36, p = .739), yet a 
significant effect of direction on %tVpeak (F(1, 9) =9.9, p = 
.012). These results support the claim that ‘simply’ 
comparing movements with and against gravity is 
problematic. For example, by only comparing inward (‘with 
gravity’) with outward (‘against gravity’) movements at 90°, 
one may find significant differences that can falsely be 
attributed to gravity. As such, these data may explain the 
inconsistencies found in the literature about the (magnitude 
of) gravity dependent curvature and symmetry. 

Figure 2: Average (±sem) Pdef and %tVpeak across subjects. 

Preliminary results with the arm model optimized for 
positive mechanical muscle fibre work show that (outward) 
movement paths are affected by gravity such that Pdef 
increases with gravity and %tVpeak decreases. Only 
minimizing jerk and torque change led to (outward) 
movements similar to those observed experimentally. 

CONCLUSIONS 
This study provides clear data that gravity alone does not 
influence arm movement kinematics. Movement curvature 
and time to peak velocity was significantly different for 
outward and inward movements. Preliminary data obtained 
from an optimal control model of the arm shows that the 
experimental data is inconsistent with minimizing 
mechanical energy.  
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INTRODUCTION  
Achondroplasia is the most prevalent type of Skeletal 
Dysplasia in humans and is characterised by 
disproportionate limb and torso length [1]. Whilst shorter 
stride length, increased pelvic tilt and varus movement of 
the knee are observed in Achondroplasic children [2], no 
kinematic data exist in Achondroplasic adults. Gait Profile 
Score (GPS) uses kinematics to derive a quantifiable 
measure of an individuals’ gait variability [3]. It is therefore 
a useful measure in comparing gait pathologies to healthy 
groups [4]. Changes in gait patterns are associated with 
changes in oxygen consumption (VO2); measures of which 
allude to the energy cost associated with gait speed [5] 
and/or efficiency of movement. To our knowledge however, 
VO2 and GPS have not been measured in Achondroplasia. 
The aims of this study were to measure VO2 and GPS in 
Achondroplasic and healthy average statured (controls) 
adults during walking and running at incremental speeds 

METHODS 
Ten Achondroplasic adults (mean [SD], age: 22 [3] yrs, 
mass: 61.8 [8.5] kg, stature: 137.8 [4.7] cm) and seventeen 
adult controls (age: 22 [2] yrs, mass: 78.3 [10.7] kg, stature: 
178.7 [8.3] cm) completed a full body gait analysis at a self-
selected walking speed (SSW), 6 absolute walking speeds 
(0.56 - 1.94 ms-1; increments of 0.28 ms-1) and 6 absolute 
running speeds (1.67 - 3.33; 0.28 ms-1), determined using 
two timing gates 1 m apart. Lower limb kinematics were 
collected and used to calculate GPS in accordance with 
Baker et al. [6]. VO2 (mlkg-1min-1) was also collected using 
expired gas analysis at each gait speed during the kinematic 
analysis on a treadmill. Two-Way ANOVA was used to 
assess the difference in VO2 and GPS between participant 
groups and gait speeds. Respective central tendencies of 
VO2 and GPS at each gait speed were analysed using a 
Spearman’s correlation.  

RESULTS AND DISCUSSION 
Compared to controls, Achondroplasia VO2 was greater at 
each gait speed (P < 0.05) apart from SSW (P = 0.494, 
Figure 1). Averaged walking and running VO2 were 19% 
and 10% greater in Achondroplasia, respectively (P < 0.05). 
Achondroplasia GPS scores were greater than controls at all 
gait speeds (P < 0.05), and 64% greater at SSW (P < 0.001). 
There was no difference in GPS between any locomotion 
speed in Achondroplasia (P > 0.05), whereas controls’ 
running GPS were greater than their walking GPS (P < 

0.05). VO2 and GPS did not significantly correlate (P > 
0.05) in Achondroplasia, whereas controls showed a 
significant positive correlation between VO2 and GPS (R2 = 
0.803 P < 0.01).  

Figure 1: VO2 for Achondroplasia (○) and control (�) when 
walking (open) and running (closed). SSW speeds are 
presented for Achondroplasia (▲) and control (◆) 
respectively. Values presented as means and standard 
deviation (error bars).  

CONCLUSIONS 
The greater GPS and VO2 in Achondroplasia is likely due to 
differences in limb length, gait kinematics, muscle and 
tendon factors or segment inertial properties between 
Achondroplasia and controls, however this remains to be 
determined experimentally. The similar VO2 at SSW is 
likely to be due to a matching of stride frequency at these 
speeds between Achondroplasia and controls. Unlike 
controls, Achondroplasia did not increase GPS with gait 
speed. It is possible that a lack of joint congruence in 
Achondroplasia [7] limits the change in kinematics 
throughout walking and running.  
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INTRODUCTION  
Fatigue may be defined as a potentially disabling symptom 
for an individual, where physical and cognitive function is 
limited by the interaction between neuromuscular and 
perceived fatigue [1]. The fatigue and recovery from a 
resistance exercise session is not well understood, leading to 
confusion in real-world practice about how to best schedule 
this type of training between other activities.  We designed 
this study to examine the time-course of changes in central 
motor output, including measures of quadriceps afferent 
excitability [2], contractile fatigue, and perceived fatigue in 
the 48 hours following a full body resistance exercise 
session. 

METHODS 
Eight resistance trained men volunteered for the study 
(mean ± SD; age 27.0 ± 6.0 years, height 1.79 ± 0.05 m, 
weight 81.8 ± 6.8 kg, training experience 7.8 ± 5.0 years). 
Experimental measures around the training session included; 
quadriceps maximal voluntary torque (MVT) and rate of 
torque development (RTD), voluntary activation (VA), 
maximal and rate of rise in quadriceps surface 
electromyograms (EMG), contractile function was measured 
from potentiated twitch torque (Q.pot.tw) as well as time to 
peak and ½ relaxation time, and H-reflex curve modelling 
from vastus medialis (VM) in addition to examining 
homonymous presynaptic inhibition via paired-pulse 
stimulation. 

Perceived fatigue measures included session rating of 
perceived exertion (RPE), in addition to wellness, sleep 
quality, mood, stress, and quadriceps muscle pain (VAS). 

The training session was approximately 60-minutes duration 
and included nine different exercises.  The session was 
modelled after that used within-season in Australasian 
contact field sports.    

Measurements were performed before (PRE), immediately 
(IP) and 1 hour after the session (1H), as well as after 24 and 
48 hours recovery (24H, 48H). Linear mixed model 
ANOVA procedures were used for data analysis, with 
Bonferroni corrections used for post-hoc analysis of main 
effects (significance set at p≤0.05). 

RESULTS AND DISCUSSION 
Reductions in MVT were observed after training (p<0.002), 
with values reduced from PRE by 25% 1H after training 
(Figure 1).  RTD was reduced from PRE at the IP 
measurement only by 13.6% (p=0.05), with full recovery 
after 1H rest.  Both MVT and RTD were recovered by 24H. 
Contractile function was reduced up to 1H after exercise 
between 25-40% (p<0.001), but recovered by 24H.   VA 
was only different between IP and 48H measures (p=0.008), 
with VA scores higher after rest.  No changes were observed 
for EMG measures.  The maximal amplitude (p=0.024) and 
slope of the H-reflex (p=0.002) were higher immediately 

after exercise, and gradually returned to PRE levels after 
48H rest.  

Figure 1: Changes in key neuromuscular variables after the 
full body resistance exercise session. 

The session training load, based on RPE multiplied by time 
of session, was 465.2 ± 7.6.  Perceived fatigue, wellness, 
general soreness, and quadriceps VAS scores increased after 
exercise and only returned to PRE exercise levels following 
48H rest. 

CONCLUSIONS 
There was a mismatch between the recovery of 
neuromuscular and perceived fatigue that must be taken into 
account when prescribing multiple training sessions within 
season in sport.  While neuromuscular recovery is generally 
complete after 24H rest, activities requiring full voluntary 
effort (maximal effort field training; a match) should 
probably wait 48H after such as session because of the 
delayed recovery in perceived fatigue.  Short duration 
explosive activities that do not induce contractile fatigue 
could be considered later on the same training day as the 
session tested here, owing to the maintenance of RTD and 
early muscle activation.  Increased gain of the α-motoneuron 
response to afferent input is a likely mechanism explaining 
the maintenance of RTD.  The increased H-reflex does not 
appear to be from a change in homonymous presynaptic 
inhibition.   
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INTRODUCTION  
High tibial osteotomy (HTO) is a well-established procedure 
for the treatment of medial-compartmental osteoarthritis 
(OA), which aims to offload the medial compartment of the 
knee through re-alignment of the lower limb. The goal of this 
surgery is to reduce the severity of OA symptoms, 
particularly medial compartment pain, and to slow the 
progression of arthritis.   

This study determines the efficacy of HTO surgery in 
modifying knee loading using 3D motion capture and patient 
reported outcome measures (PROMS). It also examines the 
relationships between the changes in clinical estimates of 
load distribution (the mechanical tibiofemoral angle (mTFA) 
defined from long leg x-rays) with changes in biomechanical 
indicators of loading and PROMS. 

METHODS 
Gait was evaluated for 18 HTO candidates (BMI 27.0 ± 7.8 
kgm2; age 51.3 ± 7.3 years) using 3D motion capture, at two 
time points: pre-operatively (average 1.7 ± 1.6 months), and 
post-operatively (average 14.0 ± 3.3 months). OA severity 
determined using the Kellgren-Lawrence radiographic score 
ranged from 2 to 4 (2(n=1), 3(n=13) and 4(n=3) with one 
score missing). Varus deformity was determined as mTFA 
(see Table 1). The PROMS Oxford Knee Score and Knee 
Outcome Survey were taken at each assessment point. 
Approval was granted by the Research Ethics Committee for 
Wales and Cardiff and Vale University Health Board.  

Subjects walked at their self-selected speed and wearing a 
modified Cleveland Clinic marker set [1]. Joint kinematics, 
kinetics and temporal parameters were calculated within 
Visual 3D (C-Motion, USA). A Butterworth fourth order 
lowpass filter was used on raw marker coordinate data (cut-
off frequency 6 Hz). Joint angles were calculated using the 
Cardan/Euler x, y, z sequence to find the orientation of the 
distal segment with respect to the reference proximal 
segment. Inverse dynamics was used to calculate net external 
knee joint moments represented in the tibial reference frame 
[2].  

The two peaks of the external knee adduction moment were 
calculated for the first and second half of stance phase 
(EKAM P1, EKAM P2), along with the minimum (EKAM 
trough) between the two peaks. In cases where the EKAM did 
not appear biphasic, the timing of the peak internal knee 
rotation moment was used to define EKAM P2 [3]. Knee 
flexion/extension moment (FMom/EMom) and internal knee 
rotation moment (IntMom) at the time of the two EKAM 
peaks were calculated to identify further knee loading 
changes as a result of re-alignment. All joint moments are 
normalised to %BW.h. Knee Adduction Angular impulse was 

calculated for the positive portion of EKAM to provide 
information on average loading over the stance phase. Paired 
samples t-test and Pearson’s correlation were performed 
(SPSS Statistics). 

RESULTS AND DISCUSSION 
Reduction in frontal plane loading following HTO did not 
significantly increase transverse or sagittal plane knee 
loading (Table 1). In fact a significant reduction was also seen 
in the transverse plane moment at the timing of EKAM peaks 
1 and 2, and in sagittal plane moment at the timing of EKAM 
peak 2. The change in mTFA and EKAM peak 1 significantly 
correlated (r=0.54, p=0.031) (n=16), as did the change in 
mTFA and Oxford Knee Score (r=-0.544, p=0.044) (n=14). 
Subjects significantly increased their gait speed (p=0.032) 
following HTO surgery. 

Table 1: Key changes in knee loading, varus angle and 
PROMS pre to post HTO surgery (Mean ± Std. Deviation) 

 Variable n Pre-HTO Post-HTO Sig. 
EKAM P1  18 3.02 ± 1.30 2.11 ± 0.92 p=0.002 
EKAM P2 18 2.37 ± 1.23 1.50 ± 0.80 p=0.002 
EKAM 
trough 

18 0.76 ± 0.14 0.73 ± 0.09 NS 

KAAI 
(%BW.h.s) 

18 1.32 ± 0.60 0.81 ± 0.38 p=0.001 

FMom P1 18 1.75 ± 1.09 2.01 ± 1.31 NS 
EMom P2 18 1.06 ± 1.06 0.58 ± 0.99 p=0.030 
IntMom P1 18 0.14 ± 0.19 -0.01± 0.12 p=0.005 
IntMom P2 18 1.03 ± 0.52 0.67 ± 0.37 p<0.001 
Gait Speed 
(m/s) 

18 1.02 ± 0.22 1.07 ± 0.17 p=0.032 

mTFA (o) 16   7.5 ± 3.4   2.3 ± 1.7 p<0.001 
OKS 16 25.3 ± 7.7 36.8 ± 6.8 p<0.001 
KOS 15 46.7 ± 12.9 58.9 ± 12.8 p=0.016 

CONCLUSIONS 
Both mTFA, EKAM and KAAI indicate significant reduction 
in medial compartment loading following HTO. Reductions 
in sagittal and transverse planes also result from the surgery. 
These findings, along with the significant improvement in 
PROMS, provides evidence of HTO efficiency in alleviating 
symptoms of OA and fulfilling the aims of surgery.  
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INTRODUCTION  
Varus malalignment of the knee joint can result in increased 
mechanical loading, pain, inflammation and joint degradation 
within the medial compartment.  High tibial osteotomy 
(HTO) is a joint realignment surgery which aims to restore 
the mechanical axis of the lower leg, and hence reduce medial 
contact forces. Whilst clinical studies have suggested that in 
certain patients, there is a biological effect with reversal in 
degenerative processes and regeneration of cartilage [1], 
there is a lack of evidence for this.  
The neurotransmitter, glutamate is present at increased 
concentrations in arthritic synovial fluids and the glutamate 
transporter EAAT1 is mechanically regulated in bone [2]. 
Glutamate receptors (GluRs) and transporters are present and 
function in various musculoskeletal tissues, including bone, 
cartilage, meniscus and synovium [3]. Activation of GluRs 
influences inflammation and destruction of cartilage and 
bone, which contribute to arthritic joint degeneration [3,4]. 
Glutamate also acts on nerves within the joint to cause pain. 
Thus glutamate signaling represents a mechanism whereby 
mechanical load through the joint can directly influence joint 
pathology and pain. This study, aimed to evaluate, in 
individual patients, whether regional changes in 
glutamatergic signals in subchondral bone for pre- HTO are 
correlated with biomechanics, function, clinical measures or 
pain. 

METHODS 
Clinical measures: The knee varus angle was taken pre-
operatively from standing long leg X-rays (VARUS), 
alongside OA grade (Kellgren Lawrence, KL), Pain (VAS) 
and Oxford Knee Score (OKS) from 13 patients undergoing 
HTO surgery (12 male: 2 female; 1.73m ± 0.089; 83.9Kg ± 
19.4; 46.3yrs ± 4.66).  
Biomechanical measures: Human motion analysis was 
performed pre-operatively (38.8±45.6 days). Subjects were 
asked to walk barefoot over ground at a self-selected pace. 
Biomechanical indicators of dynamic joint loading were 
calculated within Visual 3D (C-Motion, USA): External 
Knee Adduction Moment Peaks 1 and 2 (KAM1 and 2); knee 
adduction angular impulse in the 1st and 2nd half of the 
Stance (KAAI1 and 2) [5]; knee flexion at KAM Peaks 1 and 
2 (KF1 and 2); max knee flexion moment and max knee 
extension moment. 
Biological measures: Sub-chondral bone cores were taken 
from Anterior, Posterior Medial, Lateral joint quadrants, at 
time of surgery 1 cm below the surface. RNA was extracted, 
reverse transcribed and GluRs (NR2D, GRIK4), and 
transporters (EAAT1 and 3), normalized to HPRT1 
(RefFinder of 3 genes) quantified using quantitative 
polymerase chain reaction (RT-qPCR). Gene expression data 
was analysed in all four quadrants, or combined across 

Medial M, lateral L, or Anterior A and posterior P or 
combined for all (ALL).  
Statistics: Data were tested for normal distribution (Shapiro 
Wilkes Normality Test) and tested for correlations using the  
Pearson’s correlation coefficient (parametric data) or 
Spearman’s Rank Correlation Coefficient (nonparametric 
data) (SPSS). 
RESULTS AND DISCUSSION 
The relationship between static alignment and dynamic 
frontal plane joint loading, often complicated by 
compensatory off loading mechanisms such as trunk lean, 
appears strong within our cohort: increased static mal-
alignment (VARUS) was associated with increased dynamic 
frontal plane knee loading; KAM1 (0.67, p=0.006), KAM2 
(0.75, p=0.002), KAAI1 (0.82, p<0.001), KAAI2 (0.77, 
p=0.001). 
EAAT1, shown to be mechanically-regulated in animal 
studies [2] was not related to static or dynamic indicators of 
joint loading in this cohort. A strong negative relationship 
between EAAT1ALL and body mass (r=-0.618, p=0.016). 
suggests that the widely-used technique of normalizing joint 
moments to bodyweight might not be appropriate when 
exploring mechanical regulation of biomarkers. 
Our data included two patients with VARUS scores outside 
the normal clinical range (1.9 and 18.7 deg.) and exclusion of 
these revealed that increased VARUS is potentially 
associated with increased NR2DALL (0.64, p=0.046) and 
increased PAIN is associated with increased in EAAT3ALL 
(0.76, p=0.03).  
The stability of reference genes and the low ratio between the 
cohort size and the number of parameters analysed means that 
statistical significance of associations should be treated with 
caution. 

CONCLUSIONS 
Our combined, data in individual patients pre HTO surgery, 
reveals that clinical measures such us VARUS, PAIN and 
body mass associate with biomechanical and biological 
factors. Thus, medial OA with altered loading at the knee 
(varus alignment) may regulate glutamatergic signaling in 
sub-chondral bone to influence pain, inflammation and 
pathology. Linking biological signals to biomechanics in 
humans pre HTO is challenging, however may reveal new 
mechanically driven disease mechanisms that explain the 
profound protection offered by glutamate receptor 
antagonists in animal models of arthritis [4]. 
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INTRODUCTION  
One of the main surgical goals when performing a total knee 
replacement (TKR) is to ensure the implants are properly 
aligned and correctly sized; however understanding the effect 
of alignment and rotation on the biomechanics of the knee 
during functional activities is limited. Cardiff University has 
unique access to a group of local patients who have relatively 
high frequency of poor alignment, and early failure [1]. This 
has provided a rare insight into how mal-alignment of TKR’s 
can affect patients from a clinical and biomechanical point of 
view to determine how to best align a TKR. Aim: To perform 
an in-vivo analysis investigating the relationship between 
alignment and biomechanical function to assist surgeons by 
determining the optimum alignment. Objectives: Comparing 
patients with neutral (-2° to 2°), varus (≥2°) and valgus 
alignment (≤-2°). To perform an exploratory statistical 
analysis to find any significant relationships with clinically 
relevant surgical measures. 

METHODS 
Twenty-five patients with 27 Kinemax (Stryker) TKR’s were 
recruited. Patients undertook gait analysis of level walking 
using 8 Qualysis Pro-Reflex cameras with an instrumented 
walkway (Bertec, USA) using a modified Helen Hayes 
marker set. Visual3D (C-motion, Inc.) was used to compute 
lower limb kinetics and kinematics. Single plane video 
fluoroscopy of the knee was taken for a step-up and step-
down task to determine TKR kinematics. Joint Track image 
registration software (University of Florida, USA) was used 
to match CAD models of the implant to the x-ray images. This 
technique is known to have high accuracy in measuring TKR 
kinematics [2]. Further processing using JointView software 
(University of Florida, USA) calculated 3D joint kinematics 
and the tibio-femoral contact points. Bespoke code developed 
within MATLAB (The Mathworks Inc, USA) was utilised to 
calculate the centre of rotation (CoR) using the contact point 
data. Long-leg radiographs and CT scans were used to define 
component alignment and rotation. Hip-Knee-Ankle (HKA) 
angle was measured from the radiographs to determine long 
leg alignment in the frontal plane. The CT scans were used to 
calculate each components rotational alignment and inter-
component rotation. Angle of tibial slope was calculated 
using radiographs. HKA was compared with the output 
variables of the biomechanical analysis using independent 
sample t-test and Pearsons correlations. The exploratory 
analysis was carried out using Pearson’s correlations 
comparing the surgical measures against the outputs from the 
two different biomechanical analysis. Shapiro-Wilks test was 
performed to check for normality (SPSS Statistics V23). 

RESULTS AND DISCUSSION 
The mean age 74 (range 60-89), mean Oxford score 35 (13-
47) and mean KOOS score 72 (15-98). Mean Hip-Knee-
Ankle measurement was 1.1° varus (10° varus to -9.5° 

valgus) and mean femoral and tibial rotation was 1° internal 
and 4° external respectively. There was found to be a 
significant difference of flexion range of motion (ROM) 
during level gait (P=0.044) between valgus (41.84° (5.08)) 
and neutral (51.44° (7.95)) groups. There was also a 
significant difference (P=0.002) between valgus (44.72° 
(7.78)) and neutral (56.00° (3.61)) for peak knee flexion 
during swing phase. HKA was found to significantly 
negatively correlate with several kinetic motion analysis 
metrics (table 1). However HKA was not correlated with peak 
vertical ground reaction force and no significant differences 
between groups or correlations were found with any of the 
dynamic fluoroscopy analysis outputs. 

Table 1: Correlations between frontal plane alignment and 
fluoroscopy movement and gait analysis metrics

HKA (r) Sig 
Medial/Lateral position of COR during 

step down (Fluoroscopy) 
0.323 NS 

Peak Lateral GRF -0.535 P=0.04 
Peak Adduction Moment -0.709 P<0.001 

Peak Internal Rotation moment -0.488 P=0.01 

During the exploratory analysis tibial rotation was found to 
significantly correlate with anterior posterior (AP) translation 
max (r=0.405 P=0.034) and min (r=0.504 P=0.007) in the 
medial compartment during the step up activity and tibial 
slope was also highly significantly correlated with 
superior/inferior translation (SI) ROM on both medial and 
lateral sides during step up (r=-0.610 P=0.001) and step down 
of fluoroscopy (r=-0.542 P=0.04).  

CONCLUSIONS 
The primary focus of the study on the effect of long leg 
alignment has shown a reduced ROM of flexion during gait 
for valgus aligned patients and increased frontal plane 
loading for varus aligned patients.  Frontal plane alignment 
does not appear to influence joint kinematics measured with 
video fluoroscopy, with no relationship between HKA angle 
and any of the kinematic data that was analysed. Exploratory 
analyses have found other relationships that are worthy of 
further research and may be more important in optimizing 
function.  
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INTRODUCTION  
Hip and knee osteoarthritis is the 11th highest contributor to 
disability in Australia and ranks amongst the top ten causes 
of disability worldwide[1]. The lifetime risk of the disease is 
now 14%[2]. Knee osteoarthritis (OA) produces pain and 
loss of joint function, a slow erosion of the ability to 
perform activities of daily living. Those with OA knee avoid 
high-flexion tasks such as kneeling--finding it one of the 
most difficult activities. This research is a cross-sectional, 
case-controlled inductive study of the kinematics of knee 
motion while kneeling. It aims to, for the first time; quantify 
the differences in vivo kneeling knee kinematics in 6 
degrees-of-freedom between those with and without OA 
knee 

METHODS 
.Twenty OA knee and twenty healthy knee participants who 
were gender, BMI-matched (26.9 ± 3.6 and 27.3 ± 3.6 
kg/m2), and age-matched (69.4 ± 8.7 and 70.1 ± 8.6 years) 
were recruited for this study. All participants had their 
single-plane fluoroscopy movie recorded while dynamically 
kneeling-. All started at 90° and used their body weight to 
kneel as deeply as possible. A CT static 3D image of their 
knee was also taken. Their CT data was registered onto the 
2D fluoroscopy image using the in-house bespoke 3D/2/D 
registration algorithm called Orthovis—producing kinematic 
data in 6 degrees-of-freedom by the Grood and Suntay co -
ordinate system[3]. A calibration grid was used to minimise 
out-of-plane errors. Descriptive statistics were used to 
compare and contrast the groups. 

RESULTS AND DISCUSSION 
With increasing flexion, from 90° through to 150°, 
descriptive healthy and OA knee kinematics respectively 
were (mean ± SD) 122.1° ± 15.2° and 114.0° ±  13.4° 
flexion; -9.7° ± 4.8° and -5.9° ± 3.78° external/internal 
rotation; 2.0° ±  1.9° and 2.4° ± 4.5° abduction/adduction; -
3.1° ± 3.9° and -1.1° ±  3.4° mediolateral shift; 15.4° ±  2.8° 
and 13.6° ± 2.7° anterior/posterior translation, and 35.9 mm 
±   2.7 mm  and 30.6 mm ±  3.3 mm superior/inferior 
translation. 
Osteoarthritis restricts range-of-motion in all 6 degrees-of-
freedom. It appears that healthy knees initially distract and 

then compress towards deeper flexion whereas OA knees 
after approximately 128° continue to distract.  

CONCLUSIONS 
The comparison of these groups has demonstrated 
dampened motion in all 6 degrees-of-freedom. This is the 
first time such a large number of participants so strongly 
matched for age, BMI and gender have been compared and 
contrasted. Future analysis will include exploring the 
relationship between the variables and determine the 
confounding and lurking variables that drive these 
differences. 

Figure 1: Femorotibial separation, demonstrating parabolic 
profile in healthy knee compression/distraction and a linear 
profile for OA knees. : Healthy knees, : OA knees.   
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INTRODUCTION  
Recently, compression garment (CG) has attracted 
attention in the athletic field to enhance performance. 
Matsumoto et al. (2013) suggested the existence of the 
optimal interface pressure (20mmHg) for thigh muscle to 
increase electrically-evoked knee extension torque [1]. 
This suggests that the optimal interface pressure on the 
thigh could enhance the maximal voluntary knee joint 
performance as well. Zhang et al. (2016) reported 
negligible effect of CG on isokinetic knee extension torque 
[2]. However, they did not measure actual CG pressure, 
thus the result might have been due to the interface 
pressure that was not optimal. This study sought to 
determine the effects of thigh CG with the pressure of 
20mmHg on the torque profile during maximal voluntary 
isokinetic knee extension and flexion. 

METHODS 
Nine healthy males (21 ± 3 years, 175.9 ± 5.8cm, 70.7 ± 
8.0 kg; mean ± SD) participated in this study. Each subject 
wore CG on the right thigh that was manufactured 
individually based on his dimensional data to match the 
interface pressure of 20mmHg over the thigh. The 
participants were seated on the custom-made seat of a 
dynamometer to avoid pressure on muscle bellies of 
hamstrings. They performed unilateral (right side) 
isokinetic knee extension and flexion [range of motion: 
90°- 0° (full extension)] at 100°/s with CG (CGC) and 
without (CON). Peak torque, knee joint angle at which 
peak torque was observed (Angle-PT), and the maximal 
rate of torque development (RTD) were measured. Two 
attempts were made routinely in each condition and the 
best value of the two was used for analysis. Additional 
trials were performed if peak torques were substantially 
different (more than 5% between first two trials). The 
order of conditions was randomized. Interface pressure 
was measured from 12 positions (30%, 50%, and 70% of 
thigh length × anterior, lateral, medial, and posterior sites) 
on the thigh in a standing posture. 

Paired t tests on peak torque, Angle-PT and RTD were 
performed to compare CGC with CON. In order to assess 
the deviation of the interface pressure values obtained at 
each measurement position from 20mmHg, one-sample t 
tests were performed. Significance level for all 
comparisons was set at p < 0.05. 

RESULTS AND DISCUSSION 
There was no significant difference between CGC and 
CON in peak torque or Angle-PT. On the other hand, RTD 
was higher in CGC (489.5 ± 83.6 Nm/s) than in CON 
(441.9 ± 46.1 Nm/s) for extension but not for flexion 
(Figure 1). The pressure of 20mmHg was attained at 30% 
of anterior and medial sites, 50% of all sites and 70% of 
medial site of the thigh. 

 Figure 1: Rate of torque development in each condition 

Previous studies suggested reduction of muscle oscillation 
to be one of the reasons for CG to enhance exercise 
performance [3,4]. Matsumoto et al. (2013) presumed that 
the quadriceps femoris force was more effectively 
transmitted to the patellar tendon through the reduction of 
muscle oscillation, leading to greater knee extension 
evoked torque [1]. In the present study, the bellies of 
major quadriceps (vastus lateralis and rectus femoris) [5] 
were under compression of the optimal pressure that was 
proposed by Matsumoto et al. [1], thereby leading to 
“brisk” torque production eliminating unnecessary muscle 
oscillation. The CG did not affect knee flexion torque 
profiles although the pressure was kept at 20mmHg at the 
muscle bellies of hamstrings. But the proximal and distal 
sites of hamstrings may have already been under pressure 
in the sitting posture during the measurement, leading to a 
negligible effect of CG on these muscles.  

CONCLUSIONS 
The compression garment with the pressure of 20mmHg 
did not affect the peak torque or Angle-PT during maximal 
voluntary isokinetic knee extension and flection, but 
increased the rate of torque development of knee extension. 
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INTRODUCTION  
People with Parkinson’s disease (PD) have been categorized 
into two subtypes: Tremor Dominant, with a predominance 
of resting and postural tremor, and Postural Instability and 
Gait Difficulty (PIGD), with a predominance of postural 
instability, gait impairment and falls [1]. People with PD 
have more irregular head movements in anteroposterior 
(AP) and mediolateral (ML) planes when walking, as 
recorded from accelerometers, suggestive of decreased gait 
stability [2, 3]. However, whether it is also more apparent in 
the PIGD subtype is unknown. Moreover, the effects of 
antiparkinsonian medication on gait stability in PD subtypes 
require clarification, since the PIGD patients have a lower 
absorption of, and response to, dopamine. This may be 
manifested as decreased gait stability, which could explain 
why PIGD patients are more susceptible to falling. Thus, the 
aim of this study was to compare PIGD and non-PIGD 
groups across measures of gait stability and in their response 
to levodopa treatment. 

METHODS 
Thirty eight people with PD split in two groups: PIGD 
group (n=23) and Non-PIGD group (n=15) participated in 
this study. Gait analysis was performed using linear 
accelerometers attached to the participants’ head and pelvis. 
Participants performed 2 walking trials (“off” and “on” 
status of antiparkinsonian medication) at a self-selected 
speed along a 20m corridor. The middle 15 meters of steady 
state walking were analyzed. From the accelerometry data, 
measures of pelvic and head gait stability were derived 
using harmonic ratios (HR) of accelerations in the three 
orthogonal planes [3, 4]. HRs along the AP and vertical 
(VT) axes were calculated over multiple two-step windows 
[2] and HR along the ML axis was calculated over multiple 
eight-step windows [5]. Two-way analysis of variance was 
used to identify subtype (PIGD vs non-PIGD group) and 
medication (“off” vs “on” levodopa) main effects and 
interactions. Where significant interactions were found, 
main effects were not calculated but post hoc tests were 
conducted. Significance levels were set at 0.05. 

RESULTS AND DISCUSSION 
There was a main effect of subtype for head AP HR, 
demonstrating that the PIGD group had worse head stability 
in the AP plane than the non-PIGD group (p<0.001) 
irrespective of phase of levodopa therapy. There were also 
main effects of medication for head AP (p=0.008) and VT 
(p=0.002) HRs. For both subtypes, levodopa intake 
improved AP HR but reduced VT HR at the head. 
Significant interactions were evident for pelvic ML 
(p=0.003), head ML HR (p=0.048) (Fig 1) and head VT HR 
(p=0.01). In each case, HRs improved in non-PIGD group 

and deteriorated in the PIGD group following levodopa 
intake. 

Figure 1: Post hoc on mean gait stability measures. Error 
bars represent standard deviations. 

CONCLUSIONS 
The PIGD subgroup was more likely to have reduced gait 
stability following levodopa, possibly because: (i) levodopa 
may not be effective at improving gait stability for all 
people with PD; (ii) levodopa could be detrimental to the 
sensory organization of postural control; (iii) in the PIGD 
group, the net effect of levodopa might be to reduce postural 
control. When people with postural instability walk, they 
may increase ML centre-of-pressure displacement, and 
reduce ML stability, to help maintain forward motion; (iv) 
the PIGD subtype may be more likely to have widespread 
cerebral white matter disease, interrupting cortical-
subcortical tracts involved in the control of balance and gait, 
and lesions in the putamen, which may result in impaired 
control of gait; (v) PIGD patients might have more non-
dopaminergic lesions compared to non-PIGD patients.  
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INTRODUCTION 
Parkinson’s Disease (PD) is a degenerative neurological 
condition that affects over 10 million people worldwide. 
Symptoms include tremor, stiffness, muscle rigidity, 
slowness of movement. Freezing of Gait (FOG) affects 50-
80% of patients with PD and leads to reduced quality of life 
and increased risk of falling. FOG may be reduced through 
various strategies including auditory and visual cues. 
However, before strategies to prevent FOG can be optimised 
for the individual more accurate identification of FOG 
episodes during daily life is required.  

Currently no gold standard exists to measure FOG using 
wearable devices. FOG during daily life can be measured 
using a self-report questionnaire [1] (which may risk bias) or 
by a skilled assessor (requiring greater resources). Several 
small to medium sized laboratory studies using wearable 
devices have been undertaken in the past.  

Here we present the first large study using gait data from 
130 people with Parkinson’s disease to develop algorithms 
to detect FOG using wearable devices. A range of walking, 
turning, postural transfer, single and dual task conditions 
were assessed.  

METHODS 
Participants were from a randomised control trial conducted 
in North Bristol NHS Trust Hospital, UK [2]. Data from 130 
people with PD aged between 46 and 90 years, with a 
disease duration ranging from 5 and 13 years were used. 

Participants wore a device containing 3D accelerometers 
and gyroscopes (Dynaport Hybrid, McRoberts, 
Netherlands). The device was attached to a waist belt and 
located between the posterior superior iliac spines. FOG was 
invoked by a FOG protocol. This comprised several classes 
of activity including a sit-to-stand, a 6m walk between two 
chairs placed 50cm apart, a 360° turn to the right, a 540° 
turn to the left, the return walk back, a 180° turn and a 
stand-to-sit into the starting chair. 

All walks were videotaped, synchronized with the wearable 
device data and annotated by a skilled assessor for FOG, 
cognitive stops, walking, turns, postural transfers, standing 
and sitting. 

Gait data were processed in MATLAB. The Daubechies 5 
wavelet was used to detect features associated with FOG in 
the accelerometer signals (Fig 1A). The Morlet wavelet was 
used to detect FOG in the gyroscope data. An ensemble of 
decision trees was constructed to detect FOG and four-fold 
cross validation used to assess the algorithms accuracy. 

RESULTS AND DISCUSSION 
The FOG protocol invoked 212 episodes of freezing: 67% 
episodes occurred during turning, 12% were destination 
hesitation, 9% were during gait initiation, 9% in open spaces 
and 3% between the chairs. Two participants were unable to 
complete to FOG protocol within 10 minutes and excluded.  

Figure 1: Panel A; wavelet detection of FOG during a turn 
while walking (red arrow). Panel B; Detected FOG (green) 
versus annotated FOG (red) while walking. For this 
participant, 20 FOG steps were missed and 122 shuffling 
steps were misclassified as FOG.  

The ensemble used wavelet features (Fig 1A) to detect eight 
classes of activity with 90% overall accuracy after 4-fold 
validation. Sensitivity to FOG steps was 82% and specificity 
75%. Slow shuffling steps by some people were 
misclassified as FOG and reduced the specificity (Fig 1B). 

CONCLUSIONS 
FOG episodes can be detected with a wearable device which 
may help optimize strategies to prevent FOG in daily life. 
We are working on improving the algorithm’s specificity. 
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INTRODUCTION  
Parkinson’s disease (PD) is a progressive neurodegenerative 
disorder initiated by loss of dopaminergic neurons in the 
basal ganglia. Those with PD are reported to have increased 
postural instability, particularly during dual task 
performance [1]. PD patients often have cardiac 
dysautonomia which can cause alteration of middle cerebral 
artery (MCA) blood flow velocity (BFV) and hypoperfusion 
of the cerebral cortex. Hypoperfusion has been associated 
with executive dysfunction, postural instability and 
movement difficulties [2]. Additionally, those with PD have 
an increased incidence of orthostatic hypotension which also 
influences postural stability [3]. This study investigated 
postural stability, bilateral MCA BFV, oxygenated (O2Hb) 
and deoxygenated (HHb) haemoglobin concentrations in the 
pre-frontal cortex (PFC) of people with PD during a 
standing serial subtraction task (SST).  

METHODS 
Early stage PD (Hoehn & Yahr Staging I – III) and control 
participants with and without orthostatic hypotension (PD 
No OH: N = 6, 65.2±3.4 y; PD OH: N = 14, 66.5±2.4 y; 
CON No OH: N = 9, 54.2±2.7 y; CON OH: N = 13, 
65.1±2.7 y) serially subtracted 7 from a randomly assigned 
3-digit number while standing on a force platform. Path 
length and 90% confidence ellipse (C90) area were 
calculated for the subtraction task duration and subsequent 
rest period. The number of subtractions performed and the 
percentage of subtractions correct were recorded. 
Transcranial Doppler ultrasound was used to measure 
bilateral MCA BFV. O2Hb and HHb were recorded 
bilaterally over Fp1, Fp2, F7 and F8, according to the 10-20 
Electroencephalography system (10-20 IEEG), throughout 
the task using near-infrared spectroscopy (NIRS). The 
relative change for MCA BFV measurements, O2Hb and 
HHb during the SST was calculated. 

RESULTS AND DISCUSSION 
Postural stability indices show a significant difference 
between rest and SST condition for CON groups only 
(Figure 1). Further, PD No OH had a significantly larger 
C90 area during rest compared to other groups. The PD 
groups have similar path length and C90 area regardless of 
task condition. SST performance was similar between 
groups for number of subtractions and percent correct 
responses. PD No OH had a significantly smaller increase in 
left MCA BFV compared to all other groups. There were no 
differences between groups for right MCA BFV. PD OH 
had significantly smaller increases in O2Hb compared to 
CON OH at Fp1, Fp2, F7 and F8 and also compared to CON 
No OH at Fp2 and F8. PD No OH had a significantly 
smaller increase in O2Hb compared to CON No OH at Fp2. 
PD OH had a significantly smaller decrease in HHb 
compared to CON No OH at Fp1 only. Postural instability 
within the PD and CON groups does not appear to be 

influenced by clinically defined orthostatic hypotension. 
However, the PD cohorts are equally unstable at rest and 
during performance of a cognitive task. The CON groups 
have an increase in postural instability when subjected to a 
cognitive dual task. 

Figure 1: Path length and C90 area for Parkinson’s and 
Controls during serial subtraction task and rest. 

CONCLUSIONS 
Postural instability is a well-known consequence of PD. 
The present results indicate some differences in cortical 
blood flow and in cortical oxygenation for people with PD 
during dual tasks. However, the influence of cortical and 
cerebral mechanisms which contribute to balance control in 
PD are not fully understood.  The contribution of cerebral 
blood flow and cortical oxygenation to postural stability 
during dual task performance in this population needs 
further investigation. 
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INTRODUCTION  
Diabetic neuropathy leads to a massive and progressive 
reduction in the lower limb muscles strength, mainly in the 
ankle extensors and flexors [1]. Predictive simulations can 
provide valuable insights into adaptation strategies in diabetic 
gait by enabling the investigation of the effects of individual 
biomechanical parameters in a perfectly controlled, non-
invasive fashion. This study investigates the effects of distal 
muscles (tibialis anterior and triceps surae) weakness on the 
compensatory adaptations observed in diabetic gait using an 
optimal control framework. 

METHODS 
The musculoskeletal system model contains seven rigid 
bodies (HAT- head, arms, trunk; both thighs, legs, and feet) 
in the sagittal plane with 9 degrees of freedom and includes 
eight muscles bilaterally: iliopsoas, glutei, hamstrings, rectus 
femoris, vasti, gastrocnemius, soleus and tibialis anterior. The 
lower limb joints (hip, knee and ankle) are modeled as ideal 
hinge joints and the muscles as Hill-type [2], including the 
contractile element (muscle fibers) and an inextensible 
tendon. The combined effect of all passive tissue is 
represented by passive joint moment expressions from [3]. 
The resulting dynamic model has 34 states (9 generalized 
coordinates, 9 generalized velocities and 16 muscle 
activations) and 16 controls (16 neural excitations). The cost 
function of the optimal control problem includes an effort 
(sum of activations squared) and a tracking term. The tracking 
term is included in the cost function to avoid an excessive 
divergence of the solution compared to normative patterns 
reported in [4] (shaded area in Figure 1 with ± 1 SD). A gait 
velocity of 1.1 m/s was prescribed. We simulate 4 conditions 
to represent the weakening of the distal muscles of diabetic 
individuals: 1) reference (no changes in reference 
parameters); 2) maximal isometric force of the triceps surae 
(gastrocnemius and soleus) (TS) was reduced in 15% and of 
the tibialis anterior (TA) in 10%; 3) 30% reduction in TS and 
20% reduction in TA; 4) 40% reduction in TS and 30% 
reduction in TA. The reference simulation was used as initial 
guess for the other simulation conditions. The optimal control 
problem was solved using the PROPT package and SNOPT 
was used for solving the large-scale optimization problem.   

RESULTS AND DISCUSSION 
The reduction in the maximal isometric forces of the TS and 
TA has a major impact on the push-off phase (Figure 1). The 
weakening of these important distal muscles leads to a 
delayed action of the TS and a progressive decrease of the 
gastrocnemius peak force in the push-off phase. This distal 
deficit appears to be compensated by a larger hip flexion 
moment resulting from an increase in the iliopsoas muscle 

group force in this phase, a measure reported in the literature 
as the hip strategy [5] Another noticeable adaptation strategy 
of the model is the increase in ankle flexion as distal muscles 
get weaker. The larger ankle excursion increases passive 
ankle extension moment at push-off, compensating for part of 
the decrease in active moment.

Figure 1: Joint angles, net joint moments and muscle forces 
predicted for different TS and TA weakening degrees. 

CONCLUSIONS 
The decrease in the isometric force of the distal muscles due 
to diabetes leads to clear gait adaptations. Among the most 
important are a delay in the TS action, a decrease in 
gastrocnemius peak force, an increase in iliopsoas peak force 
and a larger ankle flexion, all during the push-off phase. The 
increase of hip flexion moment along with the reduction of 
ankle extension moment may be interpreted as the hip 
strategy described in the literature. The increase in ankle 
flexion, in turn, is linked to an increase in passive moment to 
compensate for the lower active extension moment at push-
off. This result suggests that passive properties of the ankle 
may play a major role in diabetic locomotion and should be 
further investigated.  
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INTRODUCTION  
Insect wings are diversified with respects to their sizes, 
margin shapes, venation patterns, pigmentation. While gene 
networks governing the Drosophila wing development have 
been well characterized, the diversity of insect wing margin 
shapes remains a mystery. Among such margin shapes, 
smoothly curved margin is the most frequently found, 
implying a highly organized multicellular mechanical 
structure. In this work, we developed mechanical models of 
the wing margin shape where nonuniform bending stiffness 
of the margin plays an important role. We showed a variety 
of the bending stiffness may produce diversified wing 
margin shapes and inferred bending stiffness from 
experimental images may provide some insight on the 
differentiated margin cells of the insect wings. We further 
studied the influence of the cellular properties of the blade 
to the margin shapes. The models would serve as a basic 
ingredient of an integrated model for wing development. 

METHODS 
A naïve and one of the simplest mechanical models of 
smooth margin shapes is the Euler’s elastica – a mechanical 
model of a thin rod and its resulting curves. However, this 
uses the constant bending stiffness along the margin and it 
seems to be unnatural to expect such. Therefore, we develop 
a model with the generalized bending stiffness – the non-
uniform bending stiffness (model A). The corresponding 
deterministic equation with the stiffness leads to a 
mathematically distinct highly non-linear form, so that one 
cannot expect to obtain an exact, analytic solutions. Instead, 
we invoke a numerical calculation to find a margin shape for 
a given distribution of the bending stiffness. We use the 
pinned boundary condition, which is consistent with the 
system considered, such as fruit fly. 

The insect wing consists of blade, margin, and hinge. In fruit 
fly development, while the hinge keeps contracting, the cells 
in the blade are pulled and dragged. While the margin is 
pinched at the end points, the blade is stretched towards the 
hinge. Therefore, we develop the above model with the 
tensile forces from the blade (model B). This may create a 
buckled margin shape under a certain condition. Both 
models provide a reverse engineering of the bending 
stiffness: geometric profiles of experimental images enable 
us to infer the stiffness along the margin.  

RESULTS AND DISCUSSION 
We successfully simulated the margin shapes (Figure 1). 
The first example shows a veinless mutant of D. 
melanogaster [1] and our simulation result. The following 
three sets of examples in Figure 1 (b1-d1, b2-d2) show the 
drawings of Zygaenidae, Tortricidae, and Crambidae in [2] 
and our simulation results. The last example shows an 
elongated shape of wings in Eustheniidae [3], which can be 
also found in dragonfly. 

Figure 1: A photograph (a1), drawings (b1-e1) of various 
insect wing, and simulated wing margin shapes (a2-e2).  

In our simulation, the shapes were sufficiently robust against 
small perturbations in the stiffness in most part of the 
margin, while some seemed sensitive, giving a potential 
source of the morphological diversity. Buckling solutions of 
model B (Figure 2) may give another source of the diversity. 

Figure 2: Typical buckling solutions of model B. A case 
with tensile force (a1), and with pressure (b1).  

CONCLUSIONS 
We have constructed mechanical models for the insect wing 
margin shapes with nonuniform bending stiffness. Our 
simulations showed the nonuniform stiffness was sufficient 
to reproduce diverse wing margin shapes found in nature.  
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INTRODUCTION  
The recent discoveries of the Lomekwian stone tools (3.3 
Ma) support the hypothesis that early hominins were able to 
make and use stone tools around 500.000 years before the 
first occurrences of the genus Homo [1]. Furthermore, the 
lithic reduction techniques inferred from Lomekwian tool 
replication experiments suggest that forceful grips, rather 
than enhanced hand dexterity, was a major prerequisite for 
making such tools. Then, assessing gripping abilities of 
contemporaneous hominin, i.e. Australopithecus afarensis, 
is necessary. To date, the A. afarensis hand has been 
described as being both human-like due to axial asymmetry 
of the metacarpal bones and the derived morphology of the 
distal pollical phalanx, and ape-like with regards to its radial 
intercarpal and carpometacarpal joints. More specifically, 
the 5th digit (whose morphology is rather unique for A. 
afarensis) has been deemed crucial to ensure forceful grips 
[2]. 
This study had two aims: 1) to develop, present and evaluate 
a simulation framework that includes a musculoskeletal 
model of A. afarensis hand, and 2) to propose new insights 
on the putative role the 5th digit may have played in the 
development of Lomekwian tools production capabilities. 

METHODS 
Three musculoskeletal hand models were developed for 
each of the following taxa: H. sapiens, P. troglodytes and A. 
afarensis. 

Figure 1: Flow chart illustrating the integration of the bone 
geometry of the 3 taxa into the musculoskeletal model of the 
5th digit and the 3 directions of the simulated external force. 

All models were adapted from the same original model [3]. 
Bone geometry was derived from published dimensions [4] 

together with authors ‘personal 3D scans of the original 
fossils for A. afarensis. Given the absence of existing model, 
two versions of the 5th Carpometacarpal joint (CMC-V) 
were tested. A. afarensis musculoskeletal geometry was 
adapted from the H. sapiens model based on qualitative 
observations on P. troglodytes. Three databases of 
Physiological Cross sectional Area (PCSA) were also tested. 
The sensitivity of simulation outcomes to those constitutive 
factors of the modelling was assed. 
Simulated input data were 1) CMC-V joint posture and the 
resulting 5th digit orientation and 2) External force direction. 
Those two factors mimicked the diversity of hand 
configuration while holding a stone. Outcome data were 
muscle forces computed through static optimization. 

RESULTS AND DISCUSSION 
The %RMSD between muscle forces estimated from 
simulations based on the anatomical model of H. sapiens 
and simulations based on an anatomical model of P. 
troglodytes is 13% (average across force direction; CMC-V 
posture and PCSA database conditions). Overall, 
simulations run by using an anatomical model based on P. 
troglodytes demonstrated a higher capacity of external force, 
but muscle force patterns were rather similar. Outcome data 
were sensitive to both the kinematic model of CMC-V and 
the direction of the external force (Table 1). 

Table 1: Magnitudes of the maximal external forces 
possible to exert as a function of CMC-V kinematic model 
and direction of the external force (see Fig 1). 

DoF Palmar (N) 
Palmar-

radial (N) 
Radial (N)

0-DoF 9 17.8 8.6

2-DoF 9.3 18.1 9.8

3-DoF 4.2 16.2 7.2

CONCLUSIONS 
Our first results suggest a limited influence of muscle 
parameters (e.g., PCSA) and support the value of 
simulations for studying extinct taxa even in absence of soft-
tissue data. Given the difficulty for the pulp of the 5th ray to 
face the surface of a large-sized object, the A. afarensis hand 
would have had limited possibility to exert sufficient force 
to make Lomekwian tools. 
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INTRODUCTION  
Tongue is one of the important articulatory organs, which 

produces speech sounds by changing its shape quickly in the 
oral cavity with contraction of the lingual muscles. Recently, 
in order to understand the detailed mechanisms of the tongue 
deformation during speech, computational mechanics studies 
have been conducted using a continuum model of tongue 
including muscle fiber elements [1,2]. In those studies, two-
dimensional shapes in the median sagittal plane of the tongue 
obtained by MRI measurements were used for estimation of 
the lingual muscles activation when vowel sounds were 
pronounced. However, the deformation of tongue creates a 
complex 3D shape necessary for the correct pronunciation in 
speech including consonant and sibilant sounds. Thus, in this 
study, we develop a computational model of tongue including 
nine major lingual muscles and investigate whether the 
constriction stress of each muscle can be identified from the 
3D shape of deformed tongue by means of inverse analysis. 

METHODS 
A configuration of the tongue at a rest position was 

obtained from the CT image of a subject. The tongue model 
was divided into tetrahedral elements including the muscle 
fibers that produce a contraction stress in the direction of their 
orientation. The tongue muscles were classified into five 
types of extrinsic muscles (Fig. 1 (a)-(e)) and four types of 
intrinsic muscles (Fig. 1 (f)-(i)). The orientation of each 
muscle fiber was determined from the anatomical data [3]. 

Figure 1: Configuration of the tongue and muscle fiber 
orientation. (a)-(c) Anterior, middle and posterior part of 
genioglossus, (d) hyoglossus, (e) styloglossus, (f) inferior 
longitudinalis, (g) superior longitudinalis, (h) transversalis, 
and (i) verticalis. The red lines indicate the position and 
direction of each muscle fiber. 

The deformation of the tongue was represented by the 
Cauchy’s first law of motion. The tissue was assumed to be a 
hyperelastic body expressed as a 2nd-order Mooney-Rivlin 
model. The Cauchy’s stress was calculated by the sum of the 
isotropic elastic stress of tissue (σelas) and the anisotropic 
contraction stress of muscle fibers (σfiber). The contraction 
stress was calculated as σfiber = F(e⊗e), where F is muscle fiber 
stress and e is a unit vector of the fiber orientation. The 
muscle fiber stress F was assumed to be constant in each 
muscle. The material constants obtained by experiments [1] 
were used in the calculation. 

Here we consider an inverse analysis to identify the 
muscle fiber stress F of each muscle from a deformed target 
shape and an undeformed reference shape of the tongue. The 
difference in those shapes can be evaluated by the surface 
distance φ from the reference shape. Then the problem is 
formulated as  

Minimizing J = (φt - φd)2 / 2  with respect to F     (1) 
where φt and φd are the surface distance of the target shape 
and the deformed shape obtained by inverse analysis, 
respectively. The problem was discretized by the Galerkin 
finite element method, and muscle fiber stress was identified 
by the least square method.  

To validate the proposed method of inverse analysis, a 
reference shape of the deformed tongue was provided by 
solving a direct analysis of the tongue deformation under 
given muscle fiber stresses. The displacement at the bottom 
of tongue was fixed to zero. The contraction stress of each 
muscle fiber was assumed as shown in Table 1(a). The values 
were determined so as to cause a forward protrusion of the 
tongue [4]. Then, the deformed shape was used as the target 
shape in the inverse analysis to identify the contraction 
muscle stresses. We verified the method by comparing the 
muscle fiber stresses given in the direct analysis and those 
identified by the inverse analysis. 

RESULTS AND DISCUSSION 
The tongue shape obtained by the inverse analysis well 

agreed with the target shape. Table 1 (b) shows the values of 
muscle fiber stress identified by the inverse analysis. It was 
found that the muscle fiber stresses were identified within an 
error range of about ±250Pa, which was more than 10% of 
the maximum stress applied at the GGp. The error was caused 
by the shape matching in the inverse analysis in which the 
corresponding points were unknown between two shapes. 
However, the stress distribution in the 9 muscles was 
successfully reproduced, taking relatively high values at GGp, 
Trans, and GGm and low values at IL, Sty, and HG. These 
results indicate that the contraction stresses of multiple 
muscles inside the tongue can be identified from the three-
dimensional shape of tongue which can be obtained by the 
CT or MRI measurements. 

Table 1: The values of muscle fiber stress F [Pa] (a) given to 
direct analysis and (b) estimated by inverse analysis. 

 GGa GGm GGp HG Sty IL SL Trans Vert 

(a) 60 1100 2000 15 0 0 500 1000 600 

(b) 216 861 2026 -129 -102 2 728 1031 382 
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INTRODUCTION  
Rheumatoid arthritis (RA) patients often have pain in the 
lower extremity, which in some cases can be caused by 
foot deformity and foot pain. With the intention to 
stabilize and align the foot patient-specific foot orthotics 
(FO) are often prescribed to this patient group. A 
limitation of the previous literature on FO to treat RA and 
related diseases is that it has focused exclusively on 
clinical outcomes of FO such as pain and physical 
function, while overlooking the biomechanical principles 
on which the rationales for FO is based [1]. 

The aim of this study was to investigate the effect of 
patient-specific FO on ankle, knee and hip loading during 
gait. This was accomplished by developing patient-specific 
(PS) musculoskeletal models (MS) capable of estimating 
joint mechanics with and without the FO.  

METHODS 
Four early stage RA patients were recruited for this study. 
A pair of FO was developed for each patient using a 
weight bearing casting technique. PS bone geometry was 
obtained from magnetic resonance imaging (MRI) images 
and segmented in an image analysis package (Mimics 19, 
Materialse, Belgium). Motion capture was performed with 
an eight-camera setup (Qualysis, Sweden) with reflective 
markers together with three force plates (AMTI, USA) 
sampling at 100 and 1000 Hz respectively. The gait trial 
consisted of two conditions: one with the PS FO and one 
with a control insole (C). 

PS MS models of each patient were developed using the 
AnyBody Modeling System (AnyBody Technology, 
Denmark), Figure 1B. Muscle attachments were made PS 
based on the Twente Lower Extremity Model version 2.0 
dataset using advanced morphing to customize a generic 
cadaver-based model with respect to PS morphology 
acquired from MRI [2].  

Accurate joint centres and axes were calculated with 
analytical surface fits to the segmented MRI bones. Joint 
reference systems were defined based on the ISB 
recommendations.  

RESULTS AND DISCUSSION 
Resultant joint forces for the ankle, knee and hip joints are 
presented in (Figure 1) for the C and FO. The results 
showed that the ankle force is reduced with FO. 
Meanwhile, the resultant knee and hip joint forces 
increased with FO. Additional data from the model 
showed that, despite an increase in the total resultant 
forces in the knee and hip, change in the different joint 
moments and muscle forces still occur. These changes may 
potentially contribute to the reduction in pain. Further 
studies are needed to confirm this. 

Figure 1: A: Mean peak resultant joint forces for the 
Ankle-, knee- and hip joint during the stance phase of gait 
with ± one standard deviation. B: Patient-specific 
AnyBody model  

CONCLUSIONS 
The results of this study indicate that FO can change the 
load distribution in the lower extremity. MS modeling is 
appealing for studying biomechanics due to the 
challenging nature of directly measuring the internal 
loading of the complex structure of the human body that 
occurs during motion. Further studies are needed to 
investigate if there is a relationship between changed 
loading in MS models and pain for RA patients. 
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INTRODUCTION  
Lower Extremity Injuries (LEI) in the foot and ankle 
region are the most common injuries experienced by 
physically active groups (including sports and military 
personnel).  Classical treatment for LEI involves the 
fabrication of custom moulded or fitted foot orthoses.  The 
arch height is a critical parameter for an orthosis at mid-
stance. Typically, the standard procedure for fabricating a 
custom made foot orthoses starts with using moulds or 
surface data captured in a neutral position of the foot based 
on Root’s Subtalar Neutral (SN) theory [2, 3].  More 
recent research [1], however, reported a significant 
difference in forefoot and rearfoot geometric 
measurements between different casting techniques 
(plaster cast, foam cast and laser scan), and arch height 
varied up to 2cm among fabrication techniques.   

A low arch height would lead to an orthosis with no 
functional orthotic benefits, and a high arch height would 
injure the subject instead of providing injury prevention or 
rehabilitation benefits. In all, an objective means of 
obtaining or forming orthotic shape has yet to be 
developed.   

The hypothesis of this research is that there exists a small 
range of optimum arch height and the optimal orthotic 
medial longitudinal arch shape is not necessarily the 
custom moulded shape.  Instead, in the process of forming 
the orthotic profile, foot/orthosis interactions including 
soft tissue deformations and foot bone kinematics needs to 
be considered and plantar pressure distribution serves as 
an indicator. 

In this study, we propose an objective technique and 
orthotic system to form/design an optimal orthotic shape.   

METHODS 
In this research an adjustable arch height orthoses is 
developed.  A fiberglass/epoxy orthosis is fabricated 
through the vacuum bagging method.  A longitudinal 
cutout is made just lateral to the first ray of the foot. The 
adjustment of flexible orthosis height is achieved by 
adjusting the length of the arch span through a lead screw 
mechanism under the hallux. 

An experimental parametric study is performed on a range 
of individuals by varying the arch height.  Displacement of 
the navicular is measured during balance standing with the 
orthotic changes.  Plantar pressure redistribution is 
measured during walking by Novel plantar pressure 
measurement system.   

RESULTS AND DISCUSSION 
Mean pressure in forefoot, midfoot and rearfoot is 
evaluated and the mean mean pressure (MMP) over the 
walking cycles is shown in Figure 1.  Significant pressure 

redistribution is observed from forefoot to midfoot as the 
arch height is increased.  

Figure 1: Mean mean pressure over all frames in forefoot, 
midfoot and rearfoot with varying screw lengths. 
The navicular displaces vertically downward when the 
orthotic arch height is low compared with the subject’s 
arch height.  Alternatively, when the orthotic arch height is 
high, the navicular displaces vertically upward, causing 
discomfort. 

CONCLUSIONS 
The findings and results of this study guide foot specialists 
to design orthoses with effective arch heights for skeletal 
foot control and therefore better treatment of the LEI.  The 
adjustable arch height system can assist practitioners to 
select appropriate arch height through testing plantar 
pressure and navicular drop in addition to subjective 
ratings. 
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INTRODUCTION  
The human foot is a complicated mechanism, with 26 bones, 
numerous tendons, ligaments and muscles, functions of 
which are not yet totally understood [1]. The foot plays a 
crucial role as the initial contact point with the environment 
during human locomotion, including impact absorption 
while landing and rigid energy transfer during pushing-off 
[1, 2].  

However, foot morphology and biomechanics can 
be altered due to ill-fitted footwear and shoes with different 
material properties. Further, numerous studies have 
illustrated that altered foot morphology presented different 
locomotion characteristics from normal gait. A particular 
one is the motion of human toes, as toes were reported to 
have prehensile and ambulatory functions. These toe 
functions were believed to increase running economy and 
reduce forefoot loading and hence forefoot injuries. 

Previous research into footwear with unstable 
perturbations showed different kinematics, plantar pressure 
and muscle activity characteristics [3]. In this study, we 
evaluate hallux rocker shoes to investigate the immediate 
response of running biomechanics.  

METHODS 
Twenty-five male habitual shoe runners were recruited to 
join the test (mean age: 23.6±2.1 years, mean height: 
173±4.6cm, mean weight: 68±5.8kg, mean foot length: 
255±4.8mm). They had no history of wearing any unstable 
or rocker shoes. No illness, deformation or motor disorders 
in the prior half year were exhibited before the experiment. 
This study was approved by the Ethics Committee of the 
Research Academy of Grand Health in Ningbo University. 
Participants were informed of the purpose, requirements and 
process of this experiment and provided written consent. 
Normal flat shoes were chosen as control shoes, and 
experimental shoes (Hard-H & Soft-S) were formed with an 
unstable hemisphere (4cm diameter and 1cm height) to the 
hallux region based on material properties (hardness scale) 
(Hard-67.92 & Soft-8.44). All shoes were EU size 41.  

Tests were conducted with an eight-camera Vicon 
3D motion capture system to collect and analyze kinematics, 
with frequency of 200Hz. Plantar pressure measurements 
were taken using a Novel Pedar insole system, with 
frequency of 50Hz. Lower extremity joint kinematics, range 
of motion during stance, peak pressure and force time 
integral were measured to analyze the biomechanical 
response.   
 The repeated measures ANOVA with post hoc 
Bonferroni test from SPSS 17.0 were taken to analyze the 
significance among control shoes, experimental shoes-H and 
shoes-S, with significance level at 0.05. 

RESULTS AND DISCUSSION 

In the stance phase, shoes-H presented greater ankle ROM 
in the coronal and transverse planes than control shoes 
(p<0.05) and shoes-S (p<0.05). The peak pressure and force-
time integral in the lateral forefoot (LFF) and other toes 
(OT) regions were greater than control shoes (p=0.016 & 
0.018) and shoes-S (p=0.015 & 0.005). Shoes-S presented 
significantly reduced peak pressure and force time integral 
in the medial forefoot (MFF) and central forefoot (CFF) 
(p=0.008, 0.015 & 0.038, 0.027), and increased in the big 
toe (BT) region (p=0.000, 0.003 & 0.000, 0.000) compared 
with control shoes and shoes-H. Figure 1 summaries this. 

These results suggest that the softer rocker stimuli 
(shoes-S) exhibited reduced ankle ROM, and reduced peak 
pressure and force time integral for all regions of the foot 
except the big toe. Conversely, shoes-H with intensive 
stimuli presented abnormal kinematics, plantar pressure 
distribution and force time-integral, which might increase 
the injury risk to the lower extremity and foot.  

Figure 1: Illustration of peak pressure and force time 
integral while running with control shoes and shoes H & S. 

CONCLUSIONS 
Soft rocker shoes introduce reduced ankle ROM, peak 
pressure and force-time integral and may be useful for 
rehabilitation training and reducing the impact of injury. The 
increased pressure on the big toe and quicker response may 
prove, counter-productive, however. Hard rocker shoes 
highlight that ill fitted shoes with stiff material properties 
may increase injury and pathology in the foot. 
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INTRODUCTION  
Long bone fracture due to contact with an object often 
occurs in various accidents, e.g., traffic accident, domestic 
accident and sport accident. Investigations on the 
mechanical responses and fracture behavior of long bone 
under external loading have been conducted in the past. 
However, they commonly focused on the large-diameter 
long bones, e.g., femur, tibia, humerus and radius. 
Furthermore, although studies on the fracture criterion of a 
small-diameter long bone under quasi-static loading can be 
found in the literature [1], it was difficult to find an 
experimental study under dynamic loading (impact velocity 
of the order of 1 m/s). Therefore, a fracture criterion for a 
small-diameter long bone under dynamic loading was 
considered important in predicting the risk of fractures in an 
accident.  
In this study, mechanical responses of porcine fibula under 
dynamic bending and pinching loadings were investigated 
using a custom-made drop-weight testing machine equipped 
with several measurement devices. A fracture criterion 
based on the combination of three different physical 
parameters was then proposed based on the experimental 
data. 

METHODS 
Mechanical test was conducted using a custom-made drop-
weight testing machine [2]. Impactor had a mass of 4.59 kg. 
An anvil with tip curvature radius of 1.0 mm was fixed to 
the inferior surface of the impactor. Specimen fixation table 
was equipped with two anvils having a tip curvature radius 
of 5.0 mm for three-points bending test, and with an 
additional anvil fixed between the two anvils for pinching 
test. An accelerometer (Kyowa Electronic Instruments Co., 
Ltd.) was attached on the superior surface of the impactor. A 
load cell (Kyowa Electronic Instruments Co., Ltd.) was also 
fixed between the specimen fixation table and the base of 
the testing machine. Furthermore, laser displacement meter 
(Keyence Corp.) was fixed to the top of the testing machine 
to measure the drop distance of the impactor. 
Fresh porcine fibulae obtained from slaughterhouse were 
utilized as test specimens. In order to identify the initiation 
of fracture, a wide band AE sensor (NF Corp.) was attached 
on the distal end of the specimens. A total of 64 specimens 
with maximum thickness at diaphysis of 9.0-12.0 mm were 
prepared for this study.  
Two different tests: bending and pinching, were conducted 
in this study. Drop heights of the impactor were set to be 20 
mm (impact velocity of 0.30 m/s), 40 mm (impact velocity 
of 0.43 m/s), 60 mm (impact velocity of 0.78 m/s), and 80 
mm (impact velocity of 0.95 m/s). Eight specimens were 
tested under each drop height condition. Signals from the 
measurement devices were acquired using a data logger 
(Keyence Corp.) at 20 kHz. Moreover, a high-speed video 
camera (Photron Ltd.) was used to record the fracture 
behavior of the specimen at 2,000 fps. 

RESULTS AND DISCUSSION 
In the bending test, fracture was observed in 19 specimens 
(drop height of 80 mm: 8 specimens; 60 mm: 7 specimens; 
40 mm: 4 specimens). The fracture pattern was similar to 
butterfly fracture. In the pinching test, fracture was observed 
in 26 specimens (drop height of 80 mm: 8 specimens; 60 
mm: 7 specimens; 40 mm: 8 specimens; 20 mm: 3 
specimens). The fracture pattern was comminuted fracture. 
Comparisons of load and displacement at fracture as well as 
impulse and work to fracture among the test results were 
conducted. The pinching test results showed greater fracture 
loads than the bending test results. However, the differences 
were not statistically significant. The pinching test results 
also showed lower fracture displacement, lower impulse to 
fracture and lower work to fracture compared to those in the 
bending tests. Significant differences (p < 0.05) could be 
confirmed at most conditions. 
Figure 1 indicates the relationships between impulse/ 
displacement and impact velocity in the test results with 
fracture. Both results showed a similar trend with high 
correlation coefficients. Considering that the two results 
almost overlapped each other, Figure 1 may indicate the 
fracture threshold of porcine fibula under dynamic loading 
regardless of the loading condition. 

Figure 1: Relationships between impulse/displacement and 
impact velocity in the test results with fracture. 

CONCLUSIONS 
Mechanical responses and fracture behavior of porcine 
fibula under dynamic bending and pinching loading were 
investigated using a drop-weight testing machine. 
Impulse/displacement versus impact velocity showed a 
similar trend and almost overlapped each other, indicates a 
possibility to develop a fracture criterion of a small-diameter 
long bone regardless of the loading condition. 
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INTRODUCTION  
Stress fractures are considered overuse injuries associated 
with the mechanical fatigue of bone. Long periods of 
repetitive loading can lead to the formation of bone 
microdamage [1] which can accumulate and propagate to 
form a stress fracture. The number of loading cycles that a 
bone can withstand prior to stress fracture is strongly 
correlated with the magnitude of deformation (i.e., strain) it 
experiences. The metatarsal bones in the foot are susceptible 
to stress fracture during long distance running, presumably 
because they are exposed to repetitive strains with each step. 
Current work in our group has shown that during running, 
strain magnitudes are greater in minimalist (uncushioned) 
shoes for all five metatarsal bones compared to traditional 
(cushioned) shoes. The purpose of this study was to 
investigate whether the cause of these higher metatarsal 
strains was from larger forces acting on the metatarsal heads 
or from altered metatarsal angles during ground contact. 

METHODS 
Fourteen male recreational runners (age: 26.2 ± 4.2 years; 
height: 178.4 ± 5.4 cm; body mass: 75.6 ± 5.6 kg, means ± 
SDs) participated in this study. Participants ran 10 km/week, 
had no lower limb injuries within the previous 3 months of 
the study, were self-reported rearfoot strikers, and had no 
prior experience running in minimalist footwear. Computed 
tomography (CT) scans were taken of each participant’s 
right foot in both the traditional and minimalist shoes to 
obtain neutral sagittal-plane metatarsal angles (Discovery 
610, General Electric Healthcare; USA). Next, participants 
ran overground in the traditional and minimalist shoes at 
their preferred speed for a 5-km run (±5%) while motion 
capture (Motion Analysis Corp.; USA) and plantar pressure 
(Pedar-X, Novel; USA) data were collected for the right 
lower limb. Preferred running speed was determined from 
warm up trials performed with the traditional shoe. 

Seven retro-reflective markers were adhered to each shoe to 
separate the foot into rearfoot and forefoot segments. The 
sagittal angle of the rearfoot segment was added to the 
neutral metatarsal angles from the CT scans to obtain 
sagittal-plane metatarsal angles throughout ground contact. 
These metatarsal angles were then combined with plantar 
pressure data to calculate metatarsal head forces using a 

musculoskeletal model of the metatarsophalangeal joint [2]. 
Repeated measures ANOVAs were used to test for 
differences in metatarsal angle and metatarsal head force at 
the instant of maximum strain on each bone (p ≤ 0.05).  

RESULTS AND DISCUSSION 
At the instant of peak metatarsal strain, metatarsal angles 
were on average 18.6% greater (p < 0.001) in the traditional 
shoe compared to the minimalist shoe (Table 1). Metatarsal 
head forces were on average 2.5% greater in the minimalist 
shoe compared to the traditional shoe (p ≤ 0.65), but 
differences were only significant at the fourth metatarsal. An 
average effect size of d = 1.95 and d = 0.19 was observed for 
metatarsal angle and force magnitude differences between 
footwear conditions, respectively. Positive effect sizes 
represent larger angles/forces in the traditional shoe. 

These results suggest that increased strains in the minimalist 
shoe are due to decreases in metatarsal angle and not 
increases in force. A smaller metatarsal angle at the instant 
of peak strain causes the long axis of the bone to be more 
perpendicular to the applied load, producing a greater 
bending moment and thus a greater strain magnitude. It may 
be possible that metatarsal strains, and therefore the risk of 
metatarsal stress fracture, could be lowered by designing 
footwear that supports the metatarsals during ground contact, 
thus increasing the metatarsal angle, making these bones 
more resistant to the applied loads. 

CONCLUSIONS 
Increased strains observed when running in the minimalist 
shoe were caused by a lower sagittal-plane metatarsal angle 
at the instant of peak strain. These findings are valuable as 
they offer insight into shoe design properties that may reduce 
metatarsal strains and the risk of stress fracture. 
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Table 1: Estimated marginal means (± standard deviations) of sagittal-plane metatarsal angle and force acting on the 
metatarsal head at the instant of peak strain. (met = metatarsal; *significant difference, p < 0.05)  

Metatarsal angle (°) Metatarsal head force (N) 
Met 1 Met 2 Met 3 Met 4 Met 5 Met 1 Met 2 Met 3 Met 4 Met 5 

Traditional 
Shoe 

35.5 
(4.3) 

38.2 
(3.4) 

33.3 
(3.8) 

27.9 
(3.5) 

21.1 
(3.4) 

736 
(246) 

784 
(145) 

283 
(66) 

218 
(54) 

201 
(79) 

Minimalist 
Shoe 

29.0 
(2.9) 

32.7 
(2.4) 

28.2 
(2.3) 

22.9 
(1.8) 

15.4 
(2.1) 

710 
(234) 

793 
(157) 

296 
(58) 

199 
(48) 

189 
(61) 

p-value <0.001* <0.001* <0.001* <0.001* <0.001* 0.170 0.652 0.237 0.014* 0.370 
Effect Size 2.14 2.17 1.86 1.72 1.88 0.39 -0.12 -0.33 0.76 0.25 
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INTRODUCTION  
The mechanical properties and nanostructure of each 
trabecula are important factors in determining the strength 
of the cancellous bone. On diaphyseal cortical bone, the c-
axis of hydroxyapatite (HAp) crystals aligned along the 
bone axis, and the degree of crystal orientation was 
correlated with the elastic modulus [1]. However, the 
mechanical properties and nanostructure in a single 
trabecula have not been elucidated. The authors have 
attempted to investigate the elastic modulus and crystal 
orientation in a single trabecula using the trabecular 
specimens at least 3 mm in length by tensile test and X-ray 
diffraction (XRD); however, the specimens were larger than 
the standard size and existed in the edges of the cancellous 
bone [2]. Hence, the micro-cantilever bending (MCB) test 
has been proposed to investigate the elastic properties of a 
single trabecula with the standard size [3]. The present study 
aims to investigate the elastic modulus and HAp crystal 
orientation in a typical single trabecula inside the cancellous 
bone by MCB and XRD measurements. 

METHODS 
A total of 10 rod-like trabeculae were dissected from the 
proximal epiphysis of an adult bovine femur (two years old). 
A specific single trabecula was randomly selected and 
isolated, while keeping one extremity connected to the 
cancellous bone. The specimen was fixed into a holder 
almost vertically by embedding the cancellous bone portion 
in epoxy resin. The trabecular length was 1.12 ± 0.17 mm. 
Each specimen was fixed onto a testing device and the load 
was perpendicularly applied to the free end in a stepwise 
manner. Specimens were loaded and then unloaded three 
times under air-dried conditions. The elastic modulus in the 
longitudinal direction was calculated from the force-
deflection relationships. The specimen was assumed to be a 
vertical circular cylinder of orthotropic material and shear 
stress was considered to be negligible in the calculations. 
Then, the specimen was perpendicularly irradiated with 
characteristic X-rays of Mo-Kα with a collimator of 1 mm 
diameter, at a tube voltage of 40 kV and a tube current of 40 
mA (Ultima IV, Rigaku, Japan). The XRD pattern was 
detected by X-ray imaging plate. The degree of c-axis 
orientation of the crystals with respect to the longitudinal 
direction, <cos2β>, was calculated from the pattern of the 
(002) planes [2]. The measurements were conducted three 
times, and the average value was used for each specimen. 

RESULTS AND DISCUSSION 
The elastic modulus of the trabeculae inside the cancellous 
bone was 9.1 ± 5.4 GPa [3]. There was no significant 
difference with the large trabeculae in the edges of the 
cancellous bone in the same age bovine femurs [2]. These 
were 42% of the value of the cortical bone specimens [1]. 
The c-axis of the crystals aligned along the longitudinal 

direction, not the bone axis, and <cos2β> was 0.343 ± 0.002. 
A specimen was broken before the XRD measurement. 
There was no significant difference with the large 
trabeculae; however, it was smaller than that of the cortical 
bone. Figure 1 shows the elastic modulus and <cos2β> in the 
trabecular and cortical bone specimens. In the trabeculae, 
elastic modulus was not correlated with <cos2β>, although 
there was a statistically significant correlation in the bone 
tissue including single trabecula and cortical bone (r = 0.75, 
P < 0.01). It suggests that the bone tissue in a single 
trabecula may have a particular elastic modulus and 
nanostructure and the variations are relatively small locally. 
Furthermore, the difference of the mechanical properties 
between trabecular and cortical bone tissue depends on the 
degree of crystal orientation as well as bone mineral density.  

Figure 1: Elastic modulus and <cos2β> of the trabeculae 
inside and in the edges of the cancellous bone [2] and 
cortical bone specimens [1] taken from two-year-old bovine 
femurs. 

CONCLUSIONS 
The average elastic modulus of a single trabecula in the 
proximal epiphysis of adult bovine femurs was 10.6 ± 5.2 
GPa and 42% of the value of the cortical bone specimens. 
The c-axis of the crystals aligned along the longitudinal 
direction of the trabecula, and <cos2β> was significantly 
smaller than that of the cortical bone. There was no 
statistical correlation between elastic modulus and <cos2β> 
in the trabeculae. 
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INTRODUCTION  
Contractile forces generated by stress fibers (SFs) play 
crucial roles in regulation of focal adhesions (FAs) [1]. 
Although contractile properties of whole cells have been 
extensively studied, those intrinsic to individual SFs remain 
unclear. Here we isolate SFs from cells to directly 
characterize the relationship between the shortening rate and 
forces generated by individual SFs. These isolated SFs are 
associated with various proteins that include phosphorylated 
myosin regulatory light chain (MRLC) required for non-
skeletal myosin–actin cross-bridge cycling. Thus, contractile 
shortening of the structurally and functionally non-impaired 
SFs is induced upon reactivation with exogenous ATP. We 
then evaluate their contractile rates and forces using 
functionalized microneedles for physical manipulation. SFs 
shorten quickly at a rate of ~3.5 μm/s in the absence of 
loading, whereas, interestingly, the shortening rate is 
drastically decreased by more than two orders of magnitude 
upon tensile loading. Thus, a highly steep shortening rate–
load relationship was observed, which is distinct from the 
hyperbolic Hill curve of striated muscles although the 
contractile properties of skeletal muscles have been assumed 
in other studies to be valid for SFs that possess sarcomeric 
patterns along their lengths [2]. FRAP experiments on cells 
expressing several MRLC mutants indicate that the binding 
lifetime of nonmuscle myosin II on SFs is elevated with 
increased tension, thus being consistent with the unique 
contractile properties at the level of SFs. These results 
suggest that the tension-induced arrest of nonmuscle myosin 
II suppresses shortening of the whole SFs and thus 
immobilizes FAs while sustaining isometric tension. 

METHODS 
SFs were isolated from smooth muscle cells that were 
cultured in DMEM supplemented with 10% fetal bovine 
serum. Cells were treated with low ionic strength solution 
containing triethanlamine and then with a buffer containing 
a gentle detergent to extract ventral SFs. Individual SFs 
were physically manipulated with a functionalized glass 
needle to which proteins on the SFs nonspecifically adhere. 
The glass needle has a bending stiffness comparable to that 
of single SFs, thus from the deflection of the glass needle 
and its known stiffness we can evaluate the force required 
for stretching or sustaining forces generated in the 
manipulated individual SFs. Mg-ATP of physiological 
concentrations was applied to the SFs to induce their 
contraction and characterize the biophysical properties. 

RESULTS AND DISCUSSION 
We extracted SFs by de-roofing cells with low ionic strength 
solution containing triethanolamine. Myosin regulatory light 

chain in the resulting extracted SFs is kept highly 
phosphorylated so that application of exogenous ATP 
readily reactivates their extensive contraction without 
addition of any recombinant proteins. We found that 
individual SFs have a unique shortening rate–load 
relationship that is distinct from the hyperbolic Hill curve. 
SFs exhibit marked shortening in the absence of external 
loading, whereas the shortening rate is drastically decreased 
by more than two orders of magnitude upon external tensile 
loading. We confirm in a separate experiment using live 
cells that nonmuscle myosin II keeps binding to actin in SFs 
rather than cross-bridge cycling as tension is increased, 
which is thus consistent with the arrest of shortening under 
tensile loading that we found with the isolated individual 
SFs. We suggest that the contractile properties intrinsic to 
SFs with a non-Hill curve are suited for exerting a constant 
tension on FAs. Meanwhile, an upward-convex relationship 
between the actively generated force and degree of actin–
NMII overlap, similar to that of muscles, is observed in SFs 
as well, suggesting that it is a universal feature common to 
the sarcomeric architecture. We also provided direct 
evidence that isometric contraction is realized for individual 
SFs without new actin incorporation, and furthermore they 
can reestablish an equilibrium isometric tension following 
repeated changes in their length. Thus, the contraction of 
SFs occurs without structurally irreversible process, and 
even after shortening the original structure is restored 
without new protein incorporation just by mechanically 
stretching back. 

CONCLUSIONS 
Despite increasing knowledge regarding how finely focal 
adhesions are regulated by the cellular tension, it remains 
unknown how the isometric contraction of individual SFs is 
maintained in stationary cells to exert a level of tension on 
immobilized cell adhesions. The present study provided 
isometric contractile properties intrinsic to SFs. We found 
that they are distinct from those of striated muscles that have 
been assumed in other studies to be valid for SFs.  
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INTRODUCTION  
In vivo micro-computed tomography (microCT) imaging 
can be used for longitudinal monitoring of bone adaptation 
in mice. However, the continuous, even if small, bone 
growth in mice makes the quantification of local bone 
adaptation challenging. In vivo imaging provides accurate 
measurements on the same mice and can reduce the number 
of animal tests required to answer a research question. Still, 
inter-mouse variability is an issue and a large number of 
data is needed to characterize the biological process of bone 
adaptation. Computational models can be used to further 
reduce the number of animal experiments, and the time and 
cost associated to them. 

In this study, a spatio-temporal one-dimensional model is 
developed to describe the dynamics of bone mineral content 
(BMC) over both time and space. Based on the model, 
virtual mice can be created by adjusting the associated 
parameters.  

METHODS 
Five wild type C57BL/6J (BL6) mice were used. The 
detailed information on animals and in vivo microCT 
scanning can be found in [1, 2].  Briefly, eight scans of the 
whole mouse tibia were conducted at the week 14, 16, 17, 
18, 19, 20, 21 and 22 of age. After rigid registration, the 
fibula was removed. Each image of the tibia was cropped 
between the growth plates and was divided into 20 sections 
along its axial direction. After proper densitometric 
calibration the BMC was calculated in each section.  

Assuming that the BMC distribution is continuous with 
respect to both space and time, the BMC data were 
smoothed with cubic spline functions by using the Matlab 
function ‘csaps’ (smoothing parameter set to 0.968 
considering that the precision error of the in vivo data is less 
than 3.2% [2]).  

A logistic growth model was used to describe the BMC 
dynamics over time: 

 
 

1
dBMC BMC

r x BMC
dt b x

 
  
 

(1) 

where r and b are two parameters, which characterize the 
change of BMC dynamics over space x .  Logistic growth 
model is widely used for representing the population 
growth. The value of BMC grows in a varying rate. The 
initial stage of growth is approximately exponential; then as 
saturation begins the growth slows and at maturity, growth 
stops. Parameter b represents the asymptotical value of 
BMC. Elastic net algorithm is used to estimate the 
parameters in the model. The ranges of each parameter were 
obtained by finding the envelope of identified parameters 
for the five mice. Using the model, ‘virtual mice’ can be 

created by choosing parameters randomly in the range of the 
parameter space. 

RESULTS AND DISCUSSION 
The identified parameters at critical locations are show in 
Table 1. The range of parameters indicates the inter-mouse 
variability. 

Table 1 Model parameters 
proximal endmiddle TFJ distal end 

r 0.1385±0.03520.1360±0.01730.1154±0.01550.1309±0.0582
b( g HA) 765±53.4 630±27.5 713±62.0 662±156 

Using the average value of the parameters, a virtual mouse 
was created. Using the same initial conditions, the 
comparison of virtual mouse BMCs (Fig 1a) with a real 
mouse (Fig 1b) is shown in Figure 1. It can be observed that 
both mouse BMCs have higher values at the proximal, distal 
end and also the joint point of the tibia and fibula (TFJ). By 
randomly selecting the model parameters in the parameter 
range, infinitely many virtual mice can be created. The 
model will be validated with data from independent 
experiments which are currently ongoing. 

Figure 1 Comparison of virtual mouse and real mouse BMC 

CONCLUSIONS 
A one-dimensional spatio-temporal model is proposed to 
characterize the bone adaptation process. The results enable 
the in silico augmented animal trails. We can generate 
‘virtual mice’ based on the identified models which obtained 
from the scans of real mice to reduce the number of animal 
used. This model can also help to reduce the number of 
scans to be performed on the mouse, refine the procedure 
and reduce the costs. The proposed model suggests that a 
minimum of 3 time points should be acquired. The same 
methodology can be used to mice with accelerated bone 
reabsorption after ovariectomy and subjected to anabolic 
treatments.  
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INTRODUCTION  
Internal tibial rotation is a known risk factor which 
contributes to anterior cruciate ligament (ACL) injury. 
Previous in-vitro studies on whole porcine knees, subject to 
compressive loading, have shown that the potential for ACL 
injury can be decreased by simply restricting tibial rotation 
(RTR) [1]. Recently too we have shown that distinct 
microstructural variations in the ACL exists as a function of 
its double bundle anatomy [2, 3]. Given these insights, we 
aim to now determine how the unique double bundle 
structure of the ACL, responds to the above joint loading 
restriction. 

METHODS 
Eight porcine knees, obtained from a local abattoir, were 
processed 
Samples were loaded in compression and in 22˚ flexion to 
apply an anterior tibial translation [1]. Following the loading 
protocols shown here, the samples were divided into two 
equal sized groups and chemically fixed with 10% formalin 
for 24 hours. Chemical fixation was done under load: for the 
first group, predetermined loads from step two were applied 
with free tibial rotation (FTR), and for the second group, 
predetermined loads from step two were applied with RTR. 
Ligament-to-bone blocks were harvested after fixation and 
fully decalcified using 10% formic acid and further 
examined using differential interference contrast (DIC) 
microscopy. The level of collagen crimping was carefully 
imaged and quantified across the ACL, differentiating the 
anterior-medial and posterior-lateral regions. The extent of 
crimping, with the ligament fixed under load, was used to 
correlate with the extent of loading experienced in the 
particular region of the ligament. 

Figure 1: Methods flow chart. Photo showing formalin 
fixation of sample in position and under load. MITRA: 
Maximum Internal Tibial Rotation Angle; FTR: Free Tibial 
Rotation; RTR: Restricted Tibial Rotation. 

RESULTS AND DISCUSSION 
At the macro-scale level, the anteromedial (AM) bundle was 
relatively slack in FTR samples when comparing to samples 
from the RTR group. Also in the FTR group, the 
posterolateral (PL) bundle of the ACL was slightly 
impinged by the lateral femoral head. At the micro-scale 
level, differing crimp patterns were found in the ACL 
between the FTR and RTR groups. In the ACL of both FTR 
and RTR groups, there was minimal crimping in the medial 
region, and substantial crimping in the lateral region, 
suggesting high and minimal level of tensile load 
respectively. In the central region (a less distinguishable 
lateral aspect of the AM bundle and medial aspect of the PL 
bundle), less crimp was visible in the RTR group than in the 
FTR group. 

CONCLUSIONS 
The results suggest that reduced risk of ACL injury from 
restricting tibial rotation may be due to an offloading from 
the central portion of fibres in the ACL. This study provides 
additional insight into the complex injury mechanism of the 
ACL, and how this ligament may potentially be protected. 
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INTRODUCTION  
Conventional early stage hamstring rehabilitation avoids 
using eccentric muscle contractions. This is despite the 
ability of this muscle group to lengthen in the deceleration 
phase of ambulation being functionally essential. Residual 
force enhancement (RFE), defined as the phenomenon of 
increased force production following active lengthening 
(eccentric contraction) of skeletal muscle, has been shown to 
reduce muscle activation levels and, thereby reduce energy 
cost compared with purely isometric contractions1. Despite 
these and other potential benefits, there is a paucity of 
research investigating this contraction modality, particularly 
in the realm of injury rehabilitation. It is proposed that 
potential benefits of RFE contraction modalities in acute and 
sub-acute injury rehabilitation may include i) optimised 
alignment of collagen fibres during the remodeling phase of 
recovery; ii) increased fascicle length of skeletal muscle; 
and iii) earlier implementation of an eccentric component to 
rehabilitation protocols, resulting in faster recovery times. 
Prior to investigating such hypotheses, however, it is 
essential to thoroughly and systematically examine existing 
evidence. This systematic review aims to summarise and 
critically analyse the evidence of voluntarily activated 
muscle contractions involving RFE. The results of the 
systematic review will inform future experiments of RFE 
modalities in injured and healthy hamstring muscles. 

METHODS 
The systematic review adhered to the PRISMA statement. 
Inclusion and exclusion criteria were specified. Keywords 
were identified, and articles satisfying the eligibility criteria 
were identified through an extensive search of CINAHL, 
Ebsco, EMBASE, MEDLINE, and Scopus. A list of 22 
pertinent manuscripts that included experimental and quasi-
experimental studies was created according to specific 
inclusion/exclusion criteria. These manuscripts were 
critically reviewed for quality according to the Downs and 
Black scale2 and descriptive information about the RFE 
parameters employed in the research was elucidated and 
categorised.  

RESULTS AND DISCUSSION 
Cumulatively, 354 healthy subjects were included in the 
reviewed studies. Methodological quality scores ranged 
from 11 to 19 (mean ± SD, 17.0 ± 2.27) on a 28-point scale 
and were rated from poor to excellent as indicated by the 
data in figure 1. As expected, due to the experimental nature 
of the pool of studies investigated, several methodological 
areas were noted as being absent from all articles, including; 
concealment of allocation, and blinding of participants and 
researchers. Importantly, RFE was observed in all muscles 
tested. Voluntary contraction intensities ranged from 10% to 
greater than 95% maximum voluntary contraction (MVC). 
The magnitude of RFE appears to be dependent on 
contraction or activation intensity, particularly during the 
pre-stretch. Ranges of motion varied from 15° to 60° in 
experiments assessing a variety of joints. Greater magnitude 

of RFE was achieved with smaller stretch amplitude, and 
with faster stretch velocities ranging from 9°/s to 360°/s. 
Interestingly, the magnitude of RFE in this body of research 
was observed to be greatest primarily on the descending 
limb of the muscle force-length curve when muscles are at 
longer lengths.  

Figure 1: Categorical rating of 22 articles against Downs 
and Black scores. “Excellent” (24-28 points), “Good” (19-
23 points), “Fair” (14-18 points), “Poor” (<14 points)3.  

CONCLUSIONS 
This systematic review indicates a growing body of 
evidence supporting the efficacy of RFE contraction 
modalities in in vivo skeletal muscle. However, the quality 
of the evidence was largely determined to be “fair”, 
suggesting that more robust studies are needed. RFE is 
consistently present in a wide range of contraction 
intensities, stretch magnitudes, amplitudes, and velocities. 
This collection of results suggests that RFE modalities may 
be useful in skeletal muscle rehabilitation protocols, where 
one could employ highly controlled but minimal eccentric 
contraction phases at relatively small percentages of MVC 
and with lower muscle activation requirements than purely 
isometric contractions. However, the potential efficacy of 
rehabilitation specific RFE protocols in healthy and injured 
hamstring muscles is yet to be investigated. Evidence from 
the current review, therefore, will support the design of a 
protocol for eliciting RFE responses and activation 
reductions in healthy and injured skeletal muscle. 
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INTRODUCTION  
Female recruits are afflicted by overuse injuries during basic 
training [1]. The injury rate of tibia stress fracture, one of 
the most common overuse injuries, is much higher in 
females than their male counterparts [2]. Load carriage is a 
major component in basic training. The repetitive elevated 
ground impact forces during walking with load carriage may 
contribute to the increased risk of tibia stress fracture. 
However, the injury mechanism of tibia stress fracture is 
still far from being understood. It is unclear how lower-
extremity joints and bones respond to load carriage and 
whether a past history of multiaxial loading through soccer 
could enhance the function of lower-extremity bones and 
joints to sustain load carriage. The purpose of the study was 
to examine the effect of soccer history and incremented load 
carriage on lower-extremity joint mechanics. 

METHODS 
20 female recreational soccer players (20±1 yr) and 20 mass 
and height matched sedentary healthy women (21±1 yr) 
participated in the study. Walking tasks with load carriage 
of 0kg, 10kg, 20kg, and 30kg were performed on a force 
instrumented treadmill (AMTI) at 1.67m/s. A VICON 
motion capture system was used to record kinematics 
(200Hz) and AMTI force plates were used to record ground 
reaction forces (2000Hz).  

Lower-extremity joint mechanics were computed for each 
walking task. Two way repeated measures ANOVAs were 
conducted to examine the effects of soccer history and 
incremented load carriage on joint mechanics. Significance 
level was at 0.05. 

RESULTS AND DISCUSSION 
It was found that incremented load carriage resulted in 
increases in most joint moments and power (Table 1). The 
healthy controls showed greater peak hip and knee power 
than those of the soccer players. 

As the amount of load carriage increases, lower-extremity 
joint mechanics are altered accordingly, signified by 
increases in joint moment and power. In this study, 
compared to recreational soccer players, healthy controls 
revealed greater hip and knee power production during 
incremented load carriage. These results indicate that the 
healthy controls face bigger physical challenges during load 
carriage than soccer players. The greater increases in knee 
and hip power production suggest that the healthy controls 
experienced more energy expenditure, which would lead to 
higher metabolic cost. Thus, the healthy controls may 
encounter physical fatigue (which may contribute to altered 
gait mechanics) earlier than the soccer players during load 
carriage. Furthermore, attenuated increases in joint moments 
in soccer players may be protective from stress fracture and 
other musculoskeletal injuries, although this remains to be 
experimentally demonstrated. Future studies should examine 
the associations between joint mechanics, power and injury 
risk as well as determine if multiaxial loading is protective 
of tibia stress fracture.  

CONCLUSIONS 
Load carriage introduces significant physical demands on 
young females signified by increases in lower-extremity 
joint moment and power. Recreational soccer players 
demonstrated less alteration in joint mechanics such as 
smaller knee and hip power than those of the healthy 
controls. It appears that a history of multiaxial loading may 
better prepare military recruits for load carriage, which is an 
essential part of basic training. 
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Table 1. Mean(SD) of lower-extremity joint mechanics  
Recreational Soccer Players Healthy Controls

00 kg 10 kg 20 kg 30 kg 00 kg 10 kg 20 kg 30 kg 
HM 1.46(0.23) 1.59(0.22)a 1.73(0.23)a 1.87(0.23)a 1.54(0.33) 1.70(0.37)a 1.88(0.40)a 2.06(0.36)a

KM 1.02(0.14) 1.23(0.22)a 1.49(0.29)a 1.81(0.31)ab 1.05(0.29) 1.29(0.30)a 1.67(0.35)a 2.08(0.48)a

AM 1.92(0.13) 2.14(0.15)a 2.32(0.16)a 2.35(0.22) 1.97(0.16) 2.16(0.20)a 2.34(0.23)a 2.24(0.23)a

HP 1.60(0.29)b 1.90(0.31)ab 2.07(0.31)ab 2.32(0.47)a 1.94(0.33) 2.38(0.55)a 2.45(0.36) 2.57(0.52) 

KP 1.81(0.30) 1.84(0.32)b 2.09(0.45)ab 2.18(0.56)b 1.99(0.35) 2.12(0.50) 2.51(0.61)a 2.94(1.11)a

AP 3.70(0.57) 4.10(0.51)a 4.46(0.51)a 4.48(0.55) 3.99(0.73) 4.11(0.92) 4.55(0.81)a 4.33(0.71)a

HM=sagittal plane hip moment(Nm/kg); KM=sagittal plane knee moment(Nm/kg); AM=sagittal plane ankle moment(Nm/kg); 
HP=hip power(W/kg); KP=knee power(W/kg); AP=ankle power(W/kg); a p<0.05, compared with previous level of load 
carriage; b p<0.05 compared with healthy controls. 
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INTRODUCTION  
Contemporary body-worn micro sensors using global 
positioning systems (GPS) and accelerometers are used to 
quantify the metabolic loading of players [1] to ensure an 
appropriate training stimulus. Research using these sensors 
has focused on understanding the physiological loading of the 
body but little on the mechanical stresses, such as ground 
reaction forces (GRF), which represent the whole-body 
external loads. Previous work [2, 3] has shown that a simple 
two mass-spring-damper model can replicate GRF for 
running at constant speeds but this model has not been tested 
in tasks typically performed during soccer. The aim of this 
study was to determine whether a two mass-spring-damper 
model can reproduce GRF curves and loading characteristics 
during accelerations, decelerations and sprinting. 

METHODS 
A two mass-spring-damper model (Figure 1), based on eight 
model parameters, was used to replicate GRF. 15 team sports 
athletes performed a wide variety of soccer specific running 
tasks including accelerations, decelerations, sprints and 
steady running at different speeds (2 m/s – 8 m/s), while GRF 
data were collected at 3000 Hz with a force platform. For each 
individual step an optimal combination of position, velocity 
and mass ratio of the two masses, stiffness of both springs, 
and damping coefficient of the damper, were determined by 
numerical optimization. Modelled GRF was calculated from 
this set of parameters. The best combination of model 
parameters was based on the lowest values for mean square 
error (MSE) and gradient error of the modelled GRF curve. 

Figure 1: Ground reaction forces were replicated with a two 
mass-spring-damper model. 

To validate the accuracy of replicated GRF profiles, an 
average curve error together with the impulse were 
calculated. The average curve error was defined as the MSE 
of the modelled GRF relative to the measured data. If an 

impact peak was modelled, the impact peak and loading rate 
were also examined. GRF loading characteristics errors were 
defined as the percentage difference between the measured 
and modelled data. 

RESULTS AND DISCUSSION 
MSE of the modelled GRF was low (< 1.5 N/kg) for 
accelerations and steady running, and moderate (1.5-3 N/kg) 
for decelerations (Table 1). In addition, impulse errors were 
very low (< 1%) for all tasks. However, errors were found to 
be moderate to high (5-15%) for impact peaks and very high 
(>15 %) for loading rates across tasks. 

Table 1: MSE and GRF loading characteristics errors for 
different tasks. Impact peaks and loading rates were modelled 
for 18%, 99% and 36% of the acceleration, deceleration and 
steady running trials respectively (grey shaded). 

MSE 
(N/kg) 
Impulse 

(%) 
Impact 

peak (%) 
Loading 
rate (%) 

Accelerations 0.54 0.37 13.89  24.30 

Decelerations 1.94 0.51 14.03  19.94 

Steady running 0.68 0.23 6.95  17.27 

All tasks 1.00 0.34 11.47  19.36 

These results show that a two mass-spring-damper model 
can accurately reproduce the overall loading (i.e. impulse) 
of various running tasks, but not the subtle GRF loading 
characteristics. Model parameter combinations of GRF 
curves appeared to be independent of task. Further research 
should focus on whether adjusting individual parameter 
search criteria can improve impact peak and loading rate, 
without negatively affecting whole curve error and impulse. 

CONCLUSIONS 
This study shows that a simple two mass-spring-damper 
model can accurately reproduce overall GRF loading for 
soccer specific running tasks. These tasks account for the 
majority of mechanical stresses players experience and 
predicting GRF for these tasks in the field could help in 
quantifying mechanical loads of training. If information 
from body-worn sensors (e.g. accelerations of the upper 
trunk) can be used as input for the two mass-spring-damper 
model, this approach might open the door to predicting 
whole-body loading in the field. 
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INTRODUCTION  
Recurrent hamstring strain injuries (HSI) are prevalent 
among soccer players [1], being the most common severe 
injury affecting players [2]. Injury is commonly sustained 
during running, kicking and explosive movements, 
including change-of-direction (cut) tasks [3]. HSI has not 
previously been associated with lower limb dominance [4] 
despite the fact that these high-risk movements repetitively 
expose the dominant (favoured) kicking limb to greater 
loading compared to the non-dominant limb, and the 
presence of bilateral asymmetries of technique and related 
muscular imbalances associated with injury.  

Another factor that has often been identified as a causative 
factor for HSI [5] is fatigue. Fatigue is frequently 
encountered environmental constraint in soccer, impacting 
on performance by reducing an individual’s capacity for 
sustained physical effort. Therefore, this is study aimed to 
determine whether healthy athletes alter movement 
mechanics in response to fatigue and if so, to identify 
whether such altered mechanics are protective against 
injury. Comparison of the dominant and non-dominant 
limbs was also carried out. 

METHODS 
Twelve male amateur soccer players performed 10 
consecutive trials of soccer-specific cut task while dribbling 
a soccer ball for both lower limbs, prior to and following the 
completion of a 30-minute self-paced treadmill running 
protocol. For each trial, three-dimensional ground reaction 
forces (Kistler force platforms; 1000 Hz) and kinematic 
(Qualisys Oqus 300+ motion analysis system; 250 Hz) data 
were recorded. Repeated measures factorial analyses of 
variance were used to identify any significant changes in 
movement technique across fatigue conditions and between 
dominant and non-dominant limbs. 

RESULTS AND DISCUSSION 
A significant main effect of fatigue (grand means: pre-
fatigue: 4.3°, post-fatigue: 4.7°) was observed averaged 
across all angles, events and non-dominant and dominant cut 
tasks (F1,11=5.74, p=0.04). Nevertheless, post hoc tests did 
not identify any significant pre- versus post-fatigue 
differences for any individual angle during any event in 
either non-dominant or dominant cut tasks (Figure 1). 
Hence, this difference appears to be of no functional 
significance. This findings suggest that participants largely 
maintained the same level of performance and injury risk 
whilst executing the dominant and non-dominant soccer-
specific tasks prior to and following the completion of 
submaximal self-paced exercise. 

No main effect of cut task dominance was present 
(F1,11=1.63, p=0.23) but there was a significant dominance x 
angles interaction (F14,154=3.47, p<0.0001). Unexpectedly, 
mean ball speed was higher during the dominant cut task 

when the participants dribbled with their non-dominant foot 
(F2,22=25.9, p<0.0001), is likely the result of heavier touches 
on the ball and less control rather than superior technical 
ability. Reduced ball control during the cut task is further 
indicated by the participants displaying a more neutral 
stance limb hip position during the stance phase when 
dribbling with their non-dominant foot, compared to an 
internally rotated stance limb hip position when dribbling 
with the dominant foot. This suggests that the ball was 
positioned further from the body when dribbling with their 
non-dominant foot.  

Figure 1: Mean (± SE) values for 15 joint angles in the (A) 
dominant and (B) non-dominant cut task across fatigue 
conditions and the five events. 

CONCLUSIONS 
Minor changes in movement technique during soccer- 
specific tasks were observed following the completion of 
self-paced exercise. Changes in task proficiency allowed for 
maintenance of performance outcomes under fatigue, while 
no substantial change in injury risk was induced across 
fatigue conditions. 
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INTRODUCTION  
Enhanced career prospects is one of the key drivers for 
secondary school students aspiring to study an undergraduate 
degree at university. However, discussion on graduate 
destinations for biomechanics students is limited. Enhanced 
information pertaining to graduate destinations may help 
guide educational institutions’ curriculum design, and 
improve graduate employability for our future biomechanists. 

The aim of this analysis was to describe trends of graduate 
numbers and destinations for undergraduate biomechanists in 
the United Kingdom (UK) with respect to the number of 
graduates, employment, and type of work. 

METHODS 
Graduate data was obtained through the Destination of 
Leavers from Higher Education (DLHE) survey which is 
collected annually in the UK[1]. The survey is sent to all UK 
higher education graduates and poses questions on 
employment status, and further study at six months following 
graduation. We accessed field-specific data through reports 
compiled by the Higher Education Careers Services Unit 
(HECSU)[2]. The majority of undergraduate students in the 
UK study biomechanics as part of a Sport and Exercise 
Science (SES) programme. Therefore, we compared the 
graduate destinations of SES graduates (as a proxy of 
biomechanics graduates) against all graduates annually from 
2006-2015.  

RESULTS AND DISCUSSION 
SES graduates in the UK increased from 5,915 in 2006 to 
9,505 in 2015, an increase of 61%. In contrast, graduate 
numbers across all programmes only increased by 18.7% 
(263,050 to 312,330). As such, the proportion of all graduates 
from SES programmes increased from 2.2% to 3.0%. 

80% of UK undergraduate leavers completed the DLHE 
surveys (across all and SES groups). The number of graduates 
in either full or part-time employment only (i.e. not also 
studying) increased over the decade despite a recent decline 
in employment rates for SES graduates in recent years (Figure 
1). Notwithstanding this recent fall, unemployment rates were 
consistently lower for SES graduates. This seeming 
contradiction was explained by the greater proportion of SES 
graduates who went on to further study.  

The lower unemployment rates are encouraging for SES 
students, however, the most recent DHLE survey (2015 
graduates) showed that proportionally more SES graduates 
were in part-time employment compared with other graduates 
whilst proportionally less were in full-time employment 
(SES: Part: 19.3%, Full: 46.3%; All: Part: 13.1%, Full: 
56.5%). SES graduates were also more likely to be working 
in retail, catering, waiting and bar staff jobs (SES: 16.0%; All: 
11.1%) and less likely to be working in professional or 
managerial roles (SES: 57.4%, All: 70.7%). 

Figure 1: Employment six months after graduating. 

CONCLUSIONS 
Despite increasing numbers of SES graduates over the past 
decade, unemployment rates have remained relatively low 
compared to other graduate disciplines. This low 
unemployment rate is being helped by a higher proportion of 
SES students who enroll to further study, or combine both 
work and study after graduating. SES graduates also find it 
more difficult to find full time employment in professional 
positions six months after graduation. 

We hope these findings prompt discussion amongst the 
biomechanics community, given that biomechanics is a core 
discipline of SES and has an important role to play in shaping 
the future of SES graduates. Some potential avenues include: 

- Aligning curriculum to employer needs. 
- Increasing relevant work experience and internships. 
- Greater integration of SES professional bodies with 

established industries (such as the health industry). 
- Ensuring relevant post-graduate study opportunities. 
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INTRODUCTION  
Diastasis Recti Abdominis (DRA) refers to a 
musculoskeletal condition in which the horizontal distance 
between the middle edges of both rectus abdominal muscles, 
the Inter Recti Distance (IRD), is increased above a certain 
value. This condition occurs in both genders but is mostly 
observed during pregnancy and postpartum. Previous studies 
showed that a single abdominal isometric contraction, 
during an abdominal crunch exercise, reduces the IRD 
above the umbilicus in parous [1], postpartum, nulliparous 
[2] and pregnant women [3]. Results of these studies suggest 
an immediate effect of the exercise (isometric contraction) 
on IRD. However, no information exists about the long-term 
effect of the exercise (musculoskeletal adaptation) and/or 
the level of exercise intensity. The aim of this study was to 
compare the IRD in two groups of women, exercise and 
non-exercise, and between two levels of exercise, “well-fit” 
(bodybuilders) and “regular-fit”. 

METHODS 
Three groups of women were included in this study: “well-
fit” (WF) group [N=10; Age MD(SD) = 29.5 ± 5.1 years; 
Body Mass Index (BMI) = 19.6 ± 1.0 kg/m2]; “regular-fit” 
(RF) group (N=10; Age = 32.7 ± 7.4 years; BMI = 20.6 ± 
3.1 kg/m2); and “non-exercise” (NE) group (N=10; Age = 
29.7 ± 3.4 years; BMI = 22.2 ± 1.7kg/m2). The WF 
participants were recruited among a population of 
bodybuilder elite athletes with at least 5 years practice time. 
The RF group included women who perform global physical 
exercise, 2-3 times a week, including abdominal 
strengthening .exercises. Ultrasound images were recorded 
with a 12 MHz scanner in a supine resting position and a 
crook lying position (isometric contraction), 2 cm above the 
umbilicus, and exported in DICOM format for a posterior 
IRD offline measurement (mm), following previously 
described procedures [4]. A two-way ANOVA was 
conducted to examine the effect of group (WF or RT or NE) 
and muscle activation (rest or isometric contraction) on IRD. 
Independent t-tests for each group were planned if 
significant interactions were found between group and 
muscle contraction. Specific software (SPSS 20) and a 
significantly level of p<.05 was used for statistics. 

RESULTS AND DISCUSSION 
A significant effect was obtained for factor group, i.e. levels 
of exercise [F(2,54)=36.95, P=0.00] and for factor level of 
muscle activation, rest and isometric contraction [F(1,54) 
=7.31, P=0.00] (Figure 1). No interaction was found 
between both factors. The NE group had a significantly 
greater IRD than RF groups [mean difference (MD) (SEM) 
mm = 5.2 (1.6); 95% Confidence Interval (CI) = 2.1 to 8.3] 
and WF [MD(SEM) mm = 6.0 (1.6); 95%CI = 2.8 to 9.1] 
groups. The IRD distance was significantly lower during 

isometric contraction than at rest [MD(SEM) = 3.5 (1.3); 
95%CI = 1.0 to 6.0]. Differences between groups were small 
(partial Eta square=0.25) as also between levels of 
abdominal muscle contraction was small (partial Eta 
square=0.22). Previous studies showed an immediate effect 
of abdominal contraction on reducing supraumbilical IRD in 
parous [1], postpartum, nulliparous [2] and pregnancy 
women [3]. In this study, the results on bodybuilders and RT 
groups seem to demonstrate a long-term effect of abdominal 
training (LTAT) reducing supraumbilical IRD. 

Figure 1: Mean values (SD) for the Inter-Recti Distance 
across groups (level of exercise) and muscle activation (rest 
vs isometric contraction). 

CONCLUSIONS 
Similarly to what other studies found on the immediate 
effect of abdominal contraction, these results also seem to 
show that long term strengthening exercises reduce 
supraumbilical IRD [2,3], a reduction effect of 
supraumbilical IRD was found associated with the long-term 
abdominal training. This seems to supports the argument 
from those who suggest that an antenatal abdominal 
strengthening exercises program could prevent or reduces 
postpartum DRA [5]. However further studies are needed to 
clarify the effectiveness of LTAT on prevention or reduction 
of postpartum DRA.  
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INTRODUCTION  

Stair descent is more mechanically challenging than level 
walking and stair ascent [1]. Moreover, stair descent 
presents a greater risk of falling [2] and often with serious 
consequences. Therefore understanding how women with 
low bone mineral density (BMD), and a high propensity to 
sustaining a fracture following a fall, negotiate stairs is 
important when devising appropriate exercises to continue 
using stairs independently, to maintain BMD and also to 
enhance their physical capacity throughout older age. 
The aim of this study was to explore the relationships 
between gait parameters during stair descent and stair 
walking speed and T-score in older women with a range of 
T-scores (healthy level: -1 to +1 SD of the young adult 
mean, osteopenic level: -1 to -2.5 SD below the mean, and 
osteoporotic -2.5 SD or less below the mean).  

METHODS 

45 older women including 13 with healthy BMD levels, 26 
osteopenic and 6 osteoporotic [mean (SD): age 67.3 (1.4) 
years; height 161.4 (4.9) m; mass 63.5 (8.6) kg] were 
recruited from the Hull and East Yorkshire NHS Trust. 3D 
kinematic and kinetic data were captured with twelve 
motion capture cameras (Qualisys, Sweden) and 2 force 
plates (Kistler, Switzerland) embedded into steps 2 and 3 of 
a custom-built 5-step staircase. Participants were instructed 
to descend the staircase at their comfortable pace and 
without the use of the handrails, unless necessary.  
Kinematic and kinetic data were subsequently analysed in 
Visual 3D™ (C-Motion, USA). All gait data were 
normalised to the gait cycle starting with toe off. Multiple 
regression analysis was used to investigate the explained 
variance (R2) attributable to speed and femoral neck T-score 
in gait variables of interest, including temporal-spatial 
parameters, joint kinematics and powers. P<0.05 indicated 
statistical significance (Stata v14, Texas, USA). 

RESULTS AND DISCUSSION 

The mean (SD) stair descent speed was 0.80 (0.21) m·s-1, 
which was much faster than age- and gender-matched data 
from the literature [3]. Speed explained the variance in most 
temporal-spatial parameters, kinematics and joint powers 
(R2=6-49%) (p≤0.001). Inclusion of T-score to the 
regression model for kinematic parameters increased the 
explanatory power of models only by up to 8% for anterior 
pelvic tilt, hip extension and knee flexion and by 12% for 
ankle dorsiflexion (Table 1). Although this was a small 
proportion of the explained variance, it suggested that older 
women with low BMD may compensate for higher task 
demands at distal joints (i.e., the ankle) with adaptations 
occurring more proximally (i.e., at the hip and pelvis). The 
ankle kinematics demonstrated dorsiflexion at toe off, 

indicating the ankle plantarflexor muscles did not propel the 
stance leg into swing. 
Negative slope coefficient (B) for both knee (K1) and ankle 
(A1) power bursts indicated a reduction in speed would 
result in reduced power absorption at these joints.  

Table 1: Magnitude of explained variance (R2) in temporal-
spatial gait parameters explained by gait speed (GS) and gait 
speed with T-Score (GS & TS). Shaded areas indicate 
significant findings whereby the point estimate of the 
regression slope (B) was significantly different from 0 at the 
following alpha levels; *p < 0.05, **p < 0.01, and ***p ≤ 
0.001. K1 and A1 are responsible for power absorption (i.e., 
eccentric contraction) of the knee extensors and ankle 
plantarflexors, respectively, at weight acceptance.  

SLOPE
COEFFICIENT 

(B)

GS 13 GS ‐6.848**

GS & TS 21 TS ‐1.865**

GS 21 GS ‐14.717***

GS & TS 29 TS ‐2.164**

GS 14 GS ‐9.436**

GS & TS 21 TS 1.513**

GS 2 GS ‐3.787

GS & TS 19 TS 2.976***

GS 21 GS ‐2.975***

GS & TS 24 TS 0.238

GS 13 GS ‐3.412**

GS & TS 13 TS 0.066

107.8(4.5)
Knee Flexion (°)  

(Leg Pull Through )

K1 (W/Kg) ‐1.78(1.2)

A1 (W/Kg) ‐5.08(1.7)

Ankle Dorsiflexion (°) 

(Controlled Lowering )
37.92(5.5)

Predictor 

variable
R
2 
%

Predictor 

variable

Hip Extension (°)       

(Forward Continuance)
4.44(6.1)

Anterior Pelvic Tilt (°) 2.83(4.3)

Gait   Parameter
Mean 

(SD)

CONCLUSIONS 

Speed explained most of the variance in the gait parameters 
during stair descent. However the addition of T-score into 
the model increased the explained variance for some gait 
variables, possibly related to deficits at the ankle that were 
managed by proximal joint compensations. Eccentric muscle 
strengthening exercises at the ankle and knee, as well as 
maintaining joint mobility at these joints, are important for 
safe stair descent in older women. We recommend downhill 
walking for its eccentric muscle requirements and increased 
bending moment on the long bones of the lower limbs to 
maintain BMD in older women. 
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INTRODUCTION  
Breast movement during locomotion has previously been 
correlated to bra discomfort [1]. Bra comfort can be 
determined before an activity (pre comfort) or after an 
activity (post comfort). However, studies investigating bra 
comfort during physical activity typically rate comfort after 
the activity [1,2,3]. Initial bra comfort may be related to an 
in-store comfort, and provide baseline information regarding 
the comfort of the bra itself, separate from activity comfort 
aspects. The quantification of pre-activity comfort is rarely 
done and, therefore, differences between pre and post 
comfort are not well understood.  

Therefore, the aim of this study was to compare correlations 
between breast movement and bra comfort 1) before running 
(PRE), 2) after running (POST), and 3) the change in this 
comfort score (∆Comfort). 

METHODS 
Thirty-three females participated in this study (mean ± SD: 
23.2 ± 3.7 yrs, 165.7 ± 5.8 cm, 67.2 ± 8.4 kg). Nine bra sizes 
were included: 32C (n = 4), 32D (n = 3), 32DD (n = 3), 34C 
(n = 4), 34D (n = 4), 34DD (n = 6), 36C (n = 4), 36D (n = 
4), and 36DD (n = 1).  

Participants performed running trials (treadmill, 10 km/h) in 
three compression and four encapsulation bras. 3D range of 
motion (ROM) of the right nipple, and subjective bra 
comfort data using a 15 cm visual analog scale were 
collected. Bra comfort was determined PRE and POST 
running, and from these results a change in comfort 
(∆Comfort) score was calculated, where a positive value 
indicates an increase in comfort after running and a negative 
value indicates a decrease in comfort after running.  

Pearson’s correlation coefficients (R) were calculated 
between comfort (PRE, POST and ∆Comfort) and 3D ROM 
of the right nipple across the seven bras for each participant 
individually. The R values were averaged across all 
participants. An R value of greater than 0.7 was considered 
a strong correlation. The number of participants who 
showed strong correlations were noted. 

RESULTS AND DISCUSSION 
On average, PRE comfort showed a weak positive 
correlation to ROM, with a higher PRE comfort in cases 
with a greater ROM (Table 1). ∆Comfort showed stronger 
negative correlations to ROM than POST comfort, 
indicating higher comfort was associated with less breast 
movement. Additionally, when using ∆Comfort, strong 
correlations were observed in more participants in both the 

medio-lateral and vertical directions then PRE or POST 
comforts.  

Table 1: Mean Pearson’s R values between PRE, POST and 
∆Comfort across all participants and the direction of the 
range of motion (ROM). The number of participants in each 
correlation with |R| > 0.7 is indicated. ML = medio-lateral, 
AP = anterior-posterior, V = vertical. 

PRE POST ∆Comfort

Mean 

R  

# |R| > 

0.7 

Mean 

R  

# |R| > 

0.7 

Mean 

R  

# |R| > 

0.7 

ROM ML 0.15 4 -0.25 2 -0.40 10 

ROM AP 0.10 4 -0.16 8 -0.27 8 

ROM V 0.27 10 -0.18 9 -0.47 13 

The results illustrate that the assessment of comfort after 
activity differs from an “in store” comfort assessment when 
purchasing sports bras. Material factors such as bra rigidity 
and tightness may be perceived as uncomfortable before 
activity, whereas these attributes may be interpreted as 
supportive, and therefore comfortable, during and after 
activity.  

A new variable, ∆Comfort, was defined to quantify comfort. 
∆Comfort showed stronger correlations with breast range of 
motion than POST comfort, suggesting that the initial 
perception of comfort before activity is relevant information 
when understanding the relationship between breast 
movement during activity and comfort.  

CONCLUSIONS 
The key finding to this study was that the change in comfort, 
∆Comfort, was a better predictor of breast movement in 
running than POST running comfort alone. The ∆Comfort 
variable incorporates both a baseline and a dynamic bra 
comfort, suggesting that bra comfort is a complex and 
multidimensional variable. 
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INTRODUCTION  
Breast cancer is the leading cause of cancer-related death in 
females, affecting 1 in every 10 women worldwide. Clinical 
imaging modalities (e.g. MRI) used for diagnosing the 
disease are acquired with the patient positioned differently to 
that assumed during the actual treatment procedures. Since 
such procedures are not performed under image guidance, 
localisation of tumours is challenging. This represents a 
significant challenge for clinicians, with many studies in the 
literature reporting incomplete excision of tumours in 20 % 
to 40 % of the patients who underwent breast conserving 
therapy, the most common procedure used for treating early-
stage invasive breast cancers [1]. The biomechanics for breast 
imaging group at the Auckland Bioengineering Institute aims 
to create automated clinical pipelines that make use of 
biomechanical models to help clinicians address these 
challenges. In this study, we present our latest developments 
of a novel pipeline to predict the supine shape of the breast 
from prone MR images to help clinicians pinpoint the 
location of tumours during breast cancer treatment 
procedures.  

METHODS 
The main steps of the model-based prone to supine image 
processing pipeline are illustrated in Figure 1 and involved: 
1) using novel machine learning algorithms to automatically
segment the breast and its and internal tissues from diagnostic 
prone breast MR images [2]; 2) automatically creating 
personalised biomechanical models of the torso from the 
segmented image data using a combination of nonlinear 
geometric fitting and statistical shape analysis techniques [3]; 
3) using large deformation mechanics and finite element
modelling to simulate the shape changes that occur when the 
breast is repositioned from the prone to the supine position 
[4]; and 4) development of a web-based graphical user 
interface (GUI) to help clinicians easily visualise the motion 
of the breast tissues from the prone to supine position. The 
pipeline was developed using high resolution prone and 
supine MRI images (with 1 mm3 isotropic voxels) acquired 
from 114 volunteers at the Centre for Advanced MRI at the 
University of Auckland, and more than 100 clinical prone 
MR images from patients diagnosed with breast cancer at 
Auckland City Hospital. The accuracy of the model 
simulation was assessed using the volunteer images by 
comparing the model predicted supine shape and the supine 
MRI using non-rigid registration techniques [4]. 

RESULTS AND DISCUSSION 
Initial results from the registration analysis on a volunteer 
indicated modelling errors of (7.1 ± 2.4) mm for prone to 
supine displacement magnitudes of (61.7 ± 16.5) mm in a 
model that accounted for the mechanics of the pectoral 
muscle, breast tissue, and skin. This analysis highlighted the 
importance of including skin in the models. The lack of a 
mechanism to account for the motion of the shoulder and arm 
during prone to supine repositioning was identified as a 

potential source of error that needs to be addressed in future 
studies. The registration analysis is currently being automated 
and applied to all of our images of volunteers. 

Figure 1: The main steps of the prone to supine modelling 
pipeline, which include: 1) automatic segmentation of prone 
MR images; 2) 3D model generation; 3) simulating the 
supine position using large deformation mechanics; and 4) 
visualisation of results in a webGUI. 

CONCLUSIONS 
We have developed a novel automated pipeline that 
incorporates state-of-the-art breast modelling techniques to 
predict the supine shape of the breast from prone MR images. 
Our current research is focused on implementing the pipeline 
for clinical trials at Auckland City Hospital. We envisage that 
the clinical adoption of this pipeline has the potential to 
improve outcomes for breast cancer patients.  
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INTRODUCTION 
Unipolar and bipolar prostheses are two types of radial 
head prosthesis currently available but none sharply 
reproduce the anatomical shape of the native radial head. 
Long-term results of these prostheses are poorly 
documented, although bipolar prostheses are deemed 
more congruent, at the cost of lower stability. 
The purpose of this study was to compare three different 
types of radial head prostheses in terms of joint contact 
areas changes in comparison to the native situation. The 
hypothesis tested was that the joint contacts are lowered 
after unipolar arthroplasty. 

METHODS 
Seven upper limbs of fresh frozen cadavers have been 
used. An unipolar radial head prosthesis, a classic 
bipolar prosthesis and a Judet bipolar prosthesis were 
compared with each other and with the native joint. 
Physiologic 

tension was applied to the tendons of the biceps, triceps 
and brachial muscles; partial anterolateral capsulectomy 
was performed with preservation of the lateral collateral 
ligament complex. Polysiloxane was injected around the 
loaded radio-capitellar joint to obtain a cast on which the 
joint contact area was measured. Measurements were 
performed at three angles of elbow flexion (30°, 60° and 
90°) successively in pronation, supination and neutral 
forearm positions. 

RESULTS AND DISCUSSION
In a native elbow, joint contact areas were greater in 
supination. Elbow flexion had no effect on native and 
prosthetic joint contact areas, which were significantly 
(p<0.05) decreased after radial head arthroplasty (from 
11% to 53%). There was no significant joint contact area 
difference between the three prostheses (Figure 1). 
However, bipolar prostheses showed lateral subluxation 
in neutral forearm rotation resulting in a significant 
decrease of joint contact areas. Joint contact areas and 
elbow stability influences radial head arthoplasty 
longevity. The decrease in joint contact areas after 
monopolar prosthesis 

[1] and the lateral instability of the Judet prosthesis with 
increased elbow valgus laxity in neutral forearm position 
has already been reported [2]. 

Figure 1: Normalized joint contact areas as proportion of 
native radial head cross sectional areas (with SD) in native 
joint and after three radial head arthrolasties. 

CONCLUSIONS 
The present study showed a great decrease of joint 
contact areas after all tested radial head arthroplasties. 
Furthermore, this study shows that Judet prosthesis 
instability is associated with a joint contact decrease and 
that the same phenomenon can be observed with a classic 
bipolar prosthesis. 
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INTRODUCTION 
In orthopaedic tumor surgery, modular endoprosthetic 
implants have meanwhile become frequently applied to 
reconstruct the proximal femur. Problems related to these 
implants are often the significant weight and the non-
optimal attachment sites for the soft tissues. The aim of the 
given feasibility study was to address these shortcomings, 
thereby developing long-term durable and biomechanically-
optimised implant of a proximal femoral replacement.  

METHODS 
Based on lightweight construction concepts from vehicle 
construction, a topology optimization was performed with 
an existing modular implant basic body (Fig. 1). Additive 
manufacturing process laser beam melting (metallic 3D 
printing) was applied to produce an implant applying 
TiAl6V4 as material. The individual modules were coupled 
by a specially-designed polygon interface. To disconnect the 
interfaces, a joining instrument was used which applied a 
force at two pre-defined points, thereby allowing for and 
elastic deforms of the internal contour of the interface. This 
allowed for reversible joining of the modular components. 
In order to fix the muscles anatomically correctly, textile 
attachment points were made of multifilament polyester, 
embedded by embroidery. These were firmly bonded to the 
implant by a polyethylene extrusion of the neck module. 
The shaping of the plastic was made possible by the creation 
of an injection moulding tool. In order to determine the 
fatigue strength of the implant according to ISO 7206, a test 
was carried out in a certified laboratory. Furthermore, the 
prototype was trialled in a human body donor, thereby 
examining dimensions and handling under a surgery-like 
scenario. 

RESULTS AND DISCUSSION
A functional model of a modular implant was successfully 
manufactured. On basis of topology optimization, the new 
implant featured a mass reduction of 400 g, compared to 
commercially-available proximal femoral sets, which was 
assembled from the MML system (AQ Implants GmbH, 
Germany). The greatest weight saving potential was reached 
for in the trochanter module (weight reduction 55%), 
thereby maintaining similar mechanical stability. The load-
bearing structures consisted of TiAl6V4, whereas the shell 
of the neck module was made of polyethylene. The 
reversible coupling was implemented by a polygonal 
interface. Force closure was reached by switching off the 
external force effect and thus the deformation of the round 

bore hole into an elliptical geometry, which resulted in a 
"jamming" of the spigot. According to the ISO 7206 the 
fatigue strength of the implant was determined. The test 
implantation in the body donor revealed that the implant can 
be placed under realistic conditions. The suture fixation of 
the muscles to the textile attachment points was significantly 
simplified. 

Figure 1: left: Representation of the lightweight construction of the distal 
femoral replacement as a CAD model, right: Manufactured lightweight 
implant with textile structures for soft tissue attachment.  

CONCLUSIONS 
The technological feasibility of a novel biomechanically-
optimized implant could be demonstrated successfully. The 
innovations shall contribute that the implant reflects the 
original biological situation as realistically as possible. By 
means of the embroidery technique, textile structures can be 
produced which, in terms of their properties such as bursting 
pressure, pore size and thickness, basically correspond to the 
textile-technological requirements profile in the sense of the 
soft tissue attachment. The embroidered structures for soft 
tissue attachment can be injection moulded with plastic 
without loss of strength. Further tests need to investigate if 
the modular attachment points of the implant are susceptible 
to corrosion. Furthermore, it should be evaluated whether 
the modular components of the proximal femoral 
replacement can also be applied for the design of a femoral 
total prosthesis.
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INTRODUCTION  
In total knee arthroplasty (TKA), reproduction of healthy 
tibio-femoral kinematics is considered to be beneficial for 
avoiding overload to the surrounding soft tissue structures. 
During flexion, the medial condyle is thought to translate no 
more than ±1.5mm, whereas the lateral condyle translates 
posteriorly about 15mm through a combination of rolling 
and gliding [1]. Recent TKAs have therefore aimed to 
mimic healthy joint kinematics to provide medial stability as 
well as rotational freedom. Early literature suggests success 
in this respect for static lunge activities, as well as dynamic 
step-up/down [2]. However, it is still unknown how these 
designs perform in vivo throughout both loaded and 
unloaded phases of complete cycles of dynamic gait 
activities. Therefore, the objective of this study was to 
compare the in vivo kinematics of two recent and two 
conventional fixed bearing TKA designs throughout 
complete gait activities using videofluoroscopy. 

METHODS 
23 subjects with a good clinical outcome (69±10y, BMI 
26±3kg/m2) and a unilateral innovative TKA design (Attune 
CR, DePuySynthes, n=5 and Sphere, Medacta, n=6) or a 
conventional design (Sigma CR, DePuySynthes, n=6 and 
Primary PS, Medacta, n=6) were assessed at least one year 
postop during five complete cycles of free level walking and 
stair descent (0.18m steps) using a moving fluoroscope 
(25Hz, 1ms shutter time). 2D/3D registration of the 2D 
fluoroscopic images was performed using CAD models of 
the implant components, and relative rotations between the 
femoral and tibial components were determined [3]. Tibio-
femoral A-P translations were described using the nearest 
points of the femoral condyles relative to the tibial baseplate 
and normalized to a medium implant size. 

RESULTS AND DISCUSSION 
The Sphere design showed the least range of medial condyle 
A-P translation with only a small variation between subjects 
(4.9±0.9mm) and a large subject-specific translation in the 
lateral condyle (10.3±4.3mm) over the full cycle of level 
gait. In contrast, all other three designs showed about equal 
ranges of A-P translation for the medial (Attune: 
6.7±1.0mm, Sigma: 6.6±1.0mm, Primary: 11.4±2.7mm) and 
lateral (Attune: 6.5±1.9mm, Sigma: 5.49±1.0mm, Primary: 
11.4±2.7mm) condyles. During the loaded stance phase, the 
two newer designs showed medial ranges of A-P 
translations close to the values found for healthy knees 
(Sphere: 3.1±0.2mm, Attune: 3.7±0.7mm). While the Attune 
showed similar ranges for the medial and lateral condyles, 
the Sphere showed a larger lateral translation (Attune: 
4.3±1.2mm, Sphere: 6.1±2.57mm). The unloaded swing 
phase showed larger ranges of A-P translation for all designs 
(Figure 1). Although some designs allowed less constrained 
motion pattern for the lateral condyle, reflected by large 
interindividual differences, only a few subjects exhibited a 

posterior translation with increasing flexion. Similar results 
were found for stair descent. 

Figure 1: A-P translation-flexion coupling for the medial 
and lateral condyle of level gait. Dark: stance phase, light: 
swing phase. Mean and standard deviation over all subjects. 

CONCLUSIONS 
Innovative TKA designs are able to control the A-P 
translation in an attempt to mimic healthy kinematics. 
Improved knowledge of healthy tibio-femoral kinematics 
during complete cycles of dynamic activities of daily living, 
as well as their modulating factors, are thus required as a 
foundation for guiding implant design features. However, 
the results indicate that such design features could be helpful 
for targeting patient-specific deficits. 
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INTRODUCTION  
Stiff-knee gait is a common gait pattern in children with 
cerebral palsy (CP), characterized by diminished and delayed 
peak knee flexion in swing [1]. Causes of stiff-knee gait are 
not well understood due to several factors contributing to it. 
However, over-activity of rectus femoris (RF) muscle is 
considered a primary cause [1, 2]. Biarticular muscle 
movement reduces energy consumption during walking 
because energy is transferred from one joint to the other [3]. 
As a result, inappropriate activity of RF, which produces 
insufficient knee flexion during swing, can lead to energy-
inefficient compensatory movements [4]. Surgical treatments 
as RF transfer aims at altering the function of this muscle to 
improve the overall behavior of gait [2, 4]. 
It is in this context that we studied if RF transfer improved 
the muscle energy efficiency in subjects with stiff-knee gait 
analyzing musculoskeletal simulations in pre- and post-
surgical conditions. 

METHODS 
The study included a group of 5 ambulatory patients with CP. 
The selection criteria were: GMFCS I and II, able to walk 
without orthoses or other assistance, diagnosis of symmetric 
spastic diplegia, stiff-knee gait, pre- and post-surgical gait 
analysis and surgical transfer of the RF to the sartorius to treat 
stiff-knee gait. 
A musculoskeletal model, available in OpenSim, with 23 
degrees of freedom and 92 musculotendon actuators to 
represent 76 muscles in the lower extremities and torso was 
used [5]. To simulate the transfer of the RF to the sartorius, 
the RF insertion was relocated to the effective insertion of the 
sartorius in the model. The simulated RF transfer closely 
approximates moment arms of transferred muscles measured 
[4, 6]. The computed muscle control algorithm [7] was used 
to estimate the muscle forces (ܨ) from the kinematics and to 
adjust the model. Constraints on muscle excitations were 
included to have simulated muscle activity consistent with the 
EMG data of rectus femoris, vastus, gastrocnemius, 
hamstring and tibialis anterior. In addition, the estimations 
proposed by Umberger [8] was used to compute the 
individual muscle metabolic rate (ܧሶ) throughout the gait 
cycle. Muscle energy efficiency was quantified for each 
muscle for all gait cycle, as:  

ܧܧܯ ൌ 	
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ே
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were ܧܧܯ is the muscle energy efficiency of muscle ݆ and ݅ 
is the total number of simulation steps during the whole gait 
cycle.  

RESULTS AND DISCUSSION 

The results shows (Figure 1) that muscle energy efficiency of 
RF improved after a RF transfer surgery, increasing the 
muscle forces developed with decrement of the muscle 
energy expenditure. Also, results show that the treatment had 
no effect in the overall behavior of other muscle groups. 

Figure 1: Mean behavior of muscle force (a) and muscle 
energy efficiency (b) throughout the gait cycle. A (*) 
indicates a significant difference (p < 0.05) in the Mann-
Whitney U-test comparing pre- and post-surgery gait. 

CONCLUSIONS 
This study found that Rectus Femoris transfer surgery 
improved the muscle energy efficiency of RF which may 
improve the overall energetic behavior of subjects. 
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INTRODUCTION  
Stroke is the leading cause of disability and death to human 
being. Among all, hemorrhagic stroke has a 30-day 
mortality rate of 25%~50%, which is three times higher than 
that of the other type of stroke [1], and the severity depends 
on where it takes place and how the condition is. 
Unfortunately, deep cerebral hemorrhage is the most 
common one. As hemorrhage occurs deep inside the brain, it 
is hard to evacuate without hurting the adjacent brain tissue, 
and that is why there is still no appropriate method for 
treatment. Therefore, we developed a stereotactic-assisted 
device aiming at evacuating the hemorrhage with a smaller 
damage to brain comparing to currently available 
endoscopic surgery processes.  

METHODS 
Device design: 
We developed a new stereotactic-assisted device that 
consisted of fixing and pointing mechanisms used to guide 
the surgical mechanism to the blood clot (Figure 1, right). In 
order to firmly attach the device on patient’s head in a non-
invasive way, we designed a fixing mechanism with 
components that used the ear canals and the nasion as 
landmarks (Figure 1, left). Therefore, the fixing mechanism 
could establish a reference coordinate system through a 
program developed to register it to different imaging and 
spatial coordinate systems. We also employed a gear 
mechanism in the fixing system, thereby allowing the 
operator to fix the stereotactic-assisted device on the 
patient's head in only two steps. 

In addition, we devised a pointing mechanism based on a 
spherical coordinate system with five degrees of freedom, to 
guide the surgical mechanism to the target position. This 
enabled the operator to finish adjusting the device to the 
target in only five steps comparing to six steps in current 
standard of care. 

We, lastly, developed a surgical device. The special design 
enables the operator to evacuate a wide range of blood clot 
when fixed on the pointing mechanism. 

Figure 1: The points to fix the stereotactic-assisted device 
on patient’s head, including ear canals and nasion (left) and 
the diagram of the whole device (right)  

Testing experiments: 
We divided the experiments into two parts, first is to verify 
the effectiveness of the pointing mechanisms. We set up the 
experiments with prosthetic heads and target points placed 
near the basal nucleus and the hypothalamus. After the 
experiments, we evaluated the deviation between the pointer 
and the target, the positions of which were determined using 
a coordinate-measuring machine.  

In the second part, referring to Hossain’s thesis [2], we 
made the brain model and the blood-like gel, according to its 
shape and physical properties, in order to simulate the real 
situation of hemorrhagic stroke as a surgery platform. Then 
we applied our device to the model to evaluate the 
feasibility and the functionality of the device. Lastly, we 
repeated the test with the endoscopic surgery process and 
compared the results with our device. After each test, we 
recorded the evacuation rate of the blood clot. And we also 
calculated the total volume of brain affected during the 
surgery by pouring the colored paint into the inserting point, 
representing the harm of the surgery to the brain. 

RESULTS AND DISCUSSION 
The results of the first part show that the deviation between 
the pointer and the target was 1.493 ± 0.482 mm, with a 
repeatability of 0.431 ± 0.169 mm.  

For the second part, for now we have preliminarily tested 
our device by suctioning ketchup in jelly. From the test, our 
device was able to evacuate a wide range of ketchup when 
fixed on the pointing mechanism. 

CONCLUSIONS 
In conclusion, we have developed a minimally invasive 
device which is able to guide the surgical mechanism to the 
point of the blood clot with high accuracy. In addition, the 
special designs of the surgical mechanism enable the device 
to evacuate a wide range of blood clot without moving the 
entire surgical device, and we considered it can reduce the 
harm to the brain together with a high evacuation rate of 
blood clot. 
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INTRODUCTION  
Cancellous bone is highly sensitive to its prevailing 
mechanical environment, and can adapt its architecture to 
suit this environment. The paradigm that relates cancellous 
bone architectural fabric (directionality) to its mechanical 
environment is the ‘trajectorial theory’. This theory has 
received strong support from experimental and theoretical 
studies alike: continuum-level fabric directions show strong 
correspondence with continuum-level principal stress 
trajectories generated from physiological loading. It stands 
to reason that this concept will also work in reverse. Given a 
whole-bone geometry and cancellous bone architecture, if 
one constructs a continuum-level model of the bone and 
seeks to determine the loading regime(s) in which stresses 
align with observed cancellous bone architecture, the 
resulting loading regime(s) should be physiologically 
realistic. When framed in the context of a whole limb, this 
should result in a physiologically realistic posture, and thus 
provide unique insight into locomotor biomechanics in 
extinct species, such as theropod (carnivorous) dinosaurs. 

METHODS 
The three-dimensional architecture of cancellous bone in the 
femur, tibiotarsus and fibula of various extinct theropods 
was studied via computed tomographic scanning and 
qualitative-quantitative image analysis. This determined the 
primary fabric direction for each region of bone. Cancellous 
bone architecture was also studied in modern birds, the 
direct descendants of theropod dinosaurs. 

The efficacy of the ‘reverse  approach’ was first verified by 
developing integrated musculoskeletal and finite element 
models of a chicken hindlimb. These models were used to 
determine, in an iterative fashion, the hindlimb posture 
where principal stresses best lined up with observed 
cancellous bone architecture: where the angular deviation 
between stress vectors and fabric directions was least. The 
same approach was then applied to two species of extinct 
theropods, Daspletosaurus torosus (mass ≈ 2.7 tonnes) and 
Troodon formosus (mass ≈ 45 kg). The reconstruction of 
muscles in the extinct species was based on analysis of 
muscle scarring patterns on the bones and comparison to 
modern relatives (birds and crocodilians). 

RESULTS AND DISCUSSION 
The ‘solution posture’ identified for the chicken was quite 
comparable to that used at around mid-stance during avian 
terrestrial locomotion (Fig. 1A), with a femur that was 35° 
below the horizontal. Predicted femoral bone loading was 
also consistent with previously reported in vivo strain gauge 
data for birds, with torsion as the dominant loading regime. 
This suggests that the reverse approach can indeed help infer 
posture and bone-loading mechanics in extinct theropods. 

The solution posture identified for Daspletosaurus (Fig. 1B) 

supports previous interpretations of habitual posture in other 
large species (e.g., Tyrannosaurus), in that the femur was 
held subvertically (70° below horizontal). In the solution 
posture for Troodon, the femur was more horizontally 
oriented, but not to the degree seen in modern birds (55° 
below horizontal; Fig. 1C). This befits its phylogenetic 
position, as a derived but not quite avian theropod. In 
Daspletosaurus, the femur was loaded largely by 
mediolateral bending, yet in Troodon there was a substantial 
torsional component (in addition to bending), intermediate 
between the condition in Daspletosaurus and the chicken. 

Figure 1: Convergence of principal stress vectors and fabric 
directions in the femoral head for each species, with 
musculoskeletal models in their identified ‘solution 
postures’. A, chicken. B, Daspletosaurus. C, Troodon.  

CONCLUSIONS 
The reverse application of the trajectorial theory has 
provided new insight into locomotor biomechanics in extinct 
theropods. The results of this study suggest that the 
evolution of locomotion in theropods was gradual through 
time, with changes in femoral orientation and bone loading 
regimes occurring in a step-wise fashion. Owing to the 
generality of the reverse approach, it could also provide 
insight on locomotion and its evolution in other groups of 
extinct vertebrates, such as stem-tetrapods or therapsids.
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INTRODUCTION  
Much interest surrounds how extinct, carnivorous theropod 
dinosaurs (animals like Tyrannosaurus and Velociraptor) 
walked or ran. The most direct evidence of locomotion in 
extinct dinosaurs is fossilized sequences of footprints 
(trackways); these record the actual movement and 
placement of feet, revealing unique insight into theropod 
locomotor kinematics. Only two kinds of obligate, striding 
bipeds are alive today, ground-dwelling birds and humans, 
birds being the direct descendants of carnivorous dinosaurs. 
However, humans employ a discontinuous gait pattern, 
where walking and running are distinct and discrete; 
whereas birds use a more continuous gait pattern, where 
walking merges into running via an intermediate ‘grounded 
running’ pattern, that does not have an aerial phase. These 
differences are reflected in many kinematic parameters 
previously measured: these parameters change continuously 
with increasing speed in birds, but in humans they typically 
show an abrupt, discontinuous change at the walk-run 
transition. Thus, whether a given extinct theropod exhibited 
a continuous or discontinuous locomotor behaviour, this 
should be detectable in kinematic measurements made from 
its tracks. To investigate this prediction, the present study 
examined how step width – the mediolateral distance 
between successive footfalls – changes with speed. 

METHODS 
Kinematic measurements were made from humans (3 
subjects) and 11 species of ground-dwelling bird (from 45 g 
quail to 80 kg ostriches), moving across a range of speeds 
from slow walking to fast running. Measurements of step 
width were made from a unique set of theropod trackways 
from Virginia, USA, dated at approximately 211 million 
years old. These trackways show the theropod trackmaker 
making significant changes in speed throughout the length 
of the trackways; eight trackways in total were analysed. 
The similarity in size and morphology of all the footprints 
suggests that a single species is probably recorded in the 
trackways, and that the trackmakers were all of similar size. 
As speed is unable to be measured for extinct theropods, 
stride length was used as a proxy for speed; stride length 
was also used as a proxy in the bird dataset. Relative to the 
estimated hip height of the theropod trackmakers, it is clear 
that some of these animals went up to a fast run (relative 
stride lengths > 3.5). 

RESULTS AND DISCUSSION 
In general, step width decreased with speed in all three 
groups; at fast running speeds step width could become 
negative (feet crossing the midline). Paralleling the results 
for other, previously studied kinematic parameters, step 
width in humans exhibited a large and sudden decrease with 
speed, at the walk-run transition (Fig. 1A). Five species of 
bird showed a decrease in step width with speed, and this 

decrease was continuous in nature (Fig. 1B; paralleling 
previous studies’ results). No pattern was detected for the 
other six species of bird, but this could be explained as a 
result of body proportions: these species were shorter and 
squatter for their mass. In the theropod trackways analysed, 
step width decreased with speed, and this decrease was 
continuous in nature; no evidence for a discrete gait 
transition was apparent (Fig. 1C).  These results suggest that 
the theropod trackmakers did not have discrete gaits, but 
rather had a continuous locomotor repertoire as in modern 
birds, possibly including grounded running.  

Figure 1: Step width patterns observed for A, humans 
(exemplar subject), B, birds (exemplar species: Threskiornis 
molucca), and C, extinct theropods. 

CONCLUSIONS 
The unique locomotor repertoire of modern birds has great 
antiquity, having begun to be assembled more than 50 
million years before the first birds appeared. Additionally, 
as grounded running could confer a number of benefits for a 
predator (e.g., greater stability, lower bone and muscle 
stresses, improved stability of the head, enhancing visual 
acuity), these benefits may have helped facilitate the 
evolution of such behaviour in the first place.
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INTRODUCTION  
Butterflies can maintain desired flapping flights against 
environmental uncertainties and variations, e.g. gust, weight 
gain or loss, etc., using their adaptation-capability.  Such an 
adaptive function is considered to emerge from the 
interaction of the nervous system, body, and environment. 
We call the adaptive motor function the motion intelligence. 
There are many unknown points about control of flight for 
stabilization or maneuver, e.g. how the butterfly moves, how 
the control is realized, etc.  The objective of this study is to 
understand the flight controls of a flapping butterfly.   

METHODS, RESULTS AND DISCUSSION 
This study investigates these issues by the biological 
analysis through experimental observations of living 
butterflies and by the systems engineering or synthetic 
approach [1-4].   

An experimental system with a low-speed wind tunnel is 
constructed to measure various flapping flight motions of 
actual butterflies, Parantica sita niphonica, quantitatively. A 
dynamical model is constructed by using a panel method for 
aerodynamics. A periodic trajectory of flapping flight is 
searched based on the model. Using the constructed 
numerical simulator and the obtained periodic trajectory, it 
is shown that the free-vortices in the wakes provide a type of 
stabilization effect [1, 2].  This feedback stabilization effect 
by interaction of the body and environment can be 
considered as a low-level control, i.e. a kind of preflex [5]. 
We call this low-level control as the implicit control.  An 
animal is considered to have a hierarchic control structure. 
But, it is impossible to make stable flight by the feed-
forward with implicit control, in case of the actual butterfly, 
P. sita.  In fact, a free flying butterfly repeating a same 
flapping is unstable, and it falls down after several flapping 
periods [1, 2].   

A feedback control system is discussed to realize a stable 
flight as a high-level control, which is called an explicit 
control, in addition to the implicit control.  At first, two 
kinds of explicit controllers are designed based on the 
optimal regulator (LQ) theory.  The entire control system is 
then the hierarchical control with the implicit and explicit 
control.  Secondly, steady flights are realized in the 
simulator, in which the controllers are implemented to the 
original non-linear system.  Stability of the steady flight is 
analyzed.  Thirdly, the latency, that is the time delay to react 
from external stimulus, exists.  A controller considering the 
latency as the time delay is designed.  The above controllers 
for no time delay become unstable.  However, a redesigned 
controller considering the time delay realizes a stable flight. 
Finally, maneuvers of butterflies are realized in the 
simulator for a ramp input.  Controls of the actual butterfly, 
P. sita., and the simulator are discussed by comparing 
flapping trajectory changes between the experimental 
observations and the numerical simulations.  The numerical 
simulations are qualitatively similar to the data from an 

actual butterfly.  Accordingly, this study suggests the 
hierarchical control with the implicit and explicit control.   

To discuss propriety of the control, electromyograms 
(EMGs) of flight muscles of the butterfly, P. sita, are 
measured.  Three-dimensional images of thoracic muscles 
(Figure 1) are obtained by a micro-XCT.  Skeletal structure 
of the thorax was also investigated to know points of 
attachment of muscles using the binocular.  Major indirect 
flight muscles including dorsal longitudinal muscles and 
dorso-ventral muscles of this species are identified.  At the 
forewing base, small sclerites, e.g., basalare, subalare, and 
pleural wing process, are observed.  Relating direct flight 
muscles, e.g. basalar muscles and subalar muscles, are 
attached below the forewings via basalare and subalare, 
respectively.  EMGs of these indirect and direct muscles are 
obtained.  The EMGs show that P. sita basically uses 
indirect muscles for upstroke and downstroke and uses 
direct muscles to control forward and rearward inclination 
of forewings.   

Figure 1: Micro-XCT image and exoskeletal thoracic 
structure of Parantica sita niphonica.  

CONCLUSIONS 
This study has shown that the designed hierarchical 
controller is qualitatively similar to the actual butterfly, P. 
sita.  This study has discussed the propriety of the controller 
using the EMGs of the indirect and direct muscles.  
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INTRODUCTION 
The first step to a realistic musculoskeletal model (SIMM, 
MusculoGraphics, Inc) of a horse, is an accurate 
representation of the joint constraints. The aim of this 
cadaver study is to determine the necessary number of 
degrees of freedom (DOF) in every joint of the horse 
forelimb (Figure 1). Hypotheses of the DOF’s are made 
based on surface joint morphology and tested with empirical 
data. The ROM is measured to determine the angular 
constraints. Calculation of the orientation and translation of 
the instantaneous axis of rotation (IAR) over the entire 
ROM determines the stability of the IAR. The outcome of 
this study will determine the minimal number of DOF’s to 
build a musculoskeletal model of the equine forelimb.  

Figure 1: Skeletal forelimb of a horse. 

METHODS   
Four intact horse cadaver forelimbs were used to determine 
the ROM and IAR of the shoulder, elbow, carpus, fetlock 
and pastern+coffin. Standardized cuts were made at the 
midlevel of each forelimb segment to eliminate the 
influence of muscle groups. Integrity of the joint capsules 
was not compromised. Bone pins, fixed with reflective 
marker triades, were drilled into the scapula, humerus, 
radioulna, metacarpus, long pastern and trough the hoof into 
the coffin bone. During the dynamic trials, the different 
joints were manually moved independently in all three 
anatomical rotational DOF’s: flexion-extension (FE), 
abduction-adduction (AA) and internal-external rotation 
(IE). The three dimensional coordinates of the marker 
triades were recorded using an infra-red six camera system 
(VICON). After dissection, anatomical markers were placed 
at standardized locations. Via singular value decomposition, 

the anatomical marker coordinates were transformed to the 
dynamic trial data. Right handed local coordinate systems 
were defined for all forelimb bones using the transformed 
anatomical marker coordinates. Kinematics were calculated 
using a customized MATLAB script based on the software 
package KineMat [1]. The IAR was calculated using the 
finite helical axis method, their orientation and translation 
were used to describe the rotational axis over which the 
distal segment rotated relative to the proximal segment. The 
IAR was not calculated for DOF with a ROM below 15˚ [2]. 

RESULTS AND DISCUSSION 
Based on the joint surface morphology, the shoulder is 
classified as an elliptical ball and socket joint, which allows 
motion into three rotational DOF’s. This is also reflected in 
the measured ROM (FE: 46˚ ±6, AA: 24˚ ±17, IE: 54˚ ±9). 
The IAR did show a change in orientation throughout the 
ROM. The elbow and the fetlock are both classified as hinge 
joints, allowing motion into the FE plane (Elbow 89˚ ±16, 
Fetlock 103˚ ±7). Within this plane, both joints did not 
display changes in the orientation of the IAR. The results do 
show small ROM angles within the other DOF’s (IE and AA 
<15˚). The DOF of the carpus is difficult to classify based 
on joint surface morphology because it consists of multiple 
rows of small bones. With the used method the individual 
effect of the different layers on the ROM and IAR was not 
taken into account. The carpus shows a clear ROM in the 
FE plane (FE: 162˚ ±20, IE and AA <15˚) and displays a 
translation of the IAR within FE. The results of the 
combined pastern and coffin joint show a ROM in all 
directions (FE: 59˚ ±14, AA: 32˚ ±12, IE: 25˚ ±9). 
Individual ROM of pastern and coffin could be lower 
because the motion of both joints was measured at the same 
time. The pastern and coffin joints are both classified as 
saddle joints, allowing motion into 2 DOF’s, however the 
joint surfaces are relative flat which could explain the 
measured 3 DOF’s.  

CONCLUSION 
If angles below 15˚ are not taken into account, the 
hypothesised DOF’s based on the joint surface morphology 
agreed with the measured DOF’s. Measurable IAR 
translation and orientation should be taken into account 
when creating a musculoskeletal model of the horse.  
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INTRODUCTION  
Studies of animal locomotion have shown that longer stride 
and higher stride frequency results in an increase of speed 
[1]. In other words, animals taking a longer stride coupled 
with higher stride frequency can travel faster. Speed also is 
in direct proportion to the average ground reaction forces 
(GRF) exerted by limbs on the ground.  

Greyhounds are one of the fastest quadrupeds with the 
estimated top speeds of 65 km/h. Usherwood et al. 2005 [2] 
estimated and compared the GRFs in racing greyhounds 
running in both bend and straight sections of a racing track 
by calculating the footfall timing of each legs during a 
complete stride. It was concluded that as there was no 
significant difference in footfall timing between straight and 
bend sections, greyhounds do not reduce their speed while 
turning [2]. Moreover it was also estimated that the 
greyhound experiences 65% increase in their limb forces 
when negotiating the turn [2].  

Here we measure the stride length of greyhounds running in 
a straight section and compare with those going around a 
bend. The paw print of a greyhound running in a 
semicircular racing track is surveyed. This study sought to 
determine whether there is a significant difference of stride 
length. Results suggest that greyhounds exhibit greater 
stride length when running in the straight section than when 
going around the bend which may indicate speed alteration 
in turning. 

METHODS 
To compare the stride lengths of a greyhound in straight and 
bend section in a simulated racing condition a paw print 
analysis was conducted. Trials were conducted at 
Wentworth Park racing track, Sydney, NSW. Each run 
started on a straight section (Home Straight) followed by a 
turn of 52m radius and the second straight (Back Straight). 
The distance in each race covered was 280m in length 
within approximately 26s. 

The video footage of the entire race showed that the very 
first paw to contact the ground was the right fore-leg. The 
stride length is also defined as the distance from the initial 
contact point of one paw to the next initial contact point of 
the same paw.  

Figure 1 shows a schematic view of Wentworth Park track. 
To compare the stride lengths of the straight and bend 
sections, ten strides were chosen from the Back Straight 
(highlighted blue) and ten strides from the apex of the 
Northern Turn (highlighted green). To ascertain whether 
there is a significant difference between the stride lengths of 
these sections, a one-way Analysis of Variance (ANOVA) 

was performed using MATLAB R16. The significance was 
set at P<0·05. 

RESULTS AND DISCUSSION 
The mean stride lengths in Back Straight (M=5.53m, 
SD=0.03) and Northern turn (M=5.02m, SD=0.08) was 
calculated. The result of ANOVA test showed a significant 
difference between the stride lengths in straight and bend 
section [F (1, 18) =20.7, P=0.0002]. 

Figure 1: Schematic view of Wentworth Park race track and paw prints of 
greyhound running at the track. The blue and green highlighted areas shows 
ten strides at Back Straight and ten strides at Northern Turn, respectively.

The result of a post ANOVA analysis (t-test: Paired Two 
Samples for Means) showed that stride lengths at straight 
section are significantly greater than those of turn section 
[t (9) =4.1, P=0.001]. This may suggest the speed changes 
during the bend section. However more experimental results 
are needed to validate the accuracy of the results. 

CONCLUSIONS 
In this study, the stride lengths of a greyhound running in 
straight and bend sections of a racing track were measured 
and compared. The results showed that the stride lengths in 
a straight section were significantly greater than those in a 
bend section. These results may indicate that the greyhound 
does not maintain its speed when negotiating a bend. 
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INTRODUCTION  
Bi-articular components of hamstring muscles cross both the 
knee and hip joints, and thus contribute to knee flexion and 
hip extension. To control the independent rotation of these 
joints, complex within-muscle coordination may be 
required. Although task-dependent intramuscular 
coordination has been found in cat biceps femoris, 
semimembranosus [1] and semitendinosus [2], few studies 
have examined region-specific (i.e. proximal vs. distal) 
activity of the hamstring muscles in humans. 

Therefore, the aim of this study was to examine whether 
recruitment of muscle regions within the biceps femoris and 
semitendinosus is dependent on the intensity level, and 
whether the relative contributions of muscle regions differ 
between knee flexion and hip extension contractions. 

METHODS 
Fifteen young males (age = 25 ± 4 yrs) participated in this 
study. 15-channel high-density electromyography (HD-
EMG) arrays with 10 mm inter-electrode distance were 
attached over the semitendinosus and biceps femoris long 
head muscles to collect EMG data along each muscle.  

After preparation and warm-up, isometric knee flexion and 
hip extension contractions were performed in a 
dynamometer. First, maximal voluntary contractions of knee 
flexion and hip extension, and combined knee flexion and 
hip extension were performed, from which the highest 
activity for each channel was used to normalize EMG data. 
Submaximal knee flexion and hip extension trials were then 
performed. 25, 50 and 75% of MVICs were reached and 
maintained for 2-3 seconds. These were performed in a 
random order, and two contractions were recorded at each 
intensity for better reliability. Visual force-time curve 
feedback was provided during contractions. 

Root mean square EMG activity for every contraction was 
calculated for all channels and normalized to the highest 
MVIC activity of the corresponding channel. Channels in 
the proximal and distal regions of the muscles were then 
averaged. Proximal-distal activity ratio (PD ratio) was 
calculated as proximal activity divided by distal activity 
multiplied by 100. Differences in PD ratio between joints 
and intensity levels for each muscle were tested with 
repeated measures ANOVA. The significance level was set 
at P < 0.05. 

RESULTS AND DISCUSSION 

Figure 1 shows PD ratio at different intensities of knee 
flexion and hip extension contractions. 

Regarding BF, PD ratio was higher in hip extension than in 
knee flexion in general, i.e. relative recruitment of the 

proximal region was higher. However, in ST knee flexion 
showed higher relative proximal activity than hip extension. 
It is important to mention that in absolute terms, distal 
activity was higher than proximal activity in almost every 
contraction type and intensity level in each muscle. 

Figure 1: Proximal-distal activity ratio of biceps femoris 
and semitendinosus in knee flexion and hip extension 
contractions. Zero (0) represents equal recruitment of 
proximal and distal regions. 

With increasing intensity, PD ratio increased in both 
muscles in hip extension and in BF during knee flexion. ST 
showed more homogeneous muscle recruitment than BF. 
These results show that human hamstring muscles are 
activated in a task- and intensity-specific way, similar to the 
rectus femoris [3], which may rely on the multi-branch 
innervation pattern of these muscles [4] and may indicate 
small territories of motor units within the examined 
hamstring muscles. 

CONCLUSIONS 

Complex within-muscle coordination in hamstrings provides 
further insights into hamstring muscle function. Its possible 
relevance to high hamstring injury rates needs to be 
examined in the future. Our study also suggests that HD-
EMG may provide a more comprehensive overview of 
hamstring muscle function compared to bipolar EMG due to 
the task- and intensity-specific contribution of different 
muscle regions. 
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INTRODUCTION  
The Iliocapsularis muscle of the anterior hip is thought to 
play an important role in hip function. Iliocapsularis 
originates on the inferior border of the anterior-inferior iliac 
spine, although most fibres arise from an elongated 
attachment to the anterior capsule; inserting distally to the 
lesser trochanter [1, 3, 4]. It provides the most substantial 
muscular attachment to the anterior hip capsule [2] and is 
hypothesized to have a dynamic role to reduce capsular 
impingement [3] and in augmenting joint stability [1, 2]. 
Current understanding of Iliocapsularis’ function is based on 
limited cadaveric and radiographic studies, with no reported 
real time investigation of muscle activity with 
electromyography (EMG). Located deep over the hip joint 
intramuscular fine-wire EMG is required to evaluate its 
activity directly.  

The primary aim of this study was to describe a technique 
for insertion of intramuscular EMG electrodes into 
Iliocapsularis and report its activation in different directions 
of hip maximum voluntary isometric contraction (MVIC).   

METHODS 
Fifteen healthy volunteers (10 M, mean age (SD) 22 (2) 
years) who were free from hip pain, were recruited for 
electrode insertion and to perform MVIC’s in nine 
directions (performed at 0° and 90° of hip flexion).  

The insertion procedure was developed based on cadaveric 
observation, imaging [3] and anatomical studies [2, 4]. An 
insertion path passing medial to lateral, through sartorius 
and iliacus was considered as the most appropriate, to avoid 
the tendon of rectus femoris, and the femoral neurovascular 
bundle. An intramuscular electrode was then inserted with 
guidance from real-time ultrasound. The electrode was 
connected to a Trigno™ Wireless EMG System (Delsys 
Inc., Boston, USA), and two repetitions of MVIC’s in each 
direction was performed. EMG data was normalised to the 
highest amplitude across all tasks (%Peak). 

RESULTS AND DISCUSSION 
Intramuscular electrode placement was tolerated well with 
no adverse events. One participant inadvertently removed 
the electrode prior to the EMG recording. The greatest 
activity from the remaining 14 participants (9 male, 22 (2) 
years) was recorded during resisted hip flexion at 90° 
(Median (IQR); 100.0 (1.2) % MVIC) and lowest activity 
during hip extension, 0° (0.5 (0.3) % MVIC) (Figure. 1). 
EMG amplitude was variable between participants during 
hip flexion in neutral (0°), abduction and external rotation 
(90°) (Figure.1). This data; taken with the attachment of 
iliocapsularis to the hip joint capsule and its small cross-

sectional area, is consistent with a local action on the joint 
capsule rather than significant contribution to hip torque. 

Figure 1: Box (median, interquartile range and range) and 
scatter plot illustrating amplitude (%Peak) of iliocapsularis 
EMG across all actions. 

The Iliocapsularis muscles proposed role in tensioning the 
anterior capsule to avoid impingement [3], is supported by 
high EMG amplitude during positions of possible 
impingement such as flexion with the hip at 90° flexion. 
Iliocapsularis’ hypothesized action to stabilize the hip 
anteriorly in hip extension [1, 2] was not supported by 
findings of relative inactivity in this position, but does not 
exclude its potential role as an active stabiliser in other 
positions, dynamic tasks or populations with compromised 
passive stability. 

CONCLUSIONS 
This paper provides the first description of insertion of 
intramuscular EMG electrodes into the iliocapsularis 
muscle. Confirming the viability of this approach and 
providing a technical guide for future EMG investigations. 
Greater EMG amplitude during hip flexion, particularly 
when flexed to 90°, supports the hypothesis of iliocapsularis 
having a role on the joint capsule in this position.  
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INTRODUCTION  
The bilateral (BL) deficit is defined by a reduction in force 
during a BL contraction relative to the sum of left and right 
unilateral (UL) contractions. Henry and Smith (1961) first 
observed the BL deficit, concluding that it is likely 
attributed to a reduction in dominant limb force during BL 
contractions. Since this initial finding, 70% of studies 
assessing differences in UL versus BL force production 
have found a BL deficit when performing upper body 
isometric maximal voluntary contractions (MVC) [3]. 
Despite commonly being presented, the underlying 
mechanisms of the BL deficit remain elusive. This 
elusiveness is likely the result of the BL deficit being a 
plastic phenomenon [2,3]. In support of Henry & Smiths 
(1961) original findings, Oda & Moritani (1994) also found 
a decrease in dominant arm force and EMG during BL 
contractions when compared to UL contractions, concluding 
that UL force differences in contralateral limbs requires 
further investigation. The purpose of this study was to 
further investigate whether or not contralateral differences in 
UL torque are associated with the presence of a BL deficit. 
We hypothesized that the BL deficit is associated with a 
difference in contralateral limb torque. 

METHODS 
14 male subjects (24.8 ± 0.7 yrs, mean ± SE) participated in 
the study. All subjects were right arm dominant. Subjects 
performed isometric MVCs of the elbow flexors at 120° of 
flexion, both UL and BL. Each contraction was repeated 
twice and MVCs were verified (≥90% activation) using the 
interpolated twitch technique. Torque was recorded with a 
Humac Norm dynamometer. Electromyography (EMG) was 
recorded with surface electrodes on the biceps brachii 
(agonist) and lateral head of the triceps brachii (antagonist). 
Both torque and EMG measurements were recorded from 7-
7.5 secs into the MVC. EMG root mean square (EMGRMS) 
was taken over the 500ms window with each subject’s 
biceps and triceps brachii EMGRMS being normalized as a 
percentage of their UL MVC EMGRMS for both UL and BL 
contractions. MVC torque recordings were plugged into the 
BL index (BI) to determine the presence of a BL deficit [2]. 

BI (%) = (100 x (BL / UL-Lt + UL-Rt)– 100 

RESULTS AND DISCUSSION 
A BL deficit was present in 10 out of the 14 subjects. The 
sum of the UL-Lt + UL-Rt produced significantly greater 
torque than the BL contraction (113.6 ± 6.1 Nm vs. 104.1 ± 
4.5 Nm, p < 0.01). In the UL conditions, the dominant UL-
Rt produced significantly greater torque than UL-Lt (59.1 ± 
3.6 Nm vs. 54.5 ± 2.8 Nm, p < 0.05). When comparing UL 
and BL biceps brachii EMGRMS activity for the left and right 
arm, the right arm had a 12% decrease in EMGRMS

amplitude during the BL condition relative to the UL 
condition (p < 0.05), while the left arm EMGRMS amplitude 

did not change between conditions. Furthermore, there was 
no significant differences in triceps brachii EMGRMS

amplitude between UL and BL conditions for both the left 
and right arm, despite the left arm having significantly 
greater antagonist co-activation compared to the right arm 
for both UL (55.0 ± 5.9% vs. 37.9 ± 5.3%, p < 0.001) and 
BL (52.9 ± 6.5% vs. 36.2 ± 4.6%, p < 0.01) conditions.  

With one outlier removed, a Pearson's correlation showed a 
strong negative correlation between the difference in UL-Lt 
and UL-Rt torque and the presence of a BL deficit, r(11) = -
0.60, p < .05, with the difference in UL-Lt and UL-Rt torque 
explaining 36% of the variation in the BL deficit (Figure 1). 

Figure 1: relationship between UL torque differences of 
contralateral limbs and the presence of a BL deficit. 

CONCLUSIONS 
Based on the present findings, the dominant right arm 
displayed a reduction in muscle activation (EMGRMS) and no 
change in antagonist co-activation during the BL compared 
to the UL contraction. The presence of a BL deficit is likely 
the result of a reduction in muscle activation in the dominant 
arm during BL contractions, leading to a reduction in torque 
production. A decrease in muscle activation in the dominant 
arm during a BL contraction likely accommodates for the 
reduced ability to produce torque in the non-dominant (UL-
Lt) arm. This adaptation would allow for symmetrical torque 
production during BL contractions. This hypothesis is 
supported by the average difference in UL-Lt and UL-Rt 
torque (7.8%) and the average BL deficit (8.4%) presenting 
similar values.  
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INTRODUCTION  
Recently, the use of wide pulse, high frequency 
neuromuscular electrical stimulation (namely WPHF 
NMES) has been proposed to overcome some of the pitfalls 
of conventional NMES (for reviews see [1,2]). Despite 
constant stimulation intensity, responders to WPHF NMES 
show force increases during the course of a sustained 
contraction (i.e. “extra force”). This extra force was 
suggested to originate from a reflexive recruitment of motor 
units. However, recent works observed high inter-individual 
and intra-individual variability in the force evoked with 
WPHF (e.g. [3]). In addition, to date it is unclear whether 
the amount of extra force or the variability of these evoked 
force differ between stimulation modalities (nerve trunk vs. 
muscle belly). The purpose of the present study was to 
evaluate the reliability of force evoked by WPHF NMES 
delivered over the tibial nerve trunk vs. plantar flexor 
muscle belly. 

METHODS 
Ten healthy participants (5 women, 5 men; 28 ± 4 years) 
volunteered to take part to four testing sessions. Each of the 
session involved ten 20-s WPHF NMES contractions (pulse 
duration = 1 ms, frequency = 100 Hz, initial target force = 
5% maximal voluntary contraction (MVC), as determined 
with short tetanic train of 1 s) interspaced by 40 s recovery. 
NMES was delivered on the dominant limb either via tibial 
nerve stimulation (NERVE 1 and NERVE 2 sessions) or 
with two surface electrodes fixed over the calf muscle 
(MUSCLE 1 and MUSCLE 2). In both conditions, sessions 
1 and 2 were identical in order to assess test retest reliability 
of the evoked force. Mean evoked force and force time 
integral (FTI) of each contraction were quantified. Intraclass 
correlation coefficients as well as inter-individual and intra-
individual coefficients of variation were calculated. Surface 
electromyography of the soleus muscle was recorded to 
quantify sustained activity after the end of the 20-s 
stimulation period. The discomfort associated with both 
stimulation modalities was also quantified using a visual 
analog scale from 0, corresponding to “no discomfort”, to 
10, corresponding to “worst possible discomfort”. Paired t-
tests or repeated measure ANOVAs were performed to 
compare mean force, FTI or discomfort between conditions 
(NERVE 1 vs. NERVE 2; MUSCLE 1 vs. MUSCLE 2 and 
NERVE 1 vs. MUSCLE 1). Data are presented as mean ± 
SD and the level for statistical significance was set to p < 
0.05. 

RESULTS AND DISCUSSION 
For both nerve trunk and muscle belly stimulation, intra-
individual test-retest reliability was good (intraclass 
correlation coefficient > 0.9) 
As illustrated in Fig. 1, some participants showed “extra 
force” during the course of the 20-s contraction, whereas 
others did not. This resulted in a relatively high inter-
individual variability (coefficient of variation between 140 

and 180%), with no notable difference between nerve trunk 
or muscle belly stimulation. Interestingly, mean force or FTI 
was similar (p>0.05) between nerve trunk and muscle belly 
stimulation, i.e. responders to WPHF NMES evoked at the 
nerve trunk also responded when muscle belly was 
stimulated with large electrodes. Sustained EMG activity 
was found in responders, with no difference between both 
stimulation conditions, indicating that the extra force was 
probably of central origin whatever the stimulation site. 
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Figure 1: Example of force traces evoked via tibial nerve 
(continuous line) or over the muscle (dotted line) WPHF 
NMES for 20 sec. Black lines represent a responder whereas 
grey lines show traces from a non-responder. MVC = 
maximal voluntary contraction. 

Discomfort was lower for muscle belly as compared to 
nerve trunk stimulation (respectively 2.3 ± 2.0 vs. 4.6 ± 3.3, 
p<0.05). However, discomfort does not appear to explain 
differences in extra force production between individuals as 
no correlation was found between this variable and the 
magnitude of the evoked force. 

CONCLUSIONS 
(i) Intra-individual test-retest reliability of forces evoked by 
WPHF NMES is relatively good, whereas inter-individual 
variability was large for both nerve trunk and muscle belly 
stimulation. (ii) Similar force levels are developed in 
response to WPHF NMES delivered over a nerve trunk and 
muscle belly. (iii) We advise to individualize stimulation 
location before any attempt of implementing WPHF NMES 
in rehabilitation/training programs. 
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INTRODUCTION 
Muscle inhibition (MI) is one of the most important 
manifestations in joint conditions that displays high levels of 
pain, such as patellofemoral pain syndrome and knee 
osteoarthritis [1]. MI is evaluated through the interpolated 
twitch technique (ITT), which consists in the comparison 
between the supramaximal twitch response obtained at rest 
and the supramaximal twitch torque superimposed to a 
maximal voluntary isometric contraction (MVIC). 

The femoral nerve (FN) is considered by many the optimal 
site for the ITT [2,3] due to its superficial location, so that FN 
stimulation is expected to produce maximal or close to 
maximal neural activation. However, electrical stimulation at 
the inguinal area is usually uncomfortable due to its proximity 
to the genital area, which makes supramaximal FN 
stimulation very unpleasant. 

The motor point (MP) has been proposed as alternative to FN 
stimulation for the ITT [4]. It is defined as the anatomical 
region at which the motor axons penetrate the muscle belly 
and is the skin area over the muscle where the stronger muscle 
contraction is generated with the smallest current voltage. 
Due to its location at approximately mid-thigh, and therefore 
distant from the genital area, the MP seems to be a less 
uncomfortable area of stimulation as opposed to the FN. 

The purpose of this study was to compare the effectiveness of 
FN versus MP stimulation for the evaluation of quadriceps 
MI in healthy young women. We also measured current 
voltage, discomfort level and resting doublet peak torque at 
different knee joint angles to infer on the optimal stimulation 
site and knee angle for the evaluation of MI. 

METHODS 
Sixteen healthy women had their quadriceps MI determined 
through the ITT. Supramaximal paired stimuli were delivered 
either to the FN or to the quadriceps MP before and during 
MVICs of knee extensors at 5 different knee flexion angles 
(15°,30°,45°,60°,90°) and the corresponding resting and 
interpolated doublet torques were quantified. Current voltage 
and discomfort levels were also evaluated. 

RESULTS AND DISCUSSION 
MI did not differ significantly between the two stimulation 
modalities. However, smaller resting doublets at 30°, 60° and 
90° (Figure 1L), higher discomfort at 15°, 30° and 90°, and 
higher supramaximal current voltage were observed for MP 
compared to FN stimulation (p<0.05). 

Figure 1: Left: Resting doublet torque by stimulation 
modality and knee flexion angle. # Motor Point < Femoral 
Nerve (p<0.05). Right: Doublet recruitment curve by 
stimulation modality and current level. * Motor Point > 
Femoral Nerve; # Motor Point < Femoral Nerve (p<0.05). 
Results are presented as mean ± SE. 

FN stimulation was better than MP stimulation for the 
evaluation of quadriceps MI in young healthy women at 15º, 
30°, 60º and 90º of flexion due to lower current voltage and 
discomfort levels. At 45º of flexion, the stimulation sites did 
not differ for current voltage and discomfort levels. 
Submaximal levels of NMES produce more force at the MP 
stimulation, whereas the FN stimulation seems to be more 
efficient at close to maximal activation levels (Figure 1R). 

CONCLUSIONS 
The quadriceps MP stimulation is a good alternative to FN 
stimulation for evaluating quadriceps MI in young healthy 
women, especially at the 45° knee flexion angle. However, 
FN stimulation seems to be better tolerated and uses smaller 
current voltage levels to produce a similar evoked force at 
15°, 30°, 60° and 90° of knee flexion. Submaximal levels of 
NMES produce more force at the MP stimulation, whereas 
the FN stimulation seems to be more efficient at close to 
maximal activation levels. MI was influenced by changes in 
muscle length in both stimulation sites, and therefore it is not 
possible to generalize results obtained at a single knee joint 
angle. 
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INTRODUCTION  
Irreparable rotator cuff tears require surgical harvesting of 
either the clavicular or sternocostal fiber region of the 
pectoralis major to provide structural support to the 
glenohumeral joint [1]. These surgical decisions are made 
without considering the biomechanical consequences of 
choosing one region over the other. Instead, clinicians 
assume that any function lost after disinsertion of the 
pectoralis major is compensated by the remaining shoulder 
musculature [2]. This lack of consideration for the optimal 
fiber region to harvest is due in large part to the limited 
knowledge regarding the elastic properties of each region. 
Assessing the elastic properties of each region can provide 
insights into the effect that disinsertion of a specific region 
has glenohumeral dynamics and stability [3]. Our objective 
was to use ultrasound shear wave elastography to 
characterize the in vivo elastic properties of the clavicular 
and sternocostal fiber regions of the pectoralis major as a 
function of shoulder position and torque direction. 

METHODS 
The right shoulder of ten healthy male subjects (mean (SD) 
age: 24 (5) yrs., weight: 81 (14) kg, height: 177 (8) cm) was 
placed in a removable fiberglass cast and attached to a 
computer-controlled rotary motor instrumented with a six-
degree of freedom load cell. Subjects were positioned in a 
combination of two shoulder abduction angles (60˚ and 90˚) 
and two external rotation angles (0˚(N) and 90˚(ER)) for a 
total of four experimental shoulder positions. At each 
experimental position, participants were asked to produce 
and maintain isometric shoulder torques equivalent to 0, 15, 
and 30% of their maximum voluntary contraction in the 
vertical and horizontal adduction directions. Visual 
feedback was provided to assist with torque accuracy, and 
surface electromyography data were collected to confirm 
that subject’s exhibited similar activation patterns across 
trials. 
During each isometric torque task, an Aixplorer ultrasound 
elastography machine was used to measure the shear wave 
velocity (SWV) of each region of the pectoralis major. A 
tissue’s SWV along its fiber direction is directly related to 
its shear elastic modulus [4]. Two images were collected 
from both regions for each isometric torque task. A four-
factor mixed model was used to assess differences in SWV 
between fiber regions (clavicular, sternocostal), shoulder 
positions (N60, N90, ER60, ER90), torque directions 
(horizontal, vertical adduction), and torque levels (0, 15, 
30% MVC). Two-way analyses were used to explore any 
higher-order interactions identified by the four-factor 
mixed model. All significances are reported at α=0.05. 

RESULTS AND DISCUSSION
SWV increased with increasing activation across each fiber 
region and shoulder position (all p<0.001). Within the 
clavicular region, SWVs were higher at every 
experimental 

shoulder position and torque level when torque was 
produced in the horizontal direction (all p<0.001). Within 
the sternocostal region, horizontal adduction torques 
resulted in higher SWVs at every experimental position (all 
p<0.05) except N60 (p > 0.90).   

Resting SWVs were higher in the clavicular region for all 
four experimental shoulder positions (all p<0.001). There 
were no differences in SWV across regions and torque 
directions when the shoulder was externally rotated and 
producing torques greater than passive (Figure 1). The 
clavicular region exhibited higher SWVs than the 
sternocostal region when producing a horizontal adduction 
torque in a neutrally rotated posture (all p<0.001). On the 
contrary, SWVs were higher in the sternocostal region 
than the clavicular region when producing vertical 
adduction torque at 30% MVC (p<0.01). 

Figure 1: Fiber region differences in active SWVs for each 
experimental posture (N60, N90, ER60, ER90), contraction 
level (15% or 30% MVC), and torque direction (horizontal or 
vertical adduction). Error bars indicate 95% CI * p<0.05 

Our results indicate that harvesting the clavicular region may 
affect passive shoulder stiffness to a greater degree than 
harvesting the sternocostal region, especially at greater 
abduction and rotation angles [5]. Disinsertion of either 
region may impact horizontal adduction torque-generation in 
a similar manner. However, disinsertion of the sternocostal 
region may result in additional impairments when producing 
higher-magnitude vertical adduction torques. 

CONCLUSIONS 
The individual fiber regions of the pectoralis major exhibit 
distinctly different active and passive elastic properties. 
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INTRODUCTION  
Non-invasive in vivo muscle force production is difficult to 
measure in humans. Past studies have attempted to isolate 
force production in a single muscle with invasive force 
transducers [1,2] and current work is dedicated to the 
implementation of new, minimally invasive fiber optic 
technology [3]. Muscle transfer surgeries present themselves 
as an ideal opportunity to evaluate in vivo force production 
since the tendon is transected and the muscle exposed. 

In this study, in vivo gracilis muscle forces collected during 
a muscle transfer surgery are compared to an OpenSim 
model of the muscle. This may be used for patient-specific 
modelling for transfer surgery optimization in the future. 

METHODS 
Data collection: Force measurements were taken from two 
patients (1 female) to evaluate the force-length curve of the 
human gracilis. While the patient was under anesthesia, the 
surgeon transected the gracilis tendon and documented the 
muscle retraction. The tendon was connected to a custom 
designed muscle lengthening device with an integrated force 
transducer. Isometric active force measurements were taken 
at three, 1cm intervals starting with the muscle slack at 0cm. 
A Viking nerve stimulation system (Natus Medical Inc., 
Pleasanton, CA) was used to activate the gracilis muscle via 
the terminal branch of the obturator nerve. Parameters were 
identified using twitch stimulation to reach maximal 
compound muscle action potentials (CMAP). The current 
was subsequently reduced to 50% of the maximum to 
achieve submaximal tetany where force production of the 
gracilis muscle was observed (2s, 50Hz). Data were 
normalized to the maximum force observed in each patient. 

Model: In OpenSim, the musculoskeletal model from 
Rajagopol et al. [4] was used to estimate the force using the 
musculotendon model from Millard et al. [5]. The muscle 
was assumed to be slack at 0cm and was evaluated up to 
10cm of displacement (Fig 1). This displacement was based 
on joint angles from a healthy individual’s range of motion. 
The model was normalized by the maximum force 
calculated and compared to the experimental data. 

RESULTS AND DISCUSSION 
The in vivo force production data from the two subjects 
follow the same trend, increasing force with increased 
gracilis muscle length (Fig 1). No decrease in force was 
observed. This may be due to two different factors: 1) the 
muscle was not displaced beyond optimal muscle length or 
2) the muscle is beyond muscle length and passive force is
adding to the overall muscle force produced. More data 
points are needed to complete the force-length curve.  

The model predicts higher forces than were observed in the 
subjects and optimal length appears to occur at 4cm of 

displacement in the model. More work is needed to scale the 
model in OpenSim to individual patients and observe 
changes with muscle length. This would allow for direct 
comparison of absolute force values rather than normalizing 
relative to peak force. 

The current experimental setup makes it difficult to identify 
the initial muscle length and therefore the corresponding 
location on the force-length curve. It was assumed that the 
peak force corresponded to optimal muscle length at 3cm of 
displacement. With a total of 3cm displacement, the initial 
muscle length at 1cm may correspond to the observed 
muscle retraction of 1-2cm when the tendon was transected. 
Refinement of the experimental setup may provide further 
insight into properly identifying muscle length during data 
collection.  

Figure 1: Muscle force calculated in OpenSim with 50% activation 
compared to experimental data from two subjects (Subject 1 purple 
‘x’; Subject 2, green triangle).  

CONCLUSIONS 
This novel data allowed direct measurement of in vivo 
human muscle force and comparison to a computational 
model. Experimental data can be used to help improve 
assumptions made in OpenSim and knowledge of human 
muscle properties. This may lead to the use of 
computational modeling to predict muscle properties that 
can be used to improve orthopedic surgeries. 
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INTRODUCTION  
History-dependent muscle properties refer to the steady-
state isometric force following an active shortening or 
lengthening contraction is smaller (force depression; FD) 
or greater (residual force enhancement; RFE) compared to 
a purely isometric contraction at the corresponding muscle 
length and same level of activation [1]. Despite muscles 
undergoing stretch-shortening cycles (SSC) on a regular 
basis, few studies have investigated the effects of FD and 
RFE in SSC. 
 It had been shown that stretch preceding shortening does 
not affect the resulting FD [2] while recent evidence 
suggests that it might [3]. We hypothesized from the results 
of these initial studies that stretch might affect force 
depression in a time-dependent manner, and that the 
effects of stretch on FD disappear if sufficient time is given 
between the end of stretching and the end of shortening in 
SSC. 
Therefore, the purpose of this study was to perform SSC 
where the time between the end of stretch and the end of 
shortening was manipulated by (i) adding a pause between 
stretch and shortening or (ii) by performing the shortening 
contraction at different speeds.  

METHODS 
Subjects: Sixteen healthy subjects (8 ♂ and 8 ♀; 25±2 years; 
170±9 cm; 67±8 kg) participated in protocol 1, and 15 of the 
16 subjects participated in protocol 2. 
Experimental setup: Thumb adduction forces and 
carpometacarpal angular displacements were measured 
using a custom-designed dynamometer, with 0° defined as 
the highest degree of thumb adduction. The ulnar nerve was 
electrically stimulated (50 Hz) to evoke 50-60% of the 
maximum voluntary contraction (MVC) of the adductor 
pollicis muscle for 7s. 
Protocol 1: For FD, the muscle was held isometrically for 1s 
at 30°, followed by 1s of shortening over a 30° joint 
excursion. The muscle was then held isometrically at 0° for 
5s. Following FD, a purely isometric reference contraction 
was performed at 0°.  
For SSC, the muscle was held isometric for 1s at 0° and 
stretched to 30°. Following stretching, the muscle was either 
immediately shortened back to 0° at 30°/s (SSC_0s), held 
isometric for 0.5s (SSC_05s) then shortened back to 0°, or 
held isometrically for 1s (SSC_1s) then shortened back to 
0°. Following shortening, all SSC were held isometrically at 
0° for 4, 3.5, 3s, respectively (protocol 1).  
Protocol 2: FD was performed similar to protocol 1. For 
SSC, the muscle was held isometrically for 1s at 0° and 
stretched to 30°. Following the stretching, the muscle was 
shortened immediately to 0° at either 15°/s (SSC_15°/s), 
20°/s (SSC_20°/s), 30°/s (SSC_30°/s) or 60°/s (SSC_60°/s) 
and held isometrically at 0° for 3, 3.5, 4, 4.5s, respectively. 
Following SSCs, a 7s isometric reference contraction and a 
MVC at a thumb adduction angle of 0° was performed. 

A one-way ANOVA was used to test for differences 
between mean steady-state isometric forces following SSC 
(α=0.05). 

RESULTS AND DISCUSSION 
The mean electrically evoked isometric contraction force at 
0° thumb adduction angle was 52% of the MVC force.  
Protocol 1: The steady-state isometric force was 
significantly depressed (20.6±6.6%) following active 
shortening (FD) compared to the isometric reference 
contraction at the corresponding thumb angle. For the SSC, 
steady-state isometric forces were significantly smaller for 
SSC_0s and SSC_0.5s compared to the pure FD condition 
(13.7±7.4% and 15.5±2.9%, respectively), while force 
depression for SSC_1s (17.6±6.1% force depression) was 
similar to the pure shortening (FD) contractions (Fig 1). 

Fig 1 Mean (±) values of force decrease for FD and SSC with 0, 
0.5s and 1s interval between stretching and shortening normalized 
to the reference isometric contraction. (* compared to FD; 
†compared to SSC_1s). 

Protocol 2: The steady-state isometric force was 
significantly depressed by 20.3±1.4% following active 
shortening (FD) compared to the isometric reference 
contraction at the corresponding thumb angle. Force 
depression in SSC_60°/s and SSC_30°/s was significantly 
reduced compared to the pure FD condition (13.2±1.3% and 
16.8±1.2%, respectively), while FD for SSC_20°/s and 
SSC_15°/s (19.6±2.1% and 20.3±1.5% were similar to the 
pure FD condition (results not shown). 

CONCLUSIONS 
The results of this study confirm our hypothesis that stretch 
preceding shortening affects FD in a time-dependent 
manner. This finding provides interesting new information 
on the potential mechanisms of RFE and FD, as the events 
occurring during active muscle stretching either inhibit full 
development of force depression or offset FD in some 
hitherto unknown manner.   
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INTRODUCTION  
Osteoarthritis is one of the most common ankle diseases and 
is often treated by arthrodesis or Total Ankle Replacement 
(TAR). TAR has the advantage over arthrodesis that joint 
mobility is preserved and adjacent joint arthritis is 
prevented. However, the failure rate of current TARs is still 
unacceptably high. It is believed this may be due to non-
anatomical geometry of present TAR articulating surfaces. 
The surface-to-surface motion at the ankle has not been 
investigated thoroughly in the past. Calhoun et al. [1] 
studied the interaction between the articulating surfaces at 
the ankle using pressure sensitive Fuji film by recording 
peak contact pressure distribution in a number of discrete 
positions including neutral, dorsiflexion, plantarflexion, 
inversion, and eversion. However, this study provided only 
an indirect and discrete description of the articular surface 
motion. Corazza et al. [2] investigated this interaction using 
a numerical analysis based on a few digitized points and 
limiting their study to dorsiflexion/plantarflexion. The 
present study focuses on the surface-to-surface motion of 
the natural ankle and subtalar joints using a distance 
mapping approach. It expands on the above studies by using 
CT scanned scatter points on the surfaces, including the 
subtalar joint, and investigating the full three dimensional 
functional range. This knowledge will provide the necessary 
foundation and guidance for developing TARs with 
improved, and more anatomically-based surface geometries 
to be used in novel TAR designs and possibly leading to 
reduced failure rates.  

METHODS 
Seven fresh-frozen cadaveric legs were used in this study. 
Three fiduciary holes, used for bone tracking, were drilled in 
each bone and the specimen was then CT scanned 
(Brilliance CT 16-slice system by Philips Healthcare). Data 
were post-processed with Analyze Direct© to produce 3D 
renderings of the articulating bones. Motion was produced 
in dorsiflexion/ plantarflexion, inversion/eversion, and 
internal/external rotation through a six-degrees-of-freedom 
linkage, the Ankle Flexibility Tester [3, 4].  The applied 
torques, used to produce this motion, were recorded with a 
torque sensor. The motion produced at the ankle and at the 
subtalar joints was simultaneously recorded with an 
optoelectronic stereo-photogrammetric motion data 
acquisition system (Stryker Knee Navigation System, 
Stryker). The 3D surface renderings as well as the 
optoelectronic bone tracking data were exported and used in 
a 3D CAD software for reverse engineering, Geomagic 
Control©. The tracked motion data were aligned with the 
scanned bone CAD models. The surface-to-surface analysis 
consisted of color-coded distance maps on the articular 
surface of each bone showing the distance from points on 
the bone surface to points on the opposed articular surface 
(Figure 1). 

Figure 1: Color-coded distance maps for the ankle and the 
subtalar joint in dorsiflexion, neutral and plantarflexion. 

RESULTS AND DISCUSSION 
Dorsi/Plantar-flexion: In dorsiflexion the articulating ankle 
surfaces come closer on the anterio-lateral side while 
separating posteriorly. The subtalar articulating surfaces 
come closer on the posterio-medial side. In plantarflexion 
the ankle surfaces come closer posterio-medial and 
separating anteriorly. The surfaces of the subtalar joint come 
closer on anterio-lateral (Figure 1). This shows the coupling 
between dorsiflexion to plantar flexion and inversion/ 
eversion, i.e. pronation/ supination. Similar anterior-
posterior shift was found for the ankle joint surface in the 
previously cited studies [1] and [2]. 
Inversion/Eversion: In Inversion the ankle articular surfaces 
come closer medially while separating laterally. The 
subtalar surfaces show the same effect. The opposite motion 
can be seen at both joints in eversion. 
Internal/External Rotation: In internal rotation the surface-
to-surface area between talus and fibula shift to the posterior 
lateral side. The subtalar joint comes closer on the medial 
posterior side. In external rotation an opposite shift of the 
fibula and talus surface to surface area can be seen. The 
subtalar joint comes closer on the anterior side. 

CONCLUSIONS 
(1) Distance mapping is a powerful technique to study the 
articular surface interaction during motion at the ankle and 
subtalar joints. This study provides a foundation to guide the 
development of new, anatomically based TARs.  
(2) The results show that the articular surfaces of the ankle 
can’t be approximated as two matching cylindrical surface. 
An improvement to existing TAR surface geometry may 
lead to improved kinematic behavior leading to improved 
long term clinical outcome. 

REFERENCES 
1. Calhoun et al., Foot & Ankle Int. 15(3):125-133, 1994
2. Corazza et al., J. of Biomech. 38(6):1205-1212, 2005
3. Siegler et al., J. of Biomech. 29(7):943-947, 1996
4. Belvedere et al., J. of Biomech. In-Press:, 2017

Dorsiflexion (15°) Neutral Plantarflexion (28°)

4mm0mm Distance in mm

Ankle Joint

Subtalar Joint

Tal Tib Tal TibTal Tib

Tal Cal Tal CalTal Cal



THE MORPHOLOGY OF ABDUCTOR HALLUCIS IS RELATED TO BALANCE CONTROL 
MECHANICS DURING SINGLE-LEG STANDING 

1 Xianyi Zhang, 1 Kurt Heinrich Schütte and 1 Benedicte Vanwanseele 
1Human Movement Biomechanics Research Group, KU Leuven 

Corresponding author email: xianyi.zhang@kuleuven.be 

INTRODUCTION 
Center of pressure (COP) has been used to assess balance. 
Stabilogram diffusion analysis (SDA) [2] enables COP 
trajectories to be modeled as fractional Brownian motion, 
whereby two neuromuscular control systems can be 
disentangled into two operations: open-loop control 
operating without sensory feedback, and closed-loop 
control operating with sensory feedback. Thus, SDA can 
provide deeper and specific insights into postural control 
strategies.  

Abductor hallucis, as one of the largest intrinsic foot 
muscles, contributes to stability and balance control [1]. 
Therefore, investigating the effects of the abductor hallucis’ 
morphology on balance may provide insights into 
neuromuscular control mechanisms.  

METHODS 
Twenty-eight recreational runners were recruited in this 
study. Ethics approval was granted by the Medical Ethics 
Committee of KU Leuven and written consent was obtained 
from each participant. All participants were recreational 
runners who ran at least 15 km per week and were injury-
free (lower limb) for the last 6 months prior to testing.  

An ultrasound device was used to measure the thickness and 
cross-sectional area (CSA) of the abductor hallucis (AbH). 
Participants were required to perform 30 seconds single-leg 
standing for three trials on a force plate, which was used to 
record the COP. SDA was performed on COP data. Pearson 
correlation coefficients were computed to examine the 
correlation between foot muscle morphology and SDA 
parameters.  

RESULTS AND DISCUSSION 
Our results showed that COP movements over short-term 
intervals exhibited behavior characteristic of open-loop 
control. In contrast, COP movements over long-intervals 
exhibited behavior characteristic of a more tightly 
controlled process (closed-loop control system using 
sensory feedback). AbH-CSA was negatively correlated 
with mediolateral critical displacement (CdML) while AbH-
T was negatively correlated with anteroposterior short-term 
diffusion coefficients (DsAP) and critical displacements 
(CdAP), as well as with mediolateral critical time (CtML). 
Examples of two participants’ COP displacements and the 
stabilogram diffusion plots are illustrated in Figure 1. 

We found that healthy individuals with larger AbH have 
better anteroposterior short-term dynamic stability (smaller 
DsAP), and exhibit more efficient transfers from open-loop 
to closed loop control in both anteroposterior and 
mediolateral directions (shorter CdAP

 and CdML). It has 
recently been reported that short-term parameters increase 
significantly after plantar flexor muscle fatigue [3]. Thus, it 

is plausible to suggest that fatigue and perhaps weakness of 
the AbH muscle may exacerbate these short-term 
instabilities and result in poorer open-loop control. In 
agreement, our critical transition coordinates overall were 
shorter temporally (CtAP

 and CtML) while larger spatially 
(CdAP

 and CdML) along both axes compared to values 
previously observed during double-leg stance. Thus, it 
could be speculated that more efficient use of AbH as a local 
stabilizer may help minimize balance corrections needed 
during single-leg stance. 

Figure 1: A) Visual comparison of two representative 
participants with differing AbH muscle size (not to scale). 
Stabilogram diffusion plots are shown for both B) 
anteroposterior and C) mediolateral directions for these two 
participants. SDA parameters derived from these plots were: 
short-term and long-term diffusion coefficients DsAP , DlAP , 
DsML  and DlML (dashed lines; derived from the slopes of the 
lines fitted to the short-term and long-term regions 
respectively) as well as critical transition points [CtAP; CdAP] 
and [CtML; CdML] (red circles; indicating time and 
displacement of the approximated transition from open-loop 
to closed-loop control). 

CONCLUSION 
In conclusion, our SDA results indicate that AbH has an 
influence on balance control mechanisms, with larger AbH 
contributing to better balance during open-loop control and 
to a more efficient transition from open-loop control to 
closed-loop control. It is suggested that strengthening the 
abductor hallucis may be an efficient way to improve 
balance. 
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INTRODUCTION  
The human femur is subjected daily to complex three-
dimensional and time-varying loads [1], likely leading to a 
loading-rate dependent viscoelastic femur response [2]. 
Nevertheless, in vitro measurements of femoral mechanics 
are often based on simplified quasi-static loading cases [3], 
which may not well represent typical daily scenarios. In the 
present study, we used a six-degree-of-freedom robot and 
strain gauging technology to measure the in vitro hip force, 
displacement and cortical strain in human femurs while 
replicating loading patterns of normal activity at varying 
loading rates from quasi-static up to real-time. 

METHODS 
Eight femurs from healthy elderly white women (body 
height, weight and age at death ranges: 142 − 170 cm, 32 − 
136 kg, 56 − 91 years) were obtained from a dedicated body 
donation program (Science Care, Phoenix, USA). The 
femoral diaphysis was cut at 180 mm from the proximal 
femoral head and potted 55 mm deep in aluminum cups 
using dental cement. Ten rosette strain gauges were attached 
to the bone surface at the four anatomical aspects (medial, 
lateral, anterior and posterior) and three anatomical sections 
(femoral head, neck and metaphysis). Tests were conducted 
using a custom-built hexapod robot [4] capable of 
controlling the position of the top plate with a linear 
measurement error of ± 0.5 m. Forces and moments at the 
femoral head center were measured by a six axis load cell 
(AMTI, Watertown, MA, USA). The specimen was 
mounted on the base frame using a custom made fixation 
system while a spherically-shaped nylon pressure socket 
was mounted on the top plate. Specimens were thawed at 
room temperature for approximately 20 hours. Bone 
moisture was maintained throughout the experiment using 
fabric tissue soaked with phosphate-buffered saline solution. 
The hip contact force during normal walking, stair ascent, 
stair descent, stumbling, rising from and sitting on a chair 
was taken from a public database (http://orthoload.com, [1]). 
The cycle length was normalized using a cycle length of 1.1 
seconds for walking, 1.2 seconds for stair up, down and 
stumbling and 5 seconds for rising from and sitting on a 
chair. The average force pattern per activity was calculated 
and scaled to the 75% of the donor’s body weight to ensure 
no permanent damage was caused to the specimen. The 
moment at the hip center was set to zero, according to a 
frictionless ball-and-socket joint assumption for the natural 
hip. The load was applied to the femoral head through the 
polyethylene pressure socket by actuating the top plate. One 
to three pre-conditioning cycles consisting of a sinusoidal 
cranio-caudal force (amplitude: 300 N, frequency: 0.1 Hz) 
were used. An adaptive velocity-based load control 
algorithm was used to apply the hip contact force to the 
specimen using 50 intermediate frames over each loading 
cycle. Ten seconds were used to ensure the algorithm 
convergence at each frame. The position of the top plate was 
recorded and played back by multiplying the cycle time 
length by a factor 20 (quasi-static), 5, 2 and 1 (real-time). 

Strains were recorded at 2 kHz using a modular data logger 
(National Instrument Corporation, Austin, TX, USA) and a 
0.5 V strain gauge excitation to prevent cortex heating. The 
error across activities in the replication of the hip contact 
force was calculated. The hip force patterns were 
synchronized to the real-time simulation. The hip force was 
normalized by the peak force measured during the quasi-
static trial (F20x) to assess changes of femoral stiffness with 
loading rate. The analysis of cortical strain is in progress. 

RESULTS AND DISCUSSION 
The protocol successfully replicated the in vitro dynamic 
three-dimensional hip force experienced by the human 
femur during normal activity. The error of the hip force time 
history was 3.3 ± 14.7 N and -0.7 ± 1.6 Nm across activities 
using the load-control approach while the difference 
between the quasi-static and the load-control simulation was 
9 ± 10 N. The femoral stiffness was activity and loading-rate 
dependent; the normalized force ranged from 1.1 during 
stair ascent to 1.35 during walking (Figure 1) where the 
peak force varied from 556 N (quasi-static) to 749 N (real-
time). 

Figure 1: The normalized force at the hip for different 
loading rates (20x, 5x, 2x, 1x) during walking (A) and one 
femoral specimen mounted on the testing device (B). 

CONCLUSIONS 
The stiffness of the human femur during normal activity is 
loading-rate and activity dependent. The present protocol 
can be used to study the mechanics of entire bones subjected 
to complex three-dimensional dynamic loads. In progress, 
the analysis of cortical strain may elucidate the relationship 
between femur stiffness and strain rate. This information is 
important for studying the femur mechanics during normal 
activity. 
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INTRODUCTION  
Advancements in computer and information technology have 
driven the study of biomechanics towards more sophisticated 
machine learning techniques, utilizing entire time-series of 
data. One purpose for applying these techniques is the 
classification of subgroups, and in clinical cases, this task 
often requires classification at different time intervals [1]. 
Given that biomechanical data contains measurement error, it 
is critical to establish methods to improve data reliability.   

One central source of error in kinematic data is deviation in 
the placement of anatomical markers, and a novel data-driven 
feedback tool has been developed to reduce this error in 
practice [2]. However, a challenging component in evaluating 
the effectiveness of this tool is the assessment of reliability 
for large feature set, in the absence of a specific classification 
problem. Therefore, the purpose of this study was to develop 
and apply a randomized classifier task in order to evaluate the 
effect of a marker placement feedback tool in improving 
classification reliability. 

METHODS 
As part of a larger clinical trial, data were collected on n = 17 
patients with hip osteoarthritis at two intervals (day 1 and 2), 
prior to the start of their clinical intervention. Markers were 
placed by a single examiner over specific anatomical 
landmarks [2], and a standing trial was collected (pre-
feedback). Next, the examiner was presented feedback from 
a marker placement tool [2], and given the opportunity to 
modify their placements prior to collecting a second standing 
trial (post-feedback). Walking data were then collected by an 
8-camera optical motion capture system at 200 Hz. 

Joint angles were calculated from walking data using both 
pre- and post-feedback standing trials for day 1 and day 2 [3]. 
Joint angles were time-normalized, and chained together to 
form a row vector of 3000 data points for each subject, 
feedback and day condition. Principal component analysis 
(PCA) was then applied to reduce the data in each 
feedback/day condition to a feature set of 16 (n - 1) variables, 
for input to the random classifier task. 

At each iteration of the random classifier task, models were 
generated by randomly choosing features, and then 
generating class labels for two arbitrary groups from 
unsupervised clustering. Class labels were then used to train 
a support vector machine (SVM) using features from day 1 
post-feedback data. Classification accuracy was determined 
by classifying on day 2 data, and accuracies for pre- and post-
feedback data were compared using McNemar’s test (p < 
0.05).  

RESULTS AND DISCUSSION 
Accounting for training bias, classification accuracy was 
improved for post-feedback data as compared with pre-
feedback data, with 38% of the random models demonstrating 
an increase in classification accuracy (Figure 1), which was a 
significant improvement (chi2 = 113.72, p < 0.0001, odds 
ratio = 2.8, odds ratio confidence interval = 2.3-3.4).  

Figure 1: Classification accuracy for random models trained 
on post-feedback data from day 1 (POST1) and tested on pre-
feedback data from day 2 (PRE2) and post-feedback data 
from day 2 (POST2). 

The results of the randomized classifier are supported by an 
initial analysis of discrete variables for the same study [4], 
which demonstrated an improvement in the limits of 
agreement with the use of the feedback tool. The current work 
extends the benefits of the feedback tool to improve the 
reliability of classifications based on gait kinematic data.  

CONCLUSIONS 
The randomized classifier task has demonstrated utility in 
evaluating reliability of multivariate kinematic data.  

ACKNOWLEDGEMENTS 
This study was partially funded by the Natural Sciences and 
Engineering Research Council of Canada (NSERC). 

REFERENCES 
1. Kobsar D, et al., PLoS One. 10(10): e0139923, 2015.
2. Osis S, et al., PLoS One. 11(1): e0147111, 2016.
3. Watari R, et al., Clin Biomech. 38: 13-21, 2016.
4. Ferber R, et al., Proceedings of ISB XXV, Scotland,

2015.   



THE FUNCTIONAL CHARACTERIZATION OF A KNEE FOCAL CARTILAGE DEFECT COHORT  

1 Nidal Khatib, 1Gemma M Whatling, 2Christopher Wilson, 1Deborah J Mason, 1Cathy A Holt 
1Cardiff University 

2Cardiff and Vale Orthopaedic Research Centre 
  KhatibN@Cardiff.ac.uk

INTRODUCTION  
Focal cartilage defects (FCDs) of the knee develop as a 
result of trauma or repetitive injury or stress, often 
progressing to full joint osteoarthritis (OA). This 
progression towards a full joint disease is not well 
understood, therefore determining early deviations of gait 
patterns from the norm may reveal information for how OA 
may develop from this stage. Principle component analysis 
(PCA) is an effective tool for investigating whole gait 
waveforms for features of high variation that can be utilized 
to discriminate pathological knee function from normal 
function [1]. Here, we use PCA to uncover gait features that 
discriminate FCD affected knee function from normal. 

METHODS 
10 asymptomatic healthy volunteers (HV) and 10 patients 
with ICRS grade III+ focal cartilage defects (FCDs) of the 
femoral condyle (due for microfracture surgery to treat 
mild-moderate knee pain) were recruited and consented for 
motion analysis. A modified Helen Hayes marker set was 
used with a 9-infrared camera (Qualisys, Sweden) and 4 
force-plate (Bertec Corp, US) setup. Biomechanical models 
were created using Visual 3D (C-motion, Inc.) software, and 
rotational angles were defined by the orientation of the distal 
in relation to the proximal segment. A Visual3D 6 degree of 
freedom model was used for kinematic&kinetic calculations. 

Independent T-tests (SSPS Inc.) were carried out to identify 
differences in age, BMI, speed and cadence between groups. 
Level gait waveforms were chosen for analysis based on 
previous literature defining changes in asymptomatic, 
moderate and severe OA function [2], and in-house studies 
(MSKBRF research group), which include: knee and hip 
abd/adduction moments (K/HAMs), knee and hip 
flexion/extension moments, knee and hip sagittal and frontal 
ranges of motion (ROMs). Principle Component Analysis 
(PCA) was performed using Inspect 3D (C-motion) 
software, and was used to identify a number of principle 
components (PCs), or ‘features’ that represent >95% of 
variation within the gait waveforms. To discriminate groups 
based on their gait waveform features, group PC scores were 
tested for significant differences using T-tests (SPSS Inc). 

RESULTS AND DISCUSSION 
Comparing group means of anthropometric measures 
showed no differences in BMI or age. Cadence of FCD 
affected subjects (106 ±6.5) was significantly (p<0.05) 
lower than normal subjects (111.9 ±7.3), which was 
accompanied by a slower mean speed among affected 
patients, but with no significant difference.  

PCA results (Table 1) revealed significantly higher overall 
stance knee flexion, and significantly reduced knee range of 
motion (ROM) in the FCD group, indicating the affected 
subjects may be adopting a rigid posture to avoid extending  
the knee during gait. This result was supported with a 
significantly reduced knee extension moment in late stance 

phase. The combination of these results suggest subjects 
may be slowing walking speed, to decrease the extension 
moment and therefore reducing compressive knee forces, 
ultimately negating pain, as suggested by previously by 
Messier et al. [3] in a study investigating osteoarthritic gait. 

We found a decrease in the knee adduction moment 1st 
peak:2nd peak index (Table 1), which is found in moderate 
and severe OA cases, and is indicative of altered frontal 
plane dynamic alignment [2]. Contradictory to other studies 
however, there were no significant differences in overall 
KAM magnitude or even midstance values as determined in 
severe OA and moderate OA, respectively. This may be due 
to more extreme difference in average speed between their 
[1,2] study groups, as it is shown that speed largely affects 
KAM magnitude [4]. Interestingly, we found a highly 
reduced frontal range of hip motion during gait within our 
FCD affected group, but no significant difference in HAM 
features as seen in moderate/severe OA [2]. The 
implications of this on hip function may be due to error, but 
will be investigated further by looking at hip 
internal/external rotations to determine possible early gait 
adaptations that lead to progressive changes in HAMs. 

CONCLUSIONS 
Our results indicate characteristic patterns of moderate and 
severe OA, including higher midstance and KAM 
magnitude, decreased early stance knee flexion moments 
and decreased HAMs have not been found in FCD subjects, 
and may arise as a result of gait adaptations developing with 
progressing joint damage and pain toward OA. Further 
investigation will be needed to confirm these conclusions.  
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Gait 
Parameter 

PC 
PC feature of FCD group 

gait waveforms 
Sig. 

Knee Sagittal 
Range of Motion 

2 
Increased knee flexion

over stance phase 
<0.048 

3 
Reduced total range of

motion 
<0.029 

Knee 
Flexion/Extension 

Moment 
3 

Reduced extension
moment in late stance 

<0.027

Knee Adduction 
Moment 

4 
Reduced 1st peak and 

increased 2nd peak 
moment 

<0.038 

Hip Sagittal 
Range of Motion 

2 
Reduced range of 

motion 
<0.008 

Table 1: Principle component features of gait waveforms 
that significantly differed (p<0.05) between groups.
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INTRODUCTION 
Sustained glides on the shoulder has immediate [1, 2] and 
short lasting effects [2], improving pain and increasing 
range of motion in patients with shoulder disorders. Our 
previous research has shown that clinician-administered 
sustained postero-lateral glide at the glenohumeral joint 
reduced muscle activity levels for supraspinatus, 
infraspinatus, middle and posterior deltoid muscle [3]. It is 
unknown whether a self-administered version of the glide 
leads to similar neuromuscular response.  

This study compared the effect of sustained clinician-
administered shoulder glide with self-administered glide 
(performed with a belt) on activity levels of scapular and 
glenohumeral shoulder muscles. 

METHODS 
This was a laboratory-based, cross-over, repeated measures 
design. Twenty-two asymptomatic participants completed 
movements with shoulder glide during active shoulder 
abduction, performed with a sustained glide under two 
conditions: (1) manually by a clinician (clinician-
administered) and (2) by themselves using a belt (self-
administered). Both by a clinician and by themselves. Seven 
shoulder muscles (upper and lower trapezius, supraspinatus, 
infraspinatus, posterior deltoid, middle deltoid, and serratus 
anterior) were monitored using surface electromyography 
(SEMG) during each of the two conditions. Muscle activity 
levels were monitored during shoulder abduction 
movements performed before, during and after clinician- 
and self-administered sustained glenohumeral glide. Due to 
lack of information in the literature regarding the post-glide 
effect on shoulder muscle activity, an arbitrary interval of 5 
minutes between the two experimental conditions was used 
to prevent any carry-over effect. Mixed-effect models for 
repeated measures were used for within- and between-
condition comparisons. 

RESULTS AND DISCUSSION 
Within-condition comparisons suggested that both 
interventions lead to reduced activity in most monitored 
muscles. The upper trapezius was the only muscle for which 
a main significant effect for condition on activity levels was 

found [2 (61)=9.9, p=0.007], which indicates that, overall, 
during the clinician-administered condition, upper trapezius 
muscle activity was 9.9% MVIC lower than during the self-
administered condition. No differences between clinician-
administered and self-administered glide at intervention and 
follow-up were found for the other monitored muscles 
(Table 1). There was no carry-over effect between clinician- 
and self-administered glide conditions with a five-minute 
interval.  

Table 1. Between-condition mean differences (95% confidence 
intervals). 

Self-administered vs
Clinician-administered glide 

Upper trapezius  
Intervention  -1.7 (-5.9 to 2.5) 
Follow-up -3.1 (-7.4 to 1.1) 

Lower trapezius 
Intervention  -0.7 (-5.9 to 4.4) 
Follow-up 1.5 (-3.6 to 6.6) 

Supraspinatus  
Intervention  3.0 (-0.6 to 6.7) 
Follow-up 0.6 (-2.3 to 4.3) 

Infraspinatus  
Intervention  -2.9 (-4.9 to -1.0) 
Follow-up -0.2 (-2.2 to 1.8) 

Middle Deltoid 
Intervention  -3.5 (-5.8 to -1.1)# 
Follow-up -1.0 (-3.4 to 1.3) 

Posterior Deltoid 
Intervention  -0.9 (-1.8 to -0.2)# 
Follow-up -0.3 (-1.1 to 0.5) 

Serratus anterior 
Intervention  4.3 (-1.9 to 10.6) 
Follow-up 6.2 (-0.1 to 12.5) 
#Interaction effect not significant. 

CONCLUSIONS 
In young, asymptomatic individuals, self- or clinician-
administered sustained glide reduced activity levels of most 
scapular and shoulder muscles monitored in this study, 
during shoulder abduction. This effect was observed only 
while the sustained glides were applied to the shoulder. At 
the immediate follow-up, muscle activity levels were similar 
to baseline measurements. 
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INTRODUCTION  
Manual therapy is part of shoulder rehabilitation 
programme, and joint mobilizations may impact on the 
mobility of glenohumeral joint and muscle recruitment 
pattern [1-3]. It is proposed that inferior glenohumeral joint 
mobilizations: increase the flexibility of non-contractile 
tissue (i.e. capsule and ligaments); and stimulate 
mechanoreceptors, reducing the inhibitory stimuli from 
mechanoreceptors to agonist muscles (in this case the 
abductor muscles) [2]. The effect of inferior glenohumeral 
mobilization on scapular and shoulder muscle activity 
remains unclear.  

This study aimed to: (1) the presence of any carry-over 
effect between interventions; (2) assess the immediate 
effects of shoulder passive accessory mobilization on 
shoulder and scapular muscle activity; (3) compare shoulder 
and scapular muscle activity response between mobilization 
and control conditions. Due to lack of information about the 
effects of shoulder accessory mobilization on muscle 
activity levels, we opted for non-directional experimental 
hypothesis that shoulder and scapular muscle activity would 
change following inferior shoulder mobilization.

METHODS 
This is a repeated measures, cross-over, pre-post 
intervention study with sample of convenience. Twenty-two 
participants, blinded to group allocation, took part in the 
study. Researchers delivering the intervention and 
processing the data were not blinded. The intervention 
consisted of two conditions: shoulder passive accessory 
mobilization and control. A five-minute interval was set 
between the two conditions. Participants were requested to 
perform 10 repetitions of shoulder abduction before (pre) 
and after (post) each intervention. Surface electromyography 
(sEMG) was used for recording muscle activity of upper and 
lower trapezius; anterior, middle and posterior deltoids; 
supraspinatus; infraspinatus; and serratus anterior. Previous 
research has shown that sEMG overestimates supraspinatus 
muscle activity, but in a repeatable manner [4]. Because the 
present study assessed within-muscle changes, the use of 
sEMG was considered appropriate for monitoring the 
supraspinatus muscle. 

Repeated measures mixed-model analysis of variance 
(ANOVA) was used to assess immediate changes in muscle 
activity levels following inferior shoulder mobilization. 
Statistical parametric mapping (SPM) was used for 
comparing muscle activity waveforms between control and 
mobilization conditions throughout the range of motion. 

RESULTS AND DISCUSSION 

There was no carry-over effect between interventions. No 
systematic changes in muscle activity levels were found 
between: (1) baseline and follow-up for each condition, at 
the concentric and eccentric phases of shoulder abduction; 
(2) control and mobilization conditions during the 
concentric and eccentric phases of shoulder abduction 
(Table 1). SPM results suggested no differences in muscle 
activity pattern between conditions. 

Table 1. Mean differences (95% confidence interval) in muscle 
activity change following the intervention between control and 
mobilization conditions. 
Muscle Concentric phase Eccentric Phase 
Upper trapezius -4.7 (-17.3 to 26.7) -9.3 (-25.4 to 6.8) 
Lower trapezius -6.2 (-16.1 to 3.6) -0.2 (-4.6 to 4.3) 
Supraspinatus -17.7 (-52.1 to 16.6) -11.3 (-37.6 to 15.0) 
Infraspinatus -1.5 (-5.9 to 2.8) -1.2 (-4.6 to 2.2) 
Anterior deltoid -17.6 (-52.8 to 17.5) -9.5 (-24.9 to 5.9) 
Middle deltoid -3.1 (-12.1 to 6.0) -3.4 (-9.2 to 2.4) 
Posterior deltoid -6.4 (-18.5 to 5.6) -3.4 (-10.9 to 3.6) 
Serratus Anterior -9.5 (-27.3 to 8.3) -8.3 (-18.9 to 2.3) 
Negative values = higher muscle activity levels observed during 
the control when compared to mobilization condition. 

CONCLUSIONS 
Inferior shoulder mobilization did not produce immediate 
effects on shoulder and scapular muscle activity. It is 
possible that the dose used was insufficient to generate an 
immediate neuromuscular response to the mobilization. 
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INTRODUCTION  
The authors have developed the electromyography 
computed tomography (EMG-CT), which provides the 
muscle activity distribution within a whole cross section of 
the forearm on the basis of surface EMG signals around the 
forearm and an EMG conduction model [1]. The muscle 
activities in the forearm were investigated during various 
finger and hand motions by using EMG-CT [2]. In clinical 
practice, Daniels and Worthingham’s muscle testing (D-W 
muscle testing) [3] is used for evaluating the functions of 
individual muscles. The external loading is applied to the 
patient by the hand and the individual muscle activity is 
evaluated from the resistance of the patient. The present 
study applies the EMG-CT to the upper arm muscles and 
aims to investigate the individual muscle activities in the 
upper arm during the D-W muscle testing for biceps brachii, 
brachialis, and triceps brachii. 

METHODS 
Five male subjects (24.0±0.8 years old) participated in the 
experiments. The surface EMG signals around the upper 
arm were detected with 40 pairs of bipolar electrodes 
embedded in a customized EMG-CT band (Harada 
Electronics, JP2016-131689A). The band was positioned at 
the distal one-third of the upper arm. An EMG conduction 
model in the cross section of the upper arm based on the 
relationship between surface EMG signals and muscle 
activity [1] was constructed using a circle cross-section with 
the measured circumferential length. In the model, the 
muscle region was divided into the muscle elements (1-5 
mm) by Voronoi tessellation. The muscle activity of each 
element (mA dipole/s･mm2) was calculated by minimizing 
the sum of the power of the differences between the 
measured and estimated EMG signals from the model by 
sequential quadratic programming method [1]. The external 
loadings were applied to the subject’s arm following to D-W 
muscle testing for the upper arm muscles [3]: elbow 
extension loading for biceps brachii (Figure 1(a)), forearm 
pronation loadings for biceps brachii, elbow extension 
loading for brachialis, and elbow flexion loading for triceps 
brachii. The subjects were instructed to maintain the initial 
posture against the external loadings. The loading was 
applied 5 s three times with 5 s intervals. The averaged 
muscle activity distribution during loadings was calculated. 

RESULTS AND DISCUSSION 
Figure 1(b) shows a typical muscle activity distribution in 
the upper arm during the elbow extension loading. The color 
scale was normalized with respect to the maximum value in 

the loading. During the loadings targeted to biceps brachii, 
high muscle activities were detected in the biceps brachii 
region. During loading targeted to brachialis, high activity 
was detected in the brachialis region. The activated regions 
of biceps brachii and brachialis could be divided 
significantly. Furthermore, during the loading targeted to 
triceps brachii, high activity was detected in the triceps 
brachii region. The individual muscle activity during the 
tests was clearly detected by EMG-CT, and high activities 
were not detected in the regions of bone and the other 
muscles. It suggests the validation of the EMG-CT method 
and the effectiveness of the tests based on anatomical and 
experiential knowledge. 

Figure 1: An example of (a) loading directions and (b) 
muscle activity distributions in Daniels and Worthingham’s 
muscle testing (D-W muscle testing). The elbow extension 
loading was applied for biceps brachii. The black and red 
arrows indicate the directions of the external loading and 
subject’s resistance, respectively [3]. Figure (c) shows a 
typical arrangement of muscles in the upper arm [4].  

CONCLUSIONS 
Individual muscle activities in the upper arm during Daniels 
and Worthingham’s muscle testing for biceps brachii, 
brachialis, and triceps brachii were clearly detected by 
EMG-CT, corresponding to each target muscle region in the 
cross section. 
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INTRODUCTION 
The glenohumeral (GH) joint is a multi-axial ball and 
socket synovial joint, which in combination with the 
acromioclavicular, sternoclavicular, and scapulothoracic 
joints, facilitates the movements of the upper limb [1]. 
Shoulder pain is a major worldwide health problem. 
Rotator cuff pathology is the most common cause of 
shoulder pain (40%), specifically shoulder impingement 
syndrome (SIS) [2]. Alterations in normal muscle 
activation has been suggested as a possible etiological 
factor for the development and persistence of SIS [3]. 
Electromyography (EMG) has been used to evaluate 
muscular activity examining planar shoulder movements 
(flexion, flexion, abduction, extension, internal and 
external rotation), however, these are only a small part of 
the range of motion over which the shoulder functions. 
There have been studies of muscle activity in more 
complex situations, but have little to do with the activities 
of daily living, in which complex movements demand 
interaction between all segments of the upper limb kinetic 
chain, with the activity of each segment influencing the 
response of the next. To perform a full shoulder 
assessment of its functional state it is not enough to 
measure the muscle strength and / or range of motion, it is 
also necessary to incorporate the upper limb as a 
functional unit under complex situations that are just 
appreciated during functional movements [4]. The aim of 
this study is to assess the normal muscles activity (timing) 
of upper limb region by using surface electromyography 
(SEMG), during dynamic elevation task based on activity 
of daily living. 

METHODS 
20 volunteers were recruited, 10W and 10M, aged 20 to 39 
years, without upper limb musculoskeletal disorders. In 
order to capture the 3D movement, an optic system (Vicon 
Motion System, Oxford, UK) with reflective set markers 
(Plug In Gait Vicon Nexus, Oxford, UK) was used for a 
complete body reconstruction. For surface 
electromyography records, a 16 electromyography’s 
channels (Delsys Trigno Wireless System, Boston, USA) 
were used for the acquisition. The recorded SEMG was: 
Upper Trapezium, Middle Trapezium and Lower 
Trapezium; Anterior Deltoid, Middle Deltoid and Posterior 
Deltoid; Serratus Anterior, Biceps Brachii, Triceps 
Brachii, Flexor Carpi Radialis and Extensor Carpi Radialis 
Longus. Each subject performed one shoulder reach task 
using 1 kg jar set above a shelf, built according to upper 
extremity functional assessment (FIT-HaNSA) protocol. 
The task started after a sound and visual sign, 500 ms 
duration, located on the shelf in front of the subject. Task: 
Take a jar on top shelf (eye level) and leave it on bottom 
shelf (anterior superior iliac spines level), performed at 
self-selected comfortable speed. Each subject performed 

five repetitions of this task. Statistical analysis software 
(IBM SPSS Statistics 24) was utilized to compute an 
Intraclass Correlation Coefficient (ICC) to statistically 
compare the reliability of each repetition and one-way 
analysis of variance (ANOVA) for the dependent variables 
of onset muscle. 

RESULTS AND DISCUSSION 
ICC showed high reliability. Figure 1 shows the results of 
Post hoc comparison procedure (Tukey) for onset 
activation of each muscle in relation to Anterior Deltoid. 
These results suggest changes in the onset of muscle 
activation during reach functional task. The shortest 
activation onset time occurred in upper and middle 
trapezium muscles and elbow flexors and extensor 
muscles. It is noted that during task, onset muscle 
activation was anticipatory to the movement for most of 
the assessed muscles. 

Figure 1: Muscle onset activation (* P < 0.05) 

CONCLUSION 
These results suggest that changes in muscle activation 
times show the existence of diverse strategies for 
controlling the movement of each joint involved in 
performing shoulder elevation tasks. Apparently, the 
velocity of elevation task performance was not a 
significant variable for this muscles activation pattern. 
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INTRODUCTION  
Shoulder overload injuries are a major problem in throwing 
sports [1]. Proprioception and adequate muscular activation 
are considered important for functional stability of the 
shoulder, and many prophylactic and rehabilitation exercises 
are aiming to improve these functions. The objective of the 
present study was to investigate the reliability of a new test 
of shoulder stability, defined as reaction to a sudden external 
perturbation, with the shoulder in a position similar to a 
throwing position. 

METHODS 
10 athletes (aged 17-19 yrs) were recruited. Maximal 
isometric internal rotation strength (MVIC) was measured in 
a supine position with the shoulder and elbow in 90° 
abduction and flexion, respectively, using a handheld 
dynamometer. Subsequently, the subjects were seated 
upright with the upper arm supported in 90° abduction in the 
scapula plane, the elbow in 90° flexion and the forearm 
vertical. From the back side of a firmly attached wrist band, 
a cable was directed around a pulley to an electromagnet 
with a load attached. The subject would hold the load 
slightly above the ground by a slight internal rotation of the 
shoulder joint to a vertical position of the forearm, and as 
such be in a position similar to a throwing position. At a 
random interval 1-3 second after lifting the load off the 
ground, the load was released and the shoulder would 
internally rotate. The subject was instructed to, as quickly as 
possible, to decelerate the internal rotation, thus simulating 
the situation after ball release in throwing. An accelerometer 
was attached to the wrist to record the movements. After 
integration of the acceleration data the time from release to 
the start of deceleration (reaction time, RT) was determined 
as the time to peak velocity. The time from the start of the 
deceleration to end of internal rotation, i.e. the instant of 
zero velocity was defined as deceleration time (DT). The 
total stop time (ST) was the sum of RT and DT, and by 
further integration of the velocity curve the total distance 
moved was obtained (D), and these parameters comprised 
both RT and DT as an overall measure of shoulder stability. 
After 3 practice trials, 5 test trials were performed. The tests 
were performed with two different loads corresponding to 
30 % MVIC (L30) and 50% MVIC (L50) in a randomized 
order between subjects. The tests were repeated one week 
after the first test, and Intra-Class Correlation Coefficients 
(ICC (2,1)) were calculated on the mean of the 5 trials for 
the different parameters and different loads. Student’s T-test 
were used investigate potential differences between pre- and 
post-test and load conditions. 

RESULTS AND DISCUSSION 
All ICCs were moderate but significant and ranged between 
0.71 and 0.86, with highest ICCs for DT and D for L50 
condition and highest ICCs for RT and ST in L30 conditions 

(see table 1). Only RT improved significantly indicating that 
there was a learning effect from pre to post test. Comparing 
L30 and L50 conditions, RT was on average 5 ms slower for 
L30 (p<0.05) compared to L50, which may be a result of a 
weaker stimulus to the proprioceptive organs detecting the 
start of the internal rotation. Thus, RT may serve as a 
parameter of proprioception in this test, and the slightly 
higher ICC in the L30 may indicate that a smaller load is 
more reliable for this parameter.  
On the other hand, DT was on average 7 ms faster for L50 
(p<0.05) and ST was shorter for L50 (p<0.01), despite the 
total distance traveled was 20 % longer (p<0.001). The 
ability to decelerate the internal rotation as fast as possible 
may depend on strength and rate of force development of 
the external rotators, which has been found to be important 
for prevention of shoulder injuries in sports [2]. The heavier, 
and thus more strength depending, L50 condition induces a 
higher internal velocity, and the observed shorter ST despite 
a longer D emphases the influence of fast and strong 
muscular activation. The slightly higher ICC for DT and D 
in the L50 condition may indicate that this condition is more 
reliable as a measure of explosive eccentric activation of the 
shoulder external rotators.  

Parameter Pre (SD) Post(SD) p ICC 95 % CI p 

L30 RT (ms) 94 (7.5) 89 (6.7) 0.02 0.78 .34-.94 .002 

L30 DT (ms) 70 (7.9)* 71 (9.7) 0.66 0.75 .27-.93 .004 

L30 ST (ms) 163(10)* 160 (12) 0.11 0.86 .54-.96 <.001

L30 D (mm) 18 (3)* 18 (4) 0.68 0.71 .18-.92 .008 

L50 RT(ms) 89 (7.4) 84 (7.9) 0.03 0.71 .19-.92 .007 

L50 DT (ms) 63 (5.7)* 64 (3.8) 0.35 0.76 .29-.94 .003 

L50 ST (ms) 152(10)* 148 (10) 0.14 0.76 .28-.93 .004 

L50 D (mm) 23 (4)* 22 (3) 0.10 0.81 .41-.97 .001 

Table 1. Mean values and ICC. * denotes significant 
differences between. L30 and L50 conditions at pre-test. 

CONCLUSIONS 
This new approach to testing shoulder stability during 
conditions more close to functional conditions was proven 
reliable. However, the RT, which likely depends more on 
proprioception, improved between tests, which may indicate 
that the subjects should need more practice trials before 
testing for this parameter. DT and D, which probably relies 
more on strength and rate of force development of the 
shoulder external rotators, were slightly more reliable for 
L50. Future studies will investigate the validity of this test. 
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INTRODUCTION  
In popular culture, skin wrinkles are the hallmark of ageing. 
This topic is therefore of significant social and scientific 
interest. Besides the cosmetic aspects, unveiling the 
underlying mechanical principles that condition the 
morphologies and patterns of wrinkles are essential in 
predicting how an aged skin interacts with its environment. 
Many products that interact with, support or protect human 
skin actually cause discomfort for the user and even 
irritation or damage to the skin. Examples include hygiene 
products such as diapers and incontinence products, 
electronic wearables that cause skin rashes as well as 
clinical straps and hoists used to move patients that cause 
shear-related skin injuries, and, in the most severe cases, 
medical surfaces that can lead to life-threatening pressure 
ulcers. Through adhesive and deformation-induced friction 
skin wrinkles play a central role in contact interactions [1]. 
During intrinsic and extrinsic ageing, the formation and 
evolution of wrinkles are conditioned by and alter the 
physical properties of the skin surface. From the view point 
of physics, wrinkles are the result of a complex interplay 
between adaptive material and structural properties as well 
as boundary and loading conditions [2] the skin is subjected 
to over a life time. 
The objective of this study was to investigate the structural 
role of the stratum corneum on the topographic 
characteristics of compression-induced skin wrinkles and 
explore their sensitivity to changes in relative humidity. 

METHODS 
Acquisition of the 3D surface topography of a 5 x 5 mm2 
silicone replica of a patch of human arm skin surface was 
performed using a Xyris 2000 TL laser profilometer 
(Taicaan Technologies, Southampton, UK). From the 3D 
grid of points a parametric 3D finite element four-layer skin 
model was built and developed in a customised 
computational environment implemented in Mathematica® 
(Wolfram Research, Inc., Champaign, IL, USA). The 
stratum corneum viable epidermis, papillary dermis and 
reticular dermis layers were assumed to be respectively of a 
0.02, 0.6, 1 and 1 mm thickness. Materials were assumed to 
obey a neo-Hookean constitutive law. To simulate the 
effects of alteration in relative humidity conditions 
variations of the ground state Young’s modulus of the 
stratum corneum were conducted (0.6, 6, 12, 60, 120, 240 
and 360 MPa) [3]. Wrinkle formation was induced by 
applying a 25% uniform uniaxial compression to one of the 
skin lateral faces. To handle the highly non-linear behaviour 
of surface instabilities a finite element path-following 
procedure based on an arc-length method was devised. 
Beside stress, strain, strain energy density, various surface 
metrics were calculated to evaluate the effects of stratum 
corneum stiffness on its deformed topography (e.g. RMS 
roughness, average and RMS wave length). 

RESULTS AND DISCUSSION 
The critical role of the ratio of elasticity between the stratum 
corneum and the underneath layers was demonstrated. As 
predicted by theoretical models of idealised multi-layer soft 
assemblies, as the stratum corneum stiffens (for example as 
a result of dehydrating conditions) the wave length and 
amplitude of surface wrinkles increase [1,4] (Figure 1). In 
these conditions, results also showed that strains in the 
stratum corneum significantly decreased because of the 
structural folding rather than stretching/compression of the 
surface. Period-doubling phenomena were also observed. 

Figure 1: Colour plots of strain energy density of the 
stratum corneum layer as a function of its elasic modulus 
after in-plane compression in the undeformed and deformed 
configurations. [Young’s modulus of stratum corneum: Left 
to right: top: 0.6, 12 and 60 MPa, bottom: 120, 240 and 360 
MPa]. 

CONCLUSIONS 
These results have important implications for the nature of 
contact interactions of the skin with counter surfaces as 
environmental conditions (e.g. relative humidity) change. 
Modifications of surface topography modulate the 
magnitude and directionality of skin friction [1] which in 
turns affect the likelihood of critical shear stress injuries. 
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INTRODUCTION 
Sitting for extended periods of time can compromise the 

health of gluteal soft tissues and may lead to discomfort or 

even injury [1]. The high mechanical loads and the 

associated large soft tissue deformation below bony 

structures such as the ischial tuberosities are major factors 

contributing to sitting related discomfort and injury [3, 4]. 

Access to data describing the deformation history 

throughout the transition between the extreme loading 

conditions may help develop a comprehensive 

understanding of how muscles and fat tissues deform under 

various sitting loads. To date, such data have only been 

published in single-subject studies or for loads that are too 

small compared to those experienced during sitting. Hence, 

the aim of this study was to quantify, using MRI scanning, 

the in-vivo, quasi-static deformation of gluteal muscle and 

fat tissues for a diverse sample of seated humans with focus 

on tissues below the ischial tuberosity. 

METHODS 

Ten healthy men within a diverse range of stature and body 

mass were scanned, while sitting in a recumbent posture, 

using a wide-bore MRI scanner. In each scan, the subject’s 

posture was supported by cushions placed behind the back 

and under the knees. The angle of the back support surface 

was 135ᵒ to forward horizontal (45˚ to vertical). The lower-

extremity support produced a 60˚ of knee flexion. The 

buttock area was supported by a pair of horizontal, flat, rigid 

boards, one under each buttock. Due to the reclined posture, 

a head support was provided. A belt was strapped around the 

subject’s knees to prevent body movement during the scans. 

Each subject was exposed to three loading conditions and a 

scan was taken for each of these conditions. In the first scan, 

the subject sat in a weight-bearing posture, with the left and 

right buttocks deformed by the subject’s weight. The second 

scan was taken after removing a 10-mm wooden block 

under the subject’s left buttock, which left it partially 

deformed. In the final scan, the non-weight-bearing posture 

was simulated by removing two additional wooden blocks 

under the left buttock, leaving all soft tissue layers 

undeformed. Each subject remained in each posture (after 

the blocks were removed) for approximately five minutes 

before the scanning started. A proton density sequence with 

inter-slice interval of 10 mm in the transverse plane was 

used for all scans. For each of the loading conditions, the 

thicknesses of muscle and fat tissues below the ischial 

tuberosity and the greater trochanter were measured from 

the MRI data. Tissue deformations from the weight-bearing 

to non-weight-bearing, and from partial-weight-bearing to 

non-weight-bearing conditions were calculated as 

differences between the undeformed and the fully deformed 

thicknesses, and differences between the partially deformed 

and fully deformed muscle and fat thicknesses, respectively.  

RESULTS 

Muscles and subcutaneous fat tissues of all subjects 

deformed the most below the ischial tuberosity. The mean 

(± SD) total deformation (from fully deformed to fully 

undeformed) of muscles and subcutaneous fat tissues below 

the ischial tuberosity were 17.7 mm (± 4.8 mm) and 4.3 mm 

(± 5.6 mm) respectively. The Gluteus Maximus muscle 

deformed the most in the transition from the partially 

deformed to the undeformed condition. The muscle further 

deformed while transitioning from the fully deformed to the 

partially deformed states (Figure 1). Fat tissues below the 

ischial tuberosity were deformed by a few millimetres while 

transitioning from the partially deformed to the undeformed 

state. However, fat thickness below the ischial tuberosity 

remained almost constant as the buttock transitioned from 

the fully deformed to the partially deformed states. 

Figure 1: box plots for soft tissue thicknesses below the 

ischial tuberosity (left) and the greater trochanter (right) for 

each of the studied loading conditions.  

DISCUSSION AND CONCLUSIONS 

The study revealed that muscles below the ischial tuberosity 

deformed during both phases from weight-bearing to non-

weight-bearing, while subcutaneous fat tissues deformed 

only from weight-bearing to partial weight-bearing 

conditions. This behaviour, observed across the entire 

cohort, suggests that the muscle strain will be more sensitive 

to changes in seat support surface and load distribution than 

strain in subcutaneous fat. 
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INTRODUCTION  
Mucous flow in a tracheal lumen is generated by the beat 
motion of ciliated cells to provide a clearance function by 
discharging harmful dust particles and viruses. Due to its 
physiological importance, the cilia-generated flow and the 
rheological properties of mucus have been investigated 
intensively [1]. The effects of viscosity on the cilia-
generated flow, however, have not been fully clarified. 
Moreover, no previous study has clarified the pump power 
generated by cilia, which provides important information 
with regard to understanding the molecular motor properties 
of cilia. In order to answer these questions, we measured 
ciliary motion and ciliary flow under various viscosity 
conditions in mice in this study [2]. 

METHODS 
Experiments were conducted with the approval by the 
Animal Ethics Review Board of Tohoku University. 
Respiratory epithelial tissues were dissected from female 
wild-type mice that were 6–10 weeks old. The experimental 
procedure followed our previous study [1]. 

In order to investigate the effect of viscosity, the sample 
specimens were suspended in L-15 medium with several 
concentrations of methylcellulose 400. The rheological 
properties of methylcellulose solutions were measured using 
a cone-plate rheometer. It is found that the rheological 
properties of the methylcellulose solutions were well 
expressed as a power-law fluid. 

RESULTS AND DISCUSSION 
We first measured the area ratio of ciliary cells in the 
trachea and main bronchus by visualizing the cell shape and 
cilia using phalloidin staining of f-actin and immune-
fluorescent analysis of acetylated-tubulin. Respiratory cilia 
were distributed sparsely in the airway surface, with no 
significant difference between the trachea and the main 
bronchus. 

Second, we observed ciliary motion using µPIV and a high-
speed camera equipped to a differential interference contrast 
microscope. As a result, the influence of viscosity on the 
ciliary beat frequency and the beat amplitude was revealed. 

Third, in order to elucidate the effect of the viscosity on 
cilia-generated flow, we used µPTV and observed the flow 
by a confocal microscope, and tracked fluorescent particles 
transported by ciliary motion. Fig. 1 shows trajectories of 
tracer particles during 1 second with two different apparent 
viscosities: 0.9 mPa.s and 76.9mPa.s The results illustrated 
that the velocity of cilia-generated flow decreased as the 
viscosity was increased in trachea and main bronchus.  

Last, measurements of both the ciliary flow and the ciliary 
motion were conducted to determine the cilia pump power. 

Our results indicated that the cilia pump during the effective 
stroke did not drive the ciliary flow efficiently under high 
viscosity conditions, though the ciliary force increased 
almost linearly with the viscous load. 

(a) 0.9 mPa.s 

(b) 76.9 mPa.s. 
Figure 1: Trajectories of tracer particles during 1 s with two 

different apparent viscosities [2] 

CONCLUSIONS 
We investigated experimentally, using both mouse trachea 
and bronchi, the effect of viscous load on ciliary motion and 
cilia-generated flow. The force induced by cilia to the fluid 
was directly discussed by combining the results of ciliary 
motion and cilia-generated flow. Our results indicated that 
the cilia pump during the effective stroke did not drive the 
ciliary flow efficiently under high viscosity conditions. The 
finding is necessary to resolve the clearance function. 
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INTRODUCTION  
Columnar epithelial cells are one of the most common cell 
types in the human body. They are involved in both normal 
and diseased body activity. Individual epithelial cells 
combine together to form a continuous sheet called an 
epithelium. Each epithelium has a contractile cross section 
located near the top surface of the cells. This cross section 
produces forces that help to control the movement of the 
epithelium. The contractile nature of the cross section arises 
from a ring of sub cellular circumferential contractile fibers 
that surround the circumference of each cell. The movement 
of the contractile cross section has been modelled using a 
number of approaches [1]. These approaches variously 
describe the movement of the epithelium based on forces 
produced by sub cellular structures in and around the 
contractile cross section and geometric constraints such as 
conservation of area. 

Here we investigated whether a contractile cross section 
model based only on circumferential contractile fibers can 
reproduce the movement of the columnar epithelium when 
perturbed by laser ablation of edges. We based our 
description of contractile fiber movement on work that 
investigates movement of contractile fibers as an individual 
system, which provides additional insights into how 
epithelium contractile fibers move. 

METHODS 
In our model we described the contractile cross section of 
the columnar epithelium using a force based vertex 
modelling approach. In this approach, the contractile cross 
section is described by a series of edges (representing cell 
peripheries where contractile fibers are located) and vertices 
(representing points where three or more cell meet). We 
then solved the overdamped equations of motion at each 
vertex [1], where the forces in each equation result from the 
cell edges connected to each vertex.  

We considered that each contractile fiber, and the edge of 
which it is a part, can undergo both stretching and 
contraction. We used an experimentally found engineering 
linear stress strain relationship [2] for stretching, and a 
linear contraction speed versus load relationship common in 
individual contractile fiber literature [3] for contraction. 
When the contractile fiber description was added to each 
vertex the final equation of motion was: 
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where x  is vertex location,   is damping, ConF  is

contraction force, A is cross section area, E is the modulus, 

dL is edge length, dmin,L
 
is edge minimum length, i  the 

two dimensions, d each edge of a vertex and v  the vertex 

number. We matched the model parameters to a primary 
dataset (from [4]), and then used those same parameters to 
predict a second dataset (from [5]) as validation. The 
geometry of each simulation was matched to the experiment. 

RESULTS AND DISCUSSION 
The model reproduced the experimentally determined 
qualitative movements of a laser ablated columnar 
epithelium (Figure 1a), specifically, anisotropic movement 
reducing with distance from the cut point. Quantitatively the 
model reproduced the overall sheet movement (Figure 1b) 
and the final movement of the severed edge (Figure 1c). The 
model, however, predicted that movement of the severed 
edge happened much faster than in experiments. The 
validation dataset had the same trends and quantitative 
matches (data not shown); though the final cut join 
movement could not be compared as it was not shown in the 
validation dataset. Taken together these results indicate that 
a contractile fiber based model can reproduce the majority 
of epithelium movements upon laser ablation. 

Figure 1: Simulation prediction of primary dataset. a) 
Vertex movement from just before severing to 350 seconds. 
Scale Bar: 5 microns. b & c) Average root mean squared 
and severed edge movement of sheet respectively. Solid line 
and grey are experimental movement (mean and three 
standard deviations). Dashed line is model prediction. 

CONCLUSIONS 
In this work we showed that a contractile cross section 
model based solely on circumferential contractile fibers can 
reproduce the majority of columnar epithelium movement 
upon laser ablation. 
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INTRODUCTION  
Plain or protein-coated synthetic materials are promising for 
the fabrication of advanced tissue engineered constructs. 
These materials are often based on engineered nano 
structures from different resources which are produced and 
post-processed for a broad spectrum of applications; skin, 
bones, or vessels scaffolds. To better understand the 
function of the components in the multi-hierarchical nano 
structure and the relationship with the growing cells, it is 
necessary to observe the materials at different scale levels. 
This brings several challenges as the nano structures are 
below the resolution limit of conventional visualization 
methods which are used with mechanical testing protocols, 
and also the mechanical protocols are often transferred from 
the fields of industrial material testing. Therefore, it is 
necessary to update or invent imaging and mechanical 
testing protocols which offer precise material identification 
for cell in vitro tissue engineering experiments. In this study, 
the electrospun polylactide (PLA) and polyactide-co-
glycolide nanofibrous (PLGA) membranes were coated with 
fibrin or collagen I, and then with fibronectin attached to the 
surface of these proteins. Finally the membranes were tested 
for their mechanical properties and spatial organization.    

METHODS 
The nanofibrous membranes in the Cell Crown inserts (n = 6 
for each group of scaffolds) were placed into the 
manufactured holder and secured against a tilt. Then the 
holder was fastened in the standard microscope stage (Leica 
DM2500, Leica, Germany) and the microscope condenser 
was replaced with a manufactured tooling that carried the 
low level force sensor Kistler 9203 (Kistler, Switzerland) 
with a spherical cup probe (Figure 1.1). Due to the 
construction of the DM2500 microscope, the force sensor 
can move independently on the stage in respect to the focal 
plane. First, the membranes were focused and imaged by the 
confocal microscope (objective 4x, image resolution 
1024x1024, pixel size 1.8 µm) to verify their structural 
integrity. Second, the camera started capturing the calibrated 
images (image resolution 1920x1440, pixel size 0.05 mm) 
of the membrane at 10 Hz repetition rate and the force 
sensor recorded the force changes at 100 Hz repetition rate. 
Finally, the force sensor with the probe moved towards the 
sample at the speed of 0.2 mm/s until the force value 
returned to zero. The deformation  of the nanofibrous 
membranes was evaluated in Matlab 2015a (Mathworks, 
USA) by image segmentation (thresholding and edge 
detection using Sobel filter). The stress in the membrane  
is based on static equilibrium and calculated from the force 
data  and deformation  as 

(1.1) 

or 

for 
. 

RESULTS AND DISCUSSION 
The puncture testing revealed a faster mechanical response 
of PLA membranes. At about 1 mm deformation, the 
direction changed dramatically and the PLA response is 
linear until rupture. On the other hand, the PLGA 
membranes reacted to loading gradually and reached 
significantly lower ultimate strength then PLA groups 
(Mann–Whitney U test, p = 0.032).  After the collagen 
modification, the membranes seemed to become brittle. The 
fibrin modification caused an upward trend in ultimate 
strength. However, there was not a significant difference at 
the ultimate strength when comparing all the modifications 
(Kruskal-Wallis test, p = 0.177). 

Figure 1: The puncture mechanical testing. The membranes 
mechanical response was plotted for each modification of 
PLA and PLGA as a polynomial fit for the mean values 
(thick colored line) and as the confidence bounds (thin 
dashed line). 

CONCLUSIONS 
The protein nanocoatings developed for this study on 
nanofibrous PLGA and PLA membranes has a major 
influence on the behavior of skin cells as well as on the 
mechanical behavior. For this reason, the new instrument 
was developed to measure the mechanical behavior of the 
nanofibrous material or the material with the cell culture. 
Thanks to this approach, it was revealed taht the collagen-
coating did not improve mechanical properties compared to 
fibrin-coating that showed an increase in the membrane 
stiffness. Thus the fibrin-coating could better resist 
contractile forces from fibroblasts than the collagen gel. 
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INTRODUCTION  
Muscle contractures are a common complication of stroke 
injury, characterized by an increase in muscle stiffness and a 
restriction of joint range of motion (ROM) [1]. Since 
contractures are interfering with motor recovery [2], muscle 
stiffness measurements are relevant to support treatment 
plans fighting against contractures. However, it remains 
unknown whether contractures are homogenous among a 
muscle group or if specific locations are more affected. This 
could be particularly important to propose targeted 
treatments on predominantly affected locations. Therefore, 
the purpose of the present study was use a previously 
validated protocol [3] to measure the shear modulus (i.e., 
index of stiffness) distribution of plantar flexor muscles 
using shear wave elastography (SWE) in stroke survivors 
and matched-controls.  

METHODS 
13 stroke survivors (8 men/5 women; age: 54.3±12.6 years; 
height: 170.0±6.5 cm; weight: 69.8±10.4 kg) and matched 
controls were recruited. Participants were lying supine with 
the knee full extended. Slow passive ankle dorsiflexions 
were performed from 40° of plantarflexion up to 80% 
maximal dorsiflexion ROM. The shear modulus was 
randomly measured using SWE [3] for the gastrocnemius 
medialis (GM x 3 probe locations), gastrocnemius lateralis 
(GL x 3), soleus (SOL x 2), flexor digitorum longus (FDL x 
1), flexor hallucis longus (FHL x 1), peroneus longus (PL x 
1) and main dorsi flexors tibialis anterior (TA x 1), and
extensor digitorum longus (EDL x 1). The same experiment 
was performed with the knee flexed, but only the results 
obtained knee extended are presented in this abstract. 

Due to skewed and non-normal distribution of data, Mann-
Whitney U tests were conducted to compare the shear 
modulus values between stroke survivors and matched 
controls: i) at the same ankle angle, corresponding to the 
maximal common ankle angle in dorsiflexion between each 
of pair of participants; ii) at 80% of the maximal ROM for 
each subject. Effect sizes were estimated using the General 
Mann-Whitney measure (θ) corresponding to the degree of 
discriminatory between two populations [4]. θ=0.5 gives a 
perfect concordance (i.e. equal distribution of the 
populations), and θ=0 or θ=1 no overlapping between the 
two populations.  

RESULTS AND DISCUSSION 
The analysis performed at the same ankle angle between 
pairs of participants (i.e. 22.6° in dorsiflexion) showed that 
the shear modulus values were consistently greater for 

stroke survivors than controls whatever the probe location 
on gastrocnemii muscles (all p-values<0.014, Figure 1). 
Differences also appeared for SOL muscle (SOLpro, 
p=0.009), FDL (p=0.006) and TA (p=0.031). Excepted for 
the TA, large effect sizes were found with θ consistently 
lower than 0.25.  

Figure 1: Shear modulus values for stroke survivors and 
controls, at the maximal common ankle angle. 

The analysis performed 80% of the maximal ROM in 
dorsiflexion (i.e. 16° and 28° for stroke survivors and 
controls, respectively) showed no significant differences in 
shear modulus (p>0.05) between both populations for all 
locations, excepted for TA (p=0.021, θ=0.23). This finding 
suggest that the increase in muscle shear modulus at a given 
angle is mainly due to retractions (i.e. decrease in slack 
length). A further analysis on slack angle [3] will be 
performed to discuss this point in more depth.  

CONCLUSIONS 
The first results obtained knee extended suggest that the 
gastrocnemii are predominantly affected, and that SWE is a 
promising tool to analyze muscle stiffness distribution for 
stroke survivors. 
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INTRODUCTION  
Technique related to time-frequency domain analysis of 
EMG signal is critical to understand muscle fatigue and the 
neuromuscular control strategies of the lower extremity 
muscles. As lower extremity involves biarticular muscles 
like hamstring, quadriceps, gastrocnemius and shank 
muscles, using the maximal voluntary contraction (MVC) 
technique to normalized the activation level of biarticular 
muscle during running gait cycle is a matter of concern due 
to the existing activation differences in force-length 
relationship of the working muscles [1] under dynamic 
contractions and their relative support contribution at 
different joint angle during running. It has also been said 
that finding the MVC level required complex approach as 
accompanying joint do support the particular muscle during 
dynamic contraction [2] whereas such support is restricted 
under static contraction which may change the activation 
dynamics either way. Considering such complex issue, this 
paper proposed a methodology to record the neuromuscular 
activity of the lower extremity muscles (RF, VL, BF, ST, 
GM, GL, TA) at the 4th minute of run during submaximal 
critical speed run to exhaustion for endurance recreational 
runners and to use that as a reference to normalize and 
understand muscle fatigue and its modalities in the lower 
extremity running mechanics. 

METHODS 
Total of 17 non-injured male recreational runners (age 
22.94±1.48 year, BMI 22.16±1.92, VO2max 57.63±5.46 
ml.kg-1.min-1) gave written informed consent. Total 2 testing 
sessions were conducted with a recovery period of 5-7 days 
in-between. Session 1 was used to determine the endurance 
pace, using anaerobic threshold of lactate 4.0 mmol. l-1. 
Session 2 was administrated to simulate endurance running 
and to collect EMG data using Trigno wireless EMG system 
for rectus femoris (RF), vastus lateralis (VL), bicep femoris 
(BF), semitendinosus (ST), gastro medial (GM), gastro 
lateral (GL) and tibialis anterior (TA) muscles whereas for 
lower extremity kinematic data (hip angle, knee angle, ankle 
angle, foot pronation), video data were recorded. Both data 
were recorded for 20 seconds after every two minute of run 
till volition exhaustion. 
Video data was digitized and joint angles were determined 
using ‘Kinovea’ software whereas EMG data was processed 
in ‘EMGWorks’. EMG signal was processed using 2nd order 
butterworth filter (35-500Hz cut-off frequency) for 
consecutive 5 running gait cycles after dc-offset removal. 
Cyclic analysis was carried using step detection algorithm to 
determine neuromuscular activation profile of each muscle 
during running gait (using 30 msec avg. window). Time 
dependent median frequency (TDMdPF) was determined to 
study fatigue dynamics of the lower extremity muscles. 
Following eq (1) represents the calculation for fatigue index 
(Fi), using first recording (TdMDPF1

st
 stage) as the reference 

to calculate muscle fatigue index with fatigue progression 
(shift in TDMdPF known as TDMdPFi).  

 sti 1 stage
Fatigue_Index= (TDMdPF /TDMdPF )-1 *100 .. Eq (1) 

RESULTS AND DISCUSSION 
Neuromuscular activation differences were observed in term 
of activation level and median frequency shift with fatigue 
progression. These alterations in neuromuscular activity 
were basically because of force fatigability relation of the 
working muscle, physiological status and sense of effort of 
the working muscles to determine level of impairment [3]. 
Finding of lower extremity muscles activation reported that 
the average trend of iEMG for the selected group of muscles 
(GL, TA) was observed to decrease, RF, ST and GM almost 
remain stable, VL and BF was observed to increase and ST 
did not report any change for the generalized data. 
Considering the ‘Fi’ of the quadriceps and hamstring group 
of muscles, hip angle reported a positive significant 
correlation with RF (r=0.316, p=0.005) and VL (r=0.188, 
p=0.025) whereas knee angle was not found to have a 
significant correlation. For the calf and shank, difference in 
iEMG of GM and GL muscles at midstance and propulsion 
phase of running gait cycle were observed. Such relative 
difference in GM and GL during heel off at externally 
rotated and internally rotated feet position were also 
reported by Riemann et al. [4] and it can be concluded that 
altering foot position during heel-off will prompt varying 
degrees of GM and GL activation, as reported in this study. 
Results reported significant correlation between pronation 
and fatigue status of GL (r=-0.169, p=0.05) and non-
significant with GM (r=0.114, p=0.214) muscles.  Ankle 
angle was also found to have a negative correlation with TA 
(r=-0.365, p=0.0001) which shows that reduce TA activity 
due to fatigue will increase the ankle angle at midstance and 
hence may reduce the impact energy absorption during 
landing at ankle joint due to reduced tibialis activity. 

CONCLUSIONS 
The results of present study suggest that studying 
neuromuscular fatigue behavior in lower extremity during 
endurance running through proposed data analysis technique 
result in better understanding of neuromuscular changes 
with fatigue progression and explain its interaction with 
joint mechanics. However, more studies are needed to 
support the observed findings in order to establish the 
proposed data analysis technique widely acceptable. 
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INTRODUCTION  
The accurate and consistent measurement of kinematics is of 
primary importance to the sports biomechanics community. 
The wide spread use of marker based motion capture 
systems has made the ability to collect and process large 
amounts of movement data more prolific than ever. 
However, marker occlusion, marker placement, soft tissue 
movement and other errors can all affect the quantification 
of kinematics obtained using motion capture. Thus, our 
ability to detect real and meaningful changes in kinematics 
can be limited by the effects of these motion capture errors.  

Of interest to this research were the errors in kinematics 
introduced by the removal and re-application of motion 
capture markers in essentially the same location, for instance 
between multiple testing sessions. In these situations, shifts 
in joint angle trajectories between sessions of up to 10° have 
been observed [1]. Furthermore, the minimal detectable 
change in healthy gait kinematics measured on two separate 
occasions has been reported as between 3-5° depending on 
the joint [2]. The current study used different artificial 
conditions to determine the effect of removing and 
reapplying motion capture markers on the resultant 
kinematics.  

METHODS 
Testing used a golf robot as a convenient mechanical system 
with well-defined joints. Fixtures were fitted to the surface 
of the golf robot which provided different surfaces on which 
to attach 12mm spherical retro-reflective markers. A four-
camera motion capture system (Oqus 3+, Qualisys, 
Gothenburg, Sweden), measuring at a capture frequency of 
500Hz, was used to capture the movements of the markers. 
The conditions tested were: markers adhered directly to the 
surface of the robot, markers adhered to a fixture attached 
the surface of the robot using screws and cable ties and 
markers adhered to gelatin molded onto the fixture. Thus, 
each condition added a level of compliance to the rigid links 
of the underlying system. 

For each condition, the test procedure was as follows; First 
markers were applied to the system and a static trial of 1 
second was collected. Movement trials were then taken to 
determine the location of functional joint centres for the 
kinematic model [3]. A reference movement was then 
recorded. The process of static trial and functional joint 
trials was then repeated 6 times with all the markers left in 
place and 6 times with a subset of markers removed and 
replaced in between trials. The subset of markers which 

remained in in place were not used in the joint centre 
calculations or in the kinematic model. Instead they allowed 
the joint coordinate systems calculated from the removed 
markers to be tracked during the reference movement, 
despite markers being replaced between the two trials. 

Marker trajectories were labelled and exported into Visual 
3D (C-Motion, Germantown, MD) and a kinematic model 
constructed for each trial using the replaced markers. The 
joint coordinate systems from these models were tracked 
with the static markers and applied to the reference 
movement. This way only the differences in kinematics 
caused by the removal and re-application of markers was 
observed. Joint angles, the positions of all replaced markers 
and the positions and orientations of the local coordinate 
systems based these markers were calculated in the 
appropriate static coordinate system and data exported to 
Matlab (R2015b, Mathworks, Natick, MA). 

RESULTS AND DISCUSSION 
In all conditions, the standard deviation of marker position 
was below 1.5 mm depending on the marker location. Under 
the first condition, where the markers were adhered directly 
to the surface of the robot, the functional joints approach 
proved successful at minimising the difference between 
trials where the markers were replaced. However, in 
conditions where there was compliance added to the system, 
both with the fixture and the gelatin, offsets in joint angle of 
up to 10° between trials was observed.  

CONCLUSIONS 
These results suggest that, in situations where markers are 
removed and re-applied, shifts in joint angle data can occur 
due to slight differences in marker location combined with 
the underlying compliance of the system being studied. 
These shifts can occur even when the kinematic model uses 
functional joint centres calculated from movement trials. In 
situations where markers have been removed or replaced 
between sessions, it may be more appropriate to study the 
difference in shape between curves, as opposed to the 
distance between curves or absolute joint angle. 
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INTRODUCTION  
Drilling is one of the commonly used surgical procedures 
involved in most of the orthopaedic surgeries. Controlling 
the force to prevent drill-bit breakthrough, excessive heat 
generation and mechanical damage are of great importance 
in orthopeadic surgery. In this work, ten freshly harvested 
adult cadaveric human femurs were used for the 
experiments. Three levels of spindle-speed (500, 1000, and 
1500 rpm) and feed-rate (40, 60, and 80 mm/min) with 3mm 
diameter drill-bit were considered for the experiments. 
Multiple linear regression model with 5% significance level 
(p < 0.05) was developed to estimate the cutting force. A CT 
image based reconstruction which could store and retrieve 
the cutting force data depending upon the anatomical 
locations was developed. The proposed method could 
accurately estimate the cutting force from the CT data sets 
and can give idea to surgeon before real-time surgery.  

METHODS 
Ten adult cadaveric human femurs free from fracture and 
disease were collected in the 58 to 70 age group. SIEMEN 
SENSATION® CT scanner was used to scan the femurs and 
the data sets of the femurs were saved in the protocol for 
further analysis. The proximal head and condyle portions of 
each femur were removed and only the shaft portions of the 
femurs were considered for experiments. Two parameters 
(speed (s) and feed (f)), each at three levels were considered. 
The cutting forces developed at the drilling sites were 
recorded with a six-component KISTLER® dynamometer. 
The cutting force generated for the 9 sets of parameters (40 
mm/min and 500 rpm, 40 mm/min and 1000 rpm,.…….., 80 
mm/min and 500 rpm, and 80 mm/min and 1000 rpm) were 
investigated in the radial direction of the proximal-
diaphysis, mid-diaphysis and distal-diaphysis regions to 
account the variations of apparent density ( a ) considered 

from grey to black. Totally 135 (9-sets of parameters X 3-
anatomical regions X 5-drills) holes were drilled and the 
corresponding forces were recorded. Pearson linear 
coefficient estimated between cutting force and spindle-
speed (r = 0.87) and feed-rate (r = 0.83) show strong 
positive correlations. But, it shows a moderate positive 
correlation between cutting force and apparent density (r = 
0.72). By employing multiple regression analysis on force 
versus speed, feed, and apparent density, a linear correlation 
model was established. Then the cutting force required to 
drill the cortical bone in the radial direction can be 
expressed as follows:  

 a(N) 0.33 0.016 15.60                                (1)cF f s   

To validate the protocol developed in this work, 72 years old  
male was considered and the CT data sets of the right femur 
obtained were loaded in MATLAB ®. After calibration [1], 
the relation between CT number in Hounsfield unit (HU) 
and cortical bone apparent density in 3g cm was established 

[2]. Then the mean CT number was computed for 135sites 
randomly. By using the equation (1), the cutting force 
required to drill the cortical bone was estimated for each site 
and the typical femur was reconstructed with 3 mm X 3 mm 
X 3 mm voxle. Then the geometric model was developed 
and constructed with force data. In this work, the voxel size 
was decided based upon the drill-bit diameter (3 mm) and 
depth of hole drilled (3mm) in respect of the drill-bit axis. 

RESULTS AND DISCUSSION 
It was observed that the increase in cutting force was 
increased linearly, when feed-rate, spindle-speed and 
apparent density increased (Figure 1). Because of the 
distribution of high apparent density in the mid-diaphysis 
region of the femur, the magnitude of cutting force required 
to drill was more compared to proximal and distal diaphysis 
regions. Moreover, the influence of spindle-speed on cutting 
force was more followed by feed-rate and apparent density. 

Figure 1: Force versus speed, feed and apparent density. 

CONCLUSIONS 
Owing to the orientations of large number of pores in the 
longitudinal direction, force required to drill in that direction 
was less followed by radial and circumferential directions. 
Also, chance to get drill-bit breakthrough, osteonecrosis and 
damage to bone were more in the mid-diaphysis region. 
Thus the regression model developed in this work can give 
idea to surgeons about the required cutting force before 
performing real-time surgical operations in the radial 
direction for a fixation of plate specific to a bone site. 
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INTRODUCTION  
Diastasis recti abdominis (DRA) refers to a musculoskeletal 
condition in which the horizontal distance between the 
middle edges of both rectus abdominal muscles, the Inter 
Recti Distance (IRD), is increased above a certain value. 
The IRD is equivalent to the width of the linea alba, widens 
during pregnancy, and at 6 months postpartum many women 
have not recovered[1]. There are normative values on the 
width of the linea alba for nulliparous women [2]:up to a 
width of 15 mm at the xiphoid, up to 22 mm at 3 cm above 
the umbilicus and up to 16 mm at 2 cm below the umbilicus. 
However, to date there are few studies about the normal 
width of the IRD in pregnant and postpartum women. 
Normative reference values for the IRD in primiparous 
women are important to identify deviation from normal and 
evaluate response to treatment.  
The purpose of this study was to evaluate the width of the 
linea alba, i.e. the IRD, measured at three reference points in 
order to establish normative data for IRD in pregnant and 
postpartum (6 months) primiparous women. 

METHODS 
This was a cross-sectional observational study. Ultrasound 
images were recorded in 84 primiparous women with a 12 
MHz scanner (GE Logic-e) in a lying supine rest position, at 
three locations on the linea alba: one below the umbilicus; 2 
cm below (BL2) and two above the umbilicus; 2cm (AB2) 
and 5 cm (AB5). The measurements were made in the third 
trimester of pregnancy (>37 gestational weeks), and at 6 
months postpartum. The 20th and 80th percentiles were 
calculated to define the normal width of the IRD. Specific 
software (SPSS 20) and a significantly level of p<.05 was 
used for statistics. 
RESULTS AND DISCUSSION 
The mean age of the 84 participants was 32.1 years (range 
25-37) and 81% of the women had undergone university 
education. They gave birth at mean gestational week 38.8 
(range 37-41). 61.9% had vaginal delivery and 38.1% had 
cesarean sections, and the mean birth weight was 3130 
grams (range 2300 to 4000). 
At gestational week 37 the mean IRD was 64.6 mm (SD 
19.0) and ranged from 22.1 mm to 126.0 mm at rest on 
measurement 2 cm below the umbilicus, with a prevalence 
of DRA of 100%. 
The results revealed a broad range of values at the three 
reference points measured (Table 1). There was no 
significant correlation of age or body height with the widths 
of the linea alba. There was no correlation between body 
weight and body mass index with the widths of the linea 
measured at the 3 reference points during pregnancy. There 
was a weak, positive correlation between body weight and 
body mass index with the widths of the linea at AB5 at 6 
months postpartum (r = 0.3). The linea alba was widest at 
AB2 reference point in pregnancy and postpartum (86 mm 
and 28 mm respectively). During pregnancy, the width AB2 
was significantly greater than that at AB5 (P < 0.001). At 6 
months postpartum the width at AB2 was significantly 

wider than at BL2 and AB5 (P < 0.001).  The 20th, 50th, 
and 80th percentiles are listed in Table 1. The 20th and 80th 
percentiles were calculated to define the normal width of the 
linea alba. These values indicate that the linea alba width 
can be considered ‘‘normal’’ during pregnancy from 49 to 
79 mm at BL2, from 54 to 86 mm at BL2 and from 44 to 79 
mm at AB5. At 6 month postpartum, the linea alba width 
can be considered ‘‘normal’’ from 9 to 21 mm at BL2, from 
17 to 28 mm at AB2 and from 12 to 24 mm at AB5. 

Table 1: The 20th and 80th percentiles calculated to define 
the normal width of the Linea Alba (in mm) at three 
reference points (AB2, AB5, BL2) in pregnant and 
postpartum women (n=84). 

Percentiles 
20% 50% 80% 

Pregnancy 
AB5 44 59 79 
AB2 54 64 86 
BL2 49 63 79 

Postpartum 
AB5 12 17 24 
AB2 17 22 28 
BL2 9 14 21 

AB2 and AB5: 2cm and 5cm above umbilicus 
BL2: 2cm below umbilicus 

CONCLUSIONS 
The IRD varies along the linea alba. The normative values 
for the width of the IRD should be defined at different 
reference locations on the linea alba. In primiparous women, 
the IRD may be considered “normal” up to values wider 
than for nulliparous women. 
In clinical practice physiotherapists need to identify the 
different normative values for the IRD, depending on 
different conditions (e.g. parity), so that deviations from 
normal are accurately accessed. Further studies with larger 
sample sizes are warranted. 
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INTRODUCTION  
Incidence of congenital hearing loss is as high as one in 800, 
and congenital hearing loss brings about serious language 
disorder. Currently, congenital hearing loss is usually 
detected in neonatal period. However, the inner ear is 
developed and is completely formed from 22 weeks 
gestational age (GA) to 28. If fetal hearing screening is 
therefore possible, early recognition of congenital hearing 
loss and development of early treatment might be possible. 
In this study, we measured piezoelectric vibrator-stimulated 
potential (PVSP) on the surface of the maternal abdomen in 
order to examine hearing ability of fetuses.  

METHODS 
Bone conduction is more effective sound transmission way 
for fetuses than air conduction [1]. We therefore developed 
a sound stimuli system via bone conduction equipped with a 
piezoelectric vibrator. This system consists of a function 
generator (WF1944, NF Corporation), a piezo driver (As-
904, NF Corporation), and a piezoelectric vibrator 
(AE1414D16F, NEC Tokin). The relationship between the 
input voltage applied to the piezoelectric vibrator and the 
sound pressure generated in the uterus was evaluated using a 
physical model made by a sponge plate and a plastic case [2] 
and a finite-element model of the uterus. The vibrator was 
placed on the surface of the maternal abdominal wall just 
above the fetal temporal bone. Intrauterine environmental 
sound is composed of lower frequencies than 500 Hz, and 
the intensity is increased from 20 dB to 50 dB as the 
frequency becomes lower [3]. Therefore, tone burst sound 
stimuli (2 kHz, 70 dB) were delivered through the 
piezoelectric vibrator. The duration of sound stimuli was 2 
ms, and the stimuli were applied every 100 ms intervals. 
The data of potential waves were averaged over 1000 times 
using a Neuropack EMG/EP measuring system (Nihon 
Kohden). Two recording electrodes were placed on the 
surface of the abdominal wall above the fetal head, and the 
reference electrode was placed on the femur which is 
considered to be not affected by brain waves of the fetus 
(Fig. 1 (a)). The PVSP responses were measured in 13 
healthy pregnant women in the period of 33 to 38 weeks GA. 
To enhance reproducibility of the PVSP responses, each 
subject was measured three times.  

Correlation factors were calculated between the three PVSP 
curves and the similarities of these curves were evaluated to 
detect auditory evoked response from the PVSP. The 
correlation coefficients of combinations of two of the three 
potential curves were calculated in each short time segment. 
Then, if the three correlation coefficients were positive and 

the average of these correlation coefficients exceeded 0.4 at 
a certain moment, the PVSP were considered as auditory 
evoked response.  

RESULTS AND DISCUSSION 
Auditory evoked responses were detected 17 out of 19 
subjects, and the detection rate was 89.5%. Figure 1 (b) 
shows an example of the measurement result at 38 weeks 
GA. The upper figure shows three original waves and the 
lower figure shows the time variation of the average of the 
three correlation coefficients. The auditory evoked response 
appeared with a latency of 10 to 12 ms. Moreover, focusing 
on 35-37 weeks GA, the average of the latencies in 35-36 
weeks GA fetuses are longer than that in 37 weeks. This 
tendency is similar to the characteristic of auditory evoked 
response in preterm infants [4]. 

CONCLUSIONS 
In order to examine hearing ability in fetuses, PVSPs were 
measured on the surface of the maternal abdomen. As a 
result, auditory evoked responses were detected 17 out of 19 
subjects. The average of the latencies of the auditory evoked 
responses to the stimuli in 35 - 36 weeks GA was longer 
than that in 37 weeks. 
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Figure 1: (a) Measurement system of piezoelectric vibrator-
stimulated potential. (b) Example of measured potential 
curves and time variation of the average of the correlation 
coefficients in 38 weeks gestational age. 
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INTRODUCTION  
Although early diagnosis and treatment of hearing disorders 
in neonates are highly effective for realization of linguistic 
competence and intellectual development, the diagnostic 
accuracy in the initial period of life is low.  Tympanometry 
has generally been used to diagnose middle ear dysfunction. 
Conventional tympanometry with a probe tone of 226 Hz 
has been acknowledged as a reliable method for adults and 
children [1,2].  However, this method has proved to be 
inaccurate in the diagnosis of infants younger than 7 months 
of age [3-6].  In the present study, therefore, an attempt was 
made to evaluate the difference in the dynamic behavior of 
the hearing apparatus between neonates and adults using a 
sweep frequency impedance (SFI) meter, which was 
developed for measuring dynamic characteristics of the 
middle ear in adults and children in our previous study [7,8]. 
Based on these data, the effects of the difference in the 
dynamic behavior of the hearing apparatus between 
neonates and adults on tympanometry were investigated. 

METHODS 
The SFI meter (Fig. 1) measures the sound pressure level 
(SPL) in the ear canal when a sound of the sweeping 
sinusoidal frequency from 0.1 to 2.0 kHz is presented to 
such canal under positive and negative pressures.  The 
resonance frequency (RF) and the mobility of the middle ear 
in terms of changes in SPL (ΔSPL in dB) can be measured. 
The tests were performed in 10 ears of 9 Japanese neonates 
and 4 ears of 3 Australian neonates. 

To investigate the dynamic characteristics of the neonatal 
external ear canal, a finite-element model of the neonatal ear 
canal was developed.  Modal analyses were then performed 
using this model. 

A graph obtained by tympanometry, called a tympanogram, 
expresses acoustic admittance Y = {jωΔV / (PREF × 
10SPL/20)} × 108 [mmho] as a function of static pressure 
applied to the ear canal.  Since a variable SPL can be 
measured by using the SFI meter at frequency range from 
0.1-2.0 kHz, the acoustic admittance Y with a different 
probe-tone frequency can be calculated within such range. 

RESULTS AND DISCUSSION 
The SPL curve for adults greatly varies at a frequency of 
about 1 kHz [9], reflecting the resonance of the middle ear. 
Interestingly, however, two variations of the SPL curve, one 
at around 0.3 kHz and the other at around 1.2 kHz, were 
observed in healthy neonates.  This result suggests that there 
are two vibrating elements in the neonatal auditory system, 
possibly including the external and middle ears. 

Figure 1: Schema of the SFI meter.  This meter consists of a 
personal computer, an AD/DA converter, a probe, a stepping 
motor, a syringe pump and a pressure sensor.  From the 
probe, a sweeping sinusoidal sound and static pressure were 
delivered to the external ear canal in neonates. 

Modal analyses of the constructed neonatal ear canal model 
revealed that there is a resonance at ~0.3 kHz, suggesting 
that the first variation of the SPL curve found in neonates 
may be related to the resonance of their external ear canal. 

Tympanograms were numerically derived from the SPL 
curves obtained from healthy neonates, the tympanogram 
being found to show type A and type M when the test 
frequency was lower and higher than the resonance 
frequency of the ear canal wall (~300 Hz), respectively. 
This result suggests that conventional 226-Hz 
tympanometry in neonates is possibly affected by the 
resonance of the ear canal wall. 

CONCLUSIONS 
There were two variations in the SPL curve at around 0.3 
kHz and 1.2 kHz in neonates, which is significantly different 
from those reported in adults.  The first and second 
variations may possibly be related to the resonance of the 
external ear canal wall and the middle ear, respectively.  The 
application of conventional 226-Hz tympanometry to 
neonates results in either a type-A or a type-M 
tympanogram due to the ear canal wall resonance, leading to 
inaccurate diagnosis in neonates. 
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INTRODUCTION  
Single-frequency (220 or 226 Hz) tympanometry is widely 
used for diagnosis of middle-ear diseases.  In infants, 
however, conventional tympanometry often indicates middle 
ear abnormality when measuring otherwise normal middle 
ears (Keefe et al., 1996) [1], suggesting a need to develop 
measurement techniques for the neonatal population. 

We have developed a Sweep Frequency Impedance (SFI) 
meter which can measure the dynamic behavior of the 
middle ear by sweeping frequency tones from 100 to 2000 
Hz to screen for neonatal middle-ear diseases (Wada et al., 
1998; Murakoshi et al., 2013; and Aithal et al., 2014) [2-4]. 
In addition, computational modeling approach showed that 
the dynamic characteristics of the neonatal ear using a newly 
constructed Finite Element (FE) model is consistent with 
SFI measurements and is thus a viable representative model 
for the neonatal ear (Hamanishi et al., 2014, 2015) [5-6].   

Merchant et al. (2015) [7] recently reported that Power 
Reflectance (PR) measurements have potential for the 
diagnosis of inner-ear dysfunction (e.g., superior 
semicircular canal dehiscence) as well as middle-ear 
dysfunction by sweeping frequency tones up to 6 kHz.  

Our working hypothesis is that our SFI measurement for 
neonates can be applicable up to 6 kHz.  As the first step 
toward improving our understanding of the sensitivity and 
specificity of SFI measurement for clinical use, we tested 
this hypothesis by simulating middle-ear admittance (YME), 
PR, and SFI up to 6 kHz using the FE model.  We also 
simulated some middle- and inner-ear dysfunction.  

METHODS 
Figure 1(a) shows the proposed FE model of the neonatal 
ear.  Many studies have shown that the neonatal tympanic 
membrane and middle-ear ossicular morphometry are 
adultlike (Dahm et al., 1993) [8].  Geometries of the ear 
canal and adult middle ear were therefore constructed based 
on FE models by Qi et al. (2006) [9] and Cai et al. (2010) 
[10], respectively. The middle-ear model geometry is based 
entirely on a 3D reconstruction obtained by microCT 
imaging. 

We solved the acoustic-structure interaction formulations 
using COMSOL Multiphysics (www.comsol.com). A 
constant-volume displacement (equivalent to 80 dB SPL at 
1.0 kHz in a 2 cc cavity) was applied to the entrance of the 
ear canal, and YME and PR were calculated for model 
validation.  In the SFI simulation, the resonance frequency 
(RF) and change in canal pressure around RF for the 
following conditions were calculated at 0 daPa ambient 
static pressure: (1) normal, (2) immobilized stapes (stapes 
fixation), (3) no stapes load (ossicular chain separated at the 
ISJ), and (4) higher- and lower-cochlear impedance. 

(a)    (b) 

Figure 1: A FE model of the neonatal ear.  (a) The middle 
ear includes the malleus (M),  incus (I), stapes (S), malleus–
incus joint (MIJ), incus-stapes joint (ISJ), footplate of the 
stapes (FP), tympanic membrane (TM), tensor-tympani 
tendon (TT), anterior ligament of the malleus (AL), lateral 
ligament of the malleus (LL), posterior incus ligament 
(PIL), stapes annular ligament (SL), and tympanic 
membrane annular ligament (TMA).  (b) Frequency 
characteristics of sound pressure level (SPL) at the entrance 
of the ear canal in normal, diseased middle-ear and inner-ear 
conditions.  

RESULTS AND DISCUSSION 
Simulated YME and PR are consistent with previous 
measurements by Keefe et al. (1996), even at 6 kHz.  SFI 
simulation showed a significant difference between normal 
and diseased middle-ear conditions around 1 kHz, which 
was related to resonance of the middle ear.  Changes in 
cochlear impedance induced sound pressure variation 
around 1 and 2 kHz in simulated SFI.   
 
CONCLUSIONS 
SFI simulation up to 6 kHz using the FE neonatal ear model 
indicated that a “wideband” SFI meter can possibly be used 
to screen for inner-ear as well as middle-ear dysfunctions. 
Further calculations in various inner-ear conditions are 
needed. 
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INTRODUCTION 
Mechanical stimulation generated by fetal kicking and 

movement is known to be important for prenatal 

musculoskeletal development [1], particularly joint shape 

formation [2]. Significantly, abnormal joint shape leads to 

increased risk of osteoarthritis in later life [3]. 

Developmental dysplasia of the hip (DDH) is a common 

joint shape abnormality [4], with risk factors being 

associated with restricted fetal movement, such as fetal 

breech position [5]. Evidence suggests that movements late 

in gestation are particularly important for normal hip joint 

development, as even short term breech positioning at this 

stage is associated with an increased risk of DDH [5]. In this 

study, we investigate the biomechanics of fetal movements 

over gestational time by modelling fetal movements in utero 

captured using novel cine-MRI technology.  

METHODS 

Using in-house custom-designed tracking software [6], joint 

displacements during fetal kicking were tracked from each 

cine-MRI scan (Figure 1a). A finite element (FE) model of 

the reaction force resulting from the displacement of the 

uterine wall was generated, comprising a probe of fetal 

cartilage (E=1.1 MPa, ν=0.49), a thick uterine wall (E=586 

kPa, ν=0.4), and two components of the thin fetal 

membrane; the amnion (E=21 MPa, ν=0.4) and the chorion 

(E=2.3 MPa, ν=0.4) [7-9]. 

The data obtained from these two steps were applied as 

boundary conditions for a musculoskeletal model of the fetal 

leg in OpenSim (Figure 1a) [10]. These data were generated 

from observed kicks of fetuses at around 20, 25 and 30 

gestational weeks (n=6 or 7 per group; 19 in total). 

Finally, these forces were applied to geometries of fetal 

bones generated from post-mortem MRI and CT scans 

(Figure 1b), allowing characterisation of the mechanical 

stimulation experienced by fetal limb tissues during kicking, 

at each gestational age. 

RESULTS AND DISCUSSION 

It was found that maximum displacement of the uterine wall 

due to kicking ranged from 6–14 mm over the 10 week 

period. These conditions resulted in maximum predicted 

forces of 6.9 N, 7.6 N and 8.8 N generated by the rectus 

femoris, gluteus medius and biceps femoris muscles, 

respectively. It was found that the maximum stress and 

strain stimulation both increased with gestational age, 

increasing from 0.8 kPa and 0.06% at 20 weeks to 6.1 kPa 

and 0.3% at 30 weeks (Figure 1b). 

Figure 1: (a) Musculoskeletal model superimposed on a 

cine-MRI scan of a fetal kick, and (b) the resulting stress 

stimulation of the lower limb 

This study provides a new insight into the biomechanical 

environment in utero, through the use of cine-MRI data of 

fetal movements. This research represents the first 

quantification of changes in biomechanical stimulation in 

the fetal skeleton with gestational age due to movements in 

utero, elucidating a potential upward trend in mechanical 

stimuli. This increasing trend with gestational age is 

important, as restricted leg movements late in gestation 

(such as occur with fetal breech) increase risk of DDH. 

CONCLUSIONS 

This novel computational pipeline enables us to characterise 

patterns of stimulation in utero, which cannot be achieved 

experimentally. Further analysis of the observed trends in 

developmental biomechanics may shed new light on the link 

between fetal biomechanics and anatomy, and thus inform 

future preventative or rehabilitation measures for neonatal 

joint conditions. 
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INTRODUCTION  
Painful disorders involving the temporomandibular joint 
(TMJ), including osteoarthritis have a prevalence ranging 
from 16-59%[1]. TMJ replacement surgery is the established 
treatment for end-stage TMJ osteoarthritis; however, current 
TMJ prosthetic implant designs face a range of problems 
including fracture, screw loosening, and mandibular nerve 
damage. The aim of this study was to develop, test and 
implant a personalised prosthetic TMJ into a patient with end-
stage osteoarthritis of the TMJ. This joint replacement is an 
improvement on existing ‘off-the-shelf’ components, since it 
was designed to conform to the anatomy of the patient’s 
mandible, while avoiding the mandibular nerve. A secondary 
aim was to use musculoskeletal modelling to assess 
functional performance of the joint replacement by 
comparing the modelling results to that of the Biomet 
Microfixation prosthetic TMJ implanted in the same patient. 

METHODS 
A female subject (age: 58 yrs, weight: 69 kg) with 
symptomatic and radiographic osteoarthritis of the left TMJ 
was recruited. Computed Tomography (CT) images of the 
patient’s skull and jaw were obtained and digitally segmented 
to reconstruct 3-D surfaces of the skull, mandible, glenoid 
fossa and articular discs. The major muscles of mastication – 
the masseter, temporalis (anterior and posterior), lateral and 
medial pterygoids – were also digitally reconstructed (Fig 1). 

Using the muscle architecture data, a rigid-body 
musculoskeletal model of the patient’s jaw and masticatory 
system was developed in OpenSim. Muscles were 
represented as Hill-type muscle tendon units with muscle-
tendon parameters defined previously [2]. Muscle forces 
were calculated for a worst-case bi-lateral bite force of 800N 
positioned at the second molar. The calculated muscle forces 
were then used as boundary conditions in a finite element 
model of the patient’s jaw, created from the CT dataset.  

A personalised prosthetic TMJ system was designed for the 
patient and implanted into the jaw model via virtual surgery. 
The muscle forces calculated with the rigid-body model were 
applied to the finite element model, and implant stresses and 
strains were computed. The customised implant was then 
replaced with the Biomet Microfixation TMJ, and the 
simulations repeated. The customised prosthetic TMJ was 
3D-printed in plastic and implanted in a cadaver, and a 
passive range of motion test performed to assess post-
operative joint stability. The customised TMJ was then 3D-
printed in Titanium-64 and implanted into the subject at 
Epworth Healthcare, and jaw function evaluated 3-months 
post-operatively. 

RESULTS AND DISCUSSION 
The maximum von Mises stress at the condyle in the 
personalised and Biomet prosthetic TMJ was 126.9 MPa and 
173.1 MPa, respectively. The largest screw stress in the 
personalised prosthetic TMJ was 318.2 N, which was below 
the yield strength of the titanium material in which the 
implant was made (880 MPa). After implantation of the 
customised prosthetic TMJ into the subject, passive, forceful 
range of motion tests demonstrated that dislocation of the 
prosthetic TMJ was not possible. Post-operatively, the 
customised prosthetic TMJ increased jaw opening distance by 
14mm.  

Figure 1: (A) finite element model of TMJ prosthesis (B) 
post-operative radiograph of prosthesis recipient  

CONCLUSIONS 
This study describes the development, testing and 
implantation of a personalised TMJ for a patient with end-
stage osteoarthritis of the jaw. Multi-body musculoskeletal 
modelling indicated that the largest implant stresses were 
well below the material yield. Cadaveric testing indicated 
high joint stability and range of motion of the prosthetic TMJ, 
and a 3-month post-operative review indicated improved jaw 
opening distance and reduced pain for the recipient. Since the 
personalised prosthetic TMJ developed conforms to the 
anatomy of the patient, avoids the mandibular nerve and has 
fewer fixation screws, it may represent an improved joint 
replacement system over current off-the-shelf devices. 
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INTRODUCTION  
Treatment of orthodontic disorders, such as malocclusion, is 
typically planned based on static information such as x-rays 
and imprints. However, the resulting temporomandibular 
joint (TMJ) mechanics, i.e. joint forces and kinematics, is 
typically not systematically evaluated when planning the 
intervention. While this would be beneficial, there is 
currently a lack of a validated approach to estimate TMJ 
kinematics and forces based on clinically obtainable data.  

Therefore, the aim of this study was to develop a subject-
specific musculoskeletal model of the mandible and evaluate 
the predicted TMJ joint kinematics against measured 
kinematics obtained through a gold standard.  

METHODS 
A subject-specific musculoskeletal model of a male subject 
(age 40, mass 70 kg) was developed in the AnyBody 
Modeling System (AMS, AnyBody Technology A/S) with 
the model geometry obtained from a cone beam computed 
tomography (CT) (NewTom 5G, QR Verona, Italy) 
segmented using Mimics (Materialise, Belgium). The model 
was equipped with 24 Hill-type muscles with the origin and 
insertion estimated based on the model of de Zee et al. [1].  

Two different models of the TMJ were developed: 1) a 
point-on-plane (POP) model where the most superior point 

of each condyle was constrained to a plane angled 30 

downwards and canted 5 medially relative to the Frankfurt 
horizontal plane [1]. 2) A model where the movement of the 
TMJ in the same three degrees of freedom (DOF), that were 
constrained in the POP model, were resolved by assuming 
quasi-static force equilibrium between all acting forces in 
the model at each time step in the analysis. The acting forces 
were gravity, inertial forces, contacts between mandible and 
skull, modeled using an elastic foundation contact model, 
and the TMJ ligament. These movements were resolved by 
the Force-dependent Kinematics (FDK) solver in AMS [2]. 

To accurately measure the movement of the mandible 
relative to the skull, a custom brace was developed based on 
a dental impression onto which retro-reflective markers 
were affixed (Figure 1). The trajectories of these markers 
were tracked by eight infrared high-speed cameras and 
collected at 100 Hz (Qualysis, Sweden).  

While wearing the brace, the subject was instructed to, 
among others, open and close his mouth consecutively for 
10 seconds after which the process was repeated. 
Subsequently, the first five completed cycles were extracted 
and used as input to the model to drive the three DOF not 
controlled by the TMJ models and to validate the three DOF 
estimated by the model.  

RESULTS AND DISCUSSION 
The measured and predicted kinematics of the open-close 
task are depicted in Figure 1.  

Figure 1: Top row from left to right: the subject-specific 
brace, the subject wearing the brace during the motion 
capture session and the musculoskeletal model driven by the 
measured marker trajectories of the brace. Middle and 
bottom rows: Predicted left (middle) and right (bottom) joint 
kinematics during an open-close cycle of the FDK TMJ 
model (blue), POP TMJ (green) and measured kinematics 
(red). Shaded areas indicate ±1 standard deviation.    

The POP model predicted the movement of TMJ with a 
Root-Mean-Square (RMS) error of at most 0.47 mm 
(Sup/Inf direction) and with a Pearson's correlation 
coefficient above 0.98 for the Ant/Post and Sup/Inf 
directions. The Med/Lat direction showed poor correlation 
(0.14). The FDK model showed comparable results although 
the RMS errors were higher (at most 1.41 mm) and the 
correlation coefficients slightly lower (0.85 or higher) for 
the Ant/Post and Sup/Inf directions but higher than the POP 
model in the med/lat direction (0.30). The improvements in 
the Med/Lat direction is likely caused by allowing the FDK 
solver to predict this movement whereas the slightly poorer 
predictions in the two other directions is likely caused by the 
simplified representation of the TMJ geometry, where 
especially the contribution of the TMJ disc was omitted. 

CONCLUSIONS 
In this study, we presented a subject-specific 
musculoskeletal mandible model and evaluated the 
predicted joint kinematics for two different models of the 
TMJ against measured joint kinematics. The model 
represents an important step towards enabling evaluation of 
subject-specific TMJ mechanics that may ultimately be used 
when planning orthodontic treatments. 
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INTRODUCTION  
Bruxism is a para-functional habit where teeth keep grinding 
and clenching when sleeping [1] and could cause 
temporomandibular disorder (TMD) [2]. There are several 
available therapies for bruxism, including occlusion 
intervention and the use of splint [3]. Unfortunately, there is 
yet a method that could cure bruxism permanently. To 
reduce the detrimental effects of bruxism, night guard or 
occlusal splint may be used [4]. One of the most common 
night guard is hard acrylic splint. This type of night guard 
may help distribute the load during teeth grinding and 
clinching. 

Finite element method is a numerical tool that has been used 
in a lot of applications including dental biomechanics 
especially to help finding the teeth stress distributions. Quite 
a few researches on bruxism have employed finite element 
method. Among them, is Sakaguchi et al. [5] that 
investigated stress due to occlusal loading. Even though 
many studies have been conducted in this area, detailed 
analysis on the teeth stress distribution with and without the 
usage of splint is still needed in order to ensure the 
effectiveness of splint. In a previous research, stress analysis 
on the bruxism patient teeth were conducted using a CT 
scan to expedite the 3D reconstruction time [6]. The current 
research will use the same method to investigate the effect 
of using hard acrylic splint on the stress magnitudes of the 
teeth of bruxism patient. This research will be very useful in 
assessing the effectiveness of hard acrylic splint on bruxism 
patient. 

METHODS  
In order to find the stress distribution of bruxism patient 
teeth with hard acrylic splint, several steps need to be taken. 
First, in order to fasten the reconstruction process, CT scan 
is performed on the hard acrylic splint. The 2D picture from 
CT scan is then processed using 3D-DOCTOR software in 
order to get 3D surface model. This surface model is 
converted to 3D solid model in CATIA and then is joined 
together with jaws and teeth 3D solid model from the 
previous research [6] and exported to finite element 
software (ANSYS). In ANSYS, the final assembly is 
meshed using tetrahedral element due to the model complex 
geometry. The interface between teeth, periodontal and 
alveolar bone is modeled as bonded, meanwhile, the 
interaction between teeth and hard acrylic splint is defined 
as contact with no separation. The load magnitudes and 
directions are varied to simulate three possible bruxism 
movements, i.e. clenching, lateral grinding and longitudinal 
grinding. Hence, the stress distribution of the teeth and hard 
acrylic splint are investigated for each type of bruxism 
movement. 

RESULTS AND DISCUSSION  
The finite element result (Figure 1) shows that the maximum 
principal stress in the case of clenching are 20.2 MPa, 20 

MPa and 3.6 MPa, respectively at alveolar bone, teeth and 
periodontal ligament respectively. In the case of lateral 
grinding, the maximum principal stresses are 58.8 MPa at 
alveolar bone, 70.4 MPa at teeth and 16.5 MPa at 
periodontal ligament. Moreover, for longitudinal grinding, 
the maximum principal stress at alveolar bone, teeth and 
periodontal ligament respectively are 44.7 MPa, 48.7 MPa 
and 9.3 MPa. 

Figure 1: Finite element result (maximum principal stress) 

The use of hard acrylic splint, considerably reduce the 
maximum principal stress at alveolar bone, teeth and 
periodontal ligament in comparison to the maximum 
principal stress for the case without hard acrylic splint which 
was obtained from the previous research [6]. The splint 
usage reduces the local stress concentration due to contact 
between maxillary and mandibular teeth and distributes the 
stress more evenly to all teeth surfaces. 
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INTRODUCTION  
Knowledge of the mandibular kinematics during functional 
movement is crucial for the management of diseases of the 
temporomandibular joint (TMJ) and for various dental 
applications.  Several studies1,2 have attempted to measure 
mandibular kinematics, including trajectories of the incisors 
and condyles.  While 3D trajectories of the incisors have 
been measured using apparatuses directly attached to the 
teeth, accurate condylar trajectories have been difficult to 
obtain either with external devices or skin markers.  Another 
approach is to calculate the endpoint trajectories from the 
rigid-body mandibular kinematics2.  This would require very 
accurate mandibular kinematics and identification of the 
endpoints on the mandible, which has not been achieved 
successfully.  The current study aimed to fill the gap by 
measuring the mandibular kinematics during functional 
movements using subject-specific CT-models and marker-
cluster-based 3D fluoroscopy technique (MCRM)3, which 
was used to reconstruct 3D trajectories of the functional 
endpoints. 

METHODS 
Ten healthy young adults without missing teeth, dental 
prostheses, or any neuro-musculoskeletal disease of the TMJ 
participated with informed written consent as approved by 
the IRB.  For each subject, four radio-opaque crystal 
markers were attached to each of the mandible and maxilla 
to form the marker-clusters.  The positions of the marker-
clusters with respect to the subject-specific bone models 
were obtained using a customized cone-beam computed 
tomography (CBCT) (i-CAT, Imaging Sciences 
International, Hatfield, PA, USA) with a voxel size of 
0.4×0.4×0.4 mm3 and a gray intensity of 12 bits.  Each bone 
was embedded with an anatomical coordinate system.  Each 
subject performed four functional movements in a random 
order, namely opening-closing, lateral-gliding, protrusion-
retraction, and chewing at a self-selected pace, while under 
the fluoroscopic surveillance using the CBCT system at a 
sampling rate of 7.5 frames/second, giving 2D fluoroscopic 
images with an image size of 756×960 pixels and a pixel 
size of 0.254×0.254 mm. 

For each image frame, the marker-clusters were registered to 
the fluoroscopy image using the MCRM method4 to obtain 
3D poses of the mandible relative to the maxillary, which 
were then used to calculate the kinematics of the TMJ.  The 
trajectories of the mid-tip of the incisors and the centroid of 
the condyles were obtained by using the subject-specific 
bone models and the measured rigid-body kinematic data.  

RESULTS AND DISCUSSION 
During opening-closing and protrusion-retraction, both 
symmetrical movements, similar condylar trajectories but 
significantly different incisor movements were found (Fig. 
1).  The most anterior positions of the condylar trajectories 

were 4.7±1.8 mm anterior and 2.9±1.0 mm inferior to the 
initial position.  At that position, the TMJ during opening-
closing was 8.8±4.0 degrees greater in flexion than during 
protrusion-retraction, leading to a significantly posterior and 
inferior incisor location (posterior displacement: up to 
5.4±3.1 mm; inferior: 13.2±5.5 mm; p < 0.01).  During 
lateral-gliding, an asymmetric movement, different paths of 
the two condyles were needed, a feature different from 
symmetrical movements.  Lateral-gliding showed a 
maximum incisor lateral displacement of 6.0±2.3 mm, 
3.3±2.5 mm of which were the results of the rotations of the 
mandible with 1.3±0.5 degrees of external rotation and 
3.0±1.2 degrees of abduction at the TMJ of the working 
side.  These rotation components were accompanied with a 
posterior displacement of 2.8±0.6 mm and a superior 
movement of 6.7±1.2 mm of the condyle on the working 
side relative to the contralateral condyle (Fig. 1). 

Figure 1: The sagittal view of trajectories of the functional 
endpoints and the mid-point of the condyles (i.e., rigid body 
translations). 

CONCLUSIONS 
Three-dimensional in vivo kinematics of the mandible and 
the trajectories of the incisors and condyles during 
functional movements were measured on a subject-specific 
basis for the first time in the literature using integrated CT-
based bone models and accurate kinematic data obtained 
with MCRM.  Rotation components were found to play a 
crucial role in controlling both the vertical and horizontal 
endpoint trajectories.  The current technique and data will be 
helpful for future studies on mandibular function and 
relevant clinical applications. 
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INTRODUCTION  
The human tempo-mandibular joint (TMJ) is one of the 
most important joints found in the human body due to its 
key implications in many vital functions such as feeding 
(opening of the mouth for food insertion and chewing), 
talking and yawning. TMJ dysfunctions might appear if 
TMJ musculoskeletal components are impaired, and can 
lead to a variety of clinical signs (e.g, articular pain, limited 
mouth opening, unusual movements, tooth erosion, tooth 
socket distortions, etc) and TMJ disorder prevalence is 
reported to be between 5% and 12% [1,2].  
Despite the importance of the TMJ in our daily life and the 
relatively high TMJ disorder prevalence, only few extensive 
quantitative studies can be found in the literature about the 
TMJ musculoskeletal behavior and methods to collect 
relevant data. This is peculiar because there is need for 
methodologies enabling health professional to report patient 
functional outcomes to provide more effective services to 
patient or to demonstrate accountability. This paper presents 
the results of an in-vivo multimodal study that aimed to 
collect quantitative data on TMJ kinematics, TMJ 
displacements (rotation vs. translation) during different 
functions and an analysis of muscle and ligament behavior. 
Data fusion was applied to obtain musculoskeletal TMJ 
models. 

METHODS 
The method is based on previous work of the authors about 
fusing motion data (MO_data from stereophotogrammetry) 
with anatomical data (AN_data obtained from MRI medical 
imaging) [3]. Fusion occurred thanks to the use of virtual 
and manual palpation of key anatomical landmarks of the 
subjects and their MRI 3D models, respectively [4,5]. The 
model obtained from AN_data includes bones model; local 
frames for motion representation and TMJ-related relevant 
soft tissue information (all muscles and all ligaments). 
Further measurements similar to every-day clinical scores 
were added for comparison. A total of more than 200 
biological signals (i.e., kinematics degrees-of-freedom, 
muscle length, clinical measurements) were included in each 
subject-specific model. Five subjects were processed. Note 
that the availability of the subject-specific morphology 
allowed fitting of the local frames along the TMJ joint  

After fusion occurred (in a customized software called 
lhpFusionBox), the behavior of all available biological 
signals were visualized in lhpFusionBox and real-time 
graphs were generated for further analyzed. Helical axis 
parameters were also obtained, and muscle and ligament 
moment arms (MA) determined. 

RESULTS AND DISCUSSION 
A first interesting result was related to the obtained TMJ 
kinematics. Indeed, for a very long time TMJ literature 
described the jaw behavior as the succession of firstly a 
rotation, then secondly a translation of the jaw condyle [6]. 
In all processed subject, our results contradicts this and 
shows that the condyles both rotate and translate 
simultaneously. This contradiction is probably due to the 
fact our model include perfectly aligned local motion frames 
leading to more accurate motion representations. Other 
results shows that the mechanical axis of the jaw (i.e., 
obtained with from the mean helical axis in this study) is 
quite complex, leading to also complex MA behavior. More 
extensive results will be presented during the congress. 

Figure 1: Example of results (displayed in lhpFusionBox). 
A: snapshot after fusion between AN_data and MO_data. B: 
motion representation (here OVP convention, other 
conventions are available as well). C: real time display of 
musculoskeletal value (indexed in A). 1 and 2: proximal and 
distal motion frames, respectively. 3: instantaneous helical 
axis. 4: MRI estimation of one masseter m. fiber. 5: direct 
moment arm of 4 (shorter distance with 3, visible through 
the jaw that was made transparent here). 

CONCLUSIONS 
This novel method seems to be satisfactory and led to 
collecting numerous biological signals related to in-vivo 
TMJ behavior. Running research is now prospecting the use 
of this method in clinical practice for patient follow-up 
before and after therapy related to TMJ disorders.  
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INTRODUCTION  
Sensor-based systems have been used to monitor the motor 
symptoms of Bradykinesia in Parkinson’s disease (PD), but 
only during scripted activities defined by the Unified 
Parkinson's Disease Rating Scale (UPDRS), such as 
repeated finger tapping and opening and closing of the 
hand1. These approaches lack a complete framework to 
monitor the full complement of motor symptoms associated 
with whole-body bradykinesia that fluctuate throughout the 
day2. Therefore, we have developed a new approach 
consisting of a reduced set of body-worn sensors and 
machine-learning algorithms to autonomously monitor, in 
real-time, the symptoms of UPDRS-defined Body 
Bradykinesia during unconstrained activities of daily living. 

METHODS 
Patients with mild to moderate Parkinson’s disease (n=17, 
Hoehn & Yahr 1-3) participated in experiments designed to 
monitor motor symptoms during a 3-hour period of 
unconstrained activities of daily living in a home-like 
setting. Trigno™ IM wireless sensors (Delsys, Inc. Natick, 
MA) placed on the distal upper- and lower-limbs of the 
more symptomatic side of the body were used to record 
electromyographic (EMG) and inertial measurement (IMU) 
data. Videos of the subject were recorded and annotated by 
movement disorder experts to identify activity states and 
score Body Bradykinesia (Item 3.14 UPDRS).  

We designed a unique algorithm architecture to detect 
Bradykinetic motor symptoms without a-priori knowledge 
of movement activities being performed. Because the motor 
symptoms of Body Bradykinesia may manifest differently 
for different activities, we designed a feedforward neural 
network to autonomously detect walking and non-walking 
(Figure 1). We tracked Body Bradykinesia separately for 
these activities by extracting characteristic features of motor 
symptoms from the recorded EMG-IMU signals. Features 
during walking included reduced arm swing, shuffling, 
reduced cadence, and reduced step length while those during 
non-walking included paucity of movement, reduced 
amplitude, reduced speed, and hesitancy of movement. 
Dynamic Neural Network (DNN) algorithms were designed 
to classify the presence and severity of Body Bradykinesia 
based on these features. Clinician annotations of video 
provided the ground truth for assessing accuracy. 

RESULTS AND DISCUSSION 
Our algorithms detected walking and non-walking activities 
with an accuracy of 99.5% and successfully identified Body 
Bradykinesia with an accuracy of 95.0%.  

Non‐Walking

Bradykinesia Detection 
during Non‐Walking

Paucity of Movement
Reduced Amplitude
Reduced Speed

Hesitancy

Bradykinesia Detection 
during Walking

Reduced Arm Swing
Shuffling

Reduced Cadence
Reduced Step Length

Body Bradykinesia Report

Walking

IMU and EMG Sensor Data

Walking Detection

Figure 1: Algorithm approach for tracking Body 
Bradykinesia during unconstrained activities of daily living. 

CONCLUSIONS 
These results demonstrate the first successful sensor-based 
approach for autonomous monitoring of Body Bradykinesia 
during activities of daily living. By eliminating the need to 
perform scripted activities, our approach supports the 
viability of an ambulatory system that could be used in the 
home or community to monitor fluctuations of Body 
Bradykinesia. By developing similar algorithms for tracking 
the full complement of movement disorders associated with 
PD3, the take-home system will address the healthcare needs 
to better manage medication titration, adjust DBS settings, 
and improve empirical outcomes for clinical trials or early 
detection.   
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INTRODUCTION 
Each year thousands of individuals require surgical removal 
of their larynx due to trauma or disease, impairing their 
ability to vocalize speech. Studies of alternative forms of 
communication have found that synergistic activation of 
muscles involved in speech – which largely remain intact 
after laryngectomy – produce unique combinations of 
surface electromyographic (sEMG) signals when 
articulating different phonemes [1]. This is true even when 
speech is mouthed or spoken in a silent (unvoiced) manner, 
indicating that the use sEMG signals for speech recognition 
could be a powerful potential platform to help individuals 
communicate after laryngectomy. Therefore, we developed 
a system to record sEMG signals from muscles of the face 
and neck during silently mouthed speech in patients with 
laryngectomy and translated patterns of sEMG signals into 
words using phoneme-based silent speech recognition. 

METHODS 
Experiments were conducted with n=7 participants with 
laryngectomy (mean 64 years). Custom-designed 
miniaturized sEMG sensors were strategically placed on 8 
muscles of the face and neck previously identified as those 
most involved in the articulation of speech (Fig. 1) [1]. A 
vocabulary of 1000 commonly used English words primarily 
from the TIMIT data corpus were used to test different 
combinations of phonemes. Words were presented in token 
sentences on a computer screen for subjects to silently recite 
by mouthing the words. A two-stage speech recognition 
algorithm was designed to process the sEMG signals 
recorded during silent speech. First, signal segments 
containing speech data were identified by a finite state-
machine Speech Activity Detection (SAD) algorithm and 
processed with speaker-dependent window lengths and 
frame rates to compute Mel-frequency cepstral coefficients  

Figure 1. Subject operating data acquisition system. The 
callout shows the sensor location and numbering scheme. 

Table 1. Word Error Rates (WERs - %) per subject 
Sensor# S1 S2 S3 S4 S5 S6 S7

{1,5,7,8} 14.8 18.7 20.8 27.1 11.6 18.8 18.7

{2,4,5,7} 23.3 20.5 13.8 24.1 14.3 20 15.6

{2,5,6,7} 10.6 19.2 15 17.5 14.4 15.8 14.4

{3,5,6,7} 15 30.8 19.7 19.2 10 13.1 18.1

8 Sensors 10 13.6 13.3 12.8 8.7 8.9 10.2

Mean 15.9 22.3 17.3 22.0 12.6 16.9 16.7

BEST 10.6 19.2 13.8 17.5 10 13.1 14.4

(MFCC) [2]. Hidden Markov Models were used to develop a 
multi-stage phoneme-based model specific to each subject. 
The models were trained on 550 sentences and tested on 430 
sentences. All words presented in the testing data were 
unique and did not appear in the training data.  

RESULTS AND DISCUSSION 
We found that the synergistic activation of speech muscles 
while mouthing different words produced discriminable 
combinations of sEMG signals that could be used for speech 
recognition. From the full 8-sensor set, word error rates 
were on average 11.1% for all subjects tested. When we 
tested the best 4-sensor combination from each subject 
(Table 1 and Figure 1), we found average word-errors rates 
moderately increased to 14.1%, indicating the potential to 
simplify the system for in-home use. 

CONCLUSIONS 
These results provide first-of-its-kind demonstration that 
unique combinations of sEMG signals obtained from 
synergistic activation of speech muscles can be used for 
recognition of silently mouthed speech in patients with 
laryngectomy. While there is room to improve the accuracy, 
possibly through increased training data, inclusion of further 
speaker-dependent parameters or alternative algorithm 
approaches, the ability to recognize words using phoneme-
based patterns of sEMG provides an impactful first-step 
towards developing a practical body-worn system for 
alternative communication for persons with laryngectomy. 
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INTRODUCTION  
Kinesthetic illusion is a sensation of being in motion that 
results from a sensory input, even when one is not moving. In 
our original method, a kinesthetic illusion was induced by a 
visual stimulus (KiNvis) projected at the person’s own body 
part, consisting of an image of that body part moving [1]. In 
our KiNvis induction protocol, an actual body part is replaced 
by an artificial (virtual) image of the body part within the 
actual environment, and it may be visualized in the real world 
or in a head-mounted display. Therefore, KiNvis is different 
from virtual reality, in which one senses a motion within a 
virtual world. Instead, an artificial environment is added into 
the real world as an augmented reality, and only a part of the 
body image is replaced by an artificial object within the actual 
environment as a background in order to induce an illusion. 
Alternatively, this situation can be considered as a mixed 
reality involving both the real world and the artificial body 
image projected in a head-mounted display through a camera 
that records the real world in a real-time. 

In the present talk, I will introduce our study 
exploring the physiological effects of KiNvis, particularly 
those on motor function in patients with stroke.  

SCIENTIFIC BACKGROUND OF KiNvis 
Psychological testing  
Subjective feelings were assessed using 100-mm visual 
analog scales with five graduations [2]. To assess the sense of 
ownership, participants were asked to indicate whether they 
agreed or disagreed with the sentence: “I felt as if I was 
looking at my own hand being projected on the screen.” To 
assess the consistency of the feeling of ownership, 
participants were required to answer the following question: 
“For each trial, how long did you feel that it was your own 
hand being projected on the screen for?”. Similarly, to assess 
the strength of the illusion, participants were asked to answer 
the question: “Did you feel your hand move while watching 
the video?”. The appearance of the sense of ownership and a 
strong illusory feeling were indicated by the results of the 
psychological examination. 

Physiological testing 
We reported that motor evoked potentials (MEPs) obtained 
by stimulating the primary motor cortex using transcranial 
magnetic stimulation (TMS) were markedly increased during 
a kinesthetic illusion [1]. The effect was significantly greater 
than that obtained by simply observing a moving image, when 
subjects did not experience any kinesthetic illusion. Analyses 
using functional magnetic resonance imaging (fMRI) have 
shown that, during kinesthetic illusion, the bilateral 
supplementary motor area, contralateral dorsal and ventral 
premotor areas, superior and inferior parietal lobules, 
occipitotemporal area (extrastriate body area), bilateral 
anterior insula, bilateral caudate nucleus, and the putamen 
show increased activity compared to when a moving image is 
simply observed. While no increase in the activity of the 
primary motor cortex and somatosensory area was detected, 
many other areas showing activation were the same as those 

activated during actual motion. Another study indicated that 
KiNvis increases the effects of transcranial direct current 
stimulation (tDCS) on the enhancement of excitability in the 
corticospinal tract. Furthermore, we recently observed that 
KiNvis combined with electrical stimulation of the peripheral 
nerve sustained the enhancement of excitability in the 
corticospinal tract for one hour. The data showing the 
physiological effect of KiNvis suggest that this technique 
could be applied as an intervention to improve motor function 
in patients with neurological disorders.  

EFFECT OF KiNvis ON MOTOR FUNCTION IN 
PATIENTS WITH STROKE 
We have recently initiated a clinical trial, and here, we present 
several acute and chronic effects of our novel approach to 
motor recovery after stroke. Patient 1 was a 51-year-old man 
with damage to a wide area of the left putamen caused by a 
hemorrhagic stroke that had occurred 11 years earlier. He had 
not received therapy for the involved right upper extremity 
(UE) after discharge from the hospital one year after stroke. 
At examination, no voluntary movement was observed, and 
only a slight muscular contraction in the forearm and the 
upper arm and a hand movement that was characterized by a 
flexor synergy pattern were detectable. Tactile sensation was 
severely impaired throughout the UE. KiNvis was applied for 
15 min, and voluntary movement, in the form of elbow joint 
flexion, appeared thereafter. The patient commented that, 
during this experience, he felt as if he remembered how to 
move his hand, and that he also felt capable of recalling this 
movement after KiNvis. Patient 2 was a 65-year-old male in-
patient with a putaminal hemorrhage that had occurred 9 
weeks earlier, and was incapable of voluntarily using his 
involved left UE. Tactile sensation was slightly impaired, and 
the muscular tone was slightly enhanced. After KiNvis, the 
range of motion, measured during voluntary execution of 
hand grasping and opening, was observed to increase. 

 CONCLUSION 
As we have observed the acute effects of KiNvis on motor 
behavior in patients with stroke, this technique may be 
considered as a useful therapeutic option for such patients. 
Further studies focusing on the long-term effect of KiNvis on 
sensory-motor recovery are required to verify its 
effectiveness. However, I will additionally report chronic 
effects of KiNvis in this presentation.  

REFERENCES 
1. Kaneko F, et al., Neuroscience. 149:976-984, 2007.
2. Kaneko F, et al., PLOS ONE. 10:e0131970, 2015.



MEDIAL GASTROCNEMIUS AND SOLEUS MUSCLE-TENDON UNIT, FASCICLE AND TENDON 
INTERACTION DURING WALKING IN CHILDREN WITH CEREBRAL PASLY 

1 Lee A Barber  
1The University of Queensland 

Corresponding author email: l.barber@uq.edu.au 

INTRODUCTION  
During gait in typically developed (TD) individuals, the 
muscles of the calf contract at levels that maintain a relatively 
constant muscle fibre length while the more compliant 
Achilles tendon acts like a spring to absorb and return energy 
during each step[1]. However the calf muscles of individuals 
with cerebral palsy (CP) adapt in response to spasticity to 
become smaller, weaker, more resistant to stretch, have 
increased antagonist co-contraction and the Achilles tendon 
becomes longer[2,3]. These neuromuscular adaptations of the 
calf in CP could reduce muscular force generation capacity 
and contribute to altered gait kinematics, however it is 
difficult to know what impact these spasticity driven 
adaptations will have on fascicle or tendon behaviour. This 
study investigates the in vivo function of the medial 
gastrocnemius (MG) and soleus (SOL) muscle-tendon units 
(MTU), fascicles and tendons during walking in children with 
CP and an equinus gait pattern. 

METHODS 
14 children with CP (age 10±3years, 9 males, GMFCS I=8, 
II=6), and 10 TD (age 10±2years, 6 males) undertook full 
body 3D gait analysis and simultaneous B-mode ultrasound 
images of the MG and SOL fascicles during level walking. 
Fascicle lengths were analysed using a semi-automated 
tracking algorithm and MTUs using OpenSim. Statistical 
parametric mapping (two-sample t-test) was used to compare 
differences between groups, (p<0.05).  

RESULTS AND DISCUSSION 
In the CP group MG fascicles lengthened during mid-stance 
gait and remained longer into late-stance compared to the TD 
group (p<0.001). CP MG fascicles shortened less during 
stance (1.16±1.47mm) compared to the TD group 
(4.48±1.94mm, p<0.001). In the CP group the MG and SOL 
MTU and tendon were longer during early- and mid-stance 
(p<0.001). Ankle power during push-off (p=0.015) and 
positive work (p<0.002) and net work (p<0.001) were 
significantly less in the CP group. 

During walking in children with CP the MG muscle fascicles 
lengthened during mid-stance and, in contrast, the TD MG 
fascicles maintain a relatively constant length. The large 
plantar flexor moment and amount of negative work (energy 
absorption) being performed by these muscles during early-
stance is in contrast to energy being absorbed by the 
dorsiflexors in TD heel-toe walking.  While some of this 
energy is returned from the tendon during push-off, the 
overall net shortening of the fascicles is not sufficient to 
generate additional positive work and hence results in 
significantly less ankle net work across the gait cycle in the 
CP participants. 

Fascicle lengthening is indicative of an eccentric action of the 
muscle, the external force on the muscle being greater than 
the force that the contracting muscle is generating and 

resulting in energy being absorbed by the muscle rather than 
the tendon. MG muscle fascicles lengthen in the CP children 
may be due to reduced muscle strength due to the smaller 
muscle size,  selective neural activation, antagonistic co-
activation resulted in insufficient force to maintain the 
fascicle length and stretch the tendon during the energy 
absorption phase. Secondly it may be that the series elastic 
tendinous structures are too stiff to be stretched by the forces 
generated by the muscle contractile tissue. The changes in 
MG fascicle length in the CP participants across the stride 
shows a resemblance to a lower magnitude MTU pattern and 
may suggest that the active and passive components of the 
MG MTU act somewhat uniformly.  

Figure 1: Medial gastrocnemius fascicle length during the 
walking gait cycle (0-100% foot contact to foot contact, 
vertical line toe-off). Mean±SEM. Positive values are 
lengthening; negative values are shortening. Lines and p 
values above plots show significant difference between 
groups during the proportion of the gait cycle. 

CONCLUSIONS 
The eccentric action of the CP MG muscle fascicles during 
mid-stance walking is consistent with reduced strength of the 
impaired muscle. Neuromuscular adaptations of the impaired 
CP calf muscle may result in greater reliance on aponeurotic 
and tendon structures passive elastic energy storage and 
return for forward propulsion during equinus gait. The 
findings of the interaction between the contractile (fascicle) 
and non-contractile (tendon) elements in the calf muscle of 
children with CP walking with equinus gait informs surgical, 
pharmacological and conservative management decision 
making to improve walking ability in children with CP. 
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INTRODUCTION  
Hydrogels are porous fluid saturated polymeric structures 
showing similarities to the intervertebral disc (IVD). 
Hydrogels under compression has been studied and 
modelled successfully using Finite Element Modelling 
(FEM) to better understand the mechanism of load transfer 
within the intervertebral disc and the role of fluid [1]. Water 
exists in three different states within these tissues, as bound, 
intermediate and bulk water. Bulk water referred to also as 
free or mobile water that is of particular interest from a load 
carriage point of view. Magnetic Resonance Imaging (MRI) 
has been used to monitor water content changes 
noninvasively in deforming animal IVD’s with 
compensation made for deforming tissues [2]. Although 
MRI relaxation constants T1 and T2 are sensitive to water 
[2,3] no clear relationship has been established between 
them and the level of water content in the deforming IVD.  

This paper investigates the relationship between MRI 
relaxation constant T2 and water in a bi-component 
hydrogel IVD under compression, with a view to establish a 
basis for quantify the fluid content within biological IVD’s. 

METHODS 

Compression MRI Studies 
Bi-component PVA hydrogel discs, were synthesized 
according to [1] and tested in a specially designed non-
ferromagnetic compression device (Figure 1a), placed inside 
the RF coil of the MR imager and pneumatically driven. The 
applied pressure was controlled to within ± 0.01 MPa.  
In total four samples were compression tested and imaged in 
a total of six tests, with the longest lasting 19 hours and the 
shortest 7 hours. All the samples were subjected to a load of 
200 N as in [1], Repeat tests on some of the specimens were 
performed after a minimum of two weeks of recovery in a 
bath of water. Each of the samples was reweighed at the end 
of the loading time to determine the fluid loss. 

All imaging was done using 12 cm gradients in a 4.5T 
Oxford instruments horizontal bore magnet interfaced with a 
Bruker Biospec spectrometer. Imaging was carried out in 
two planes. For T2 weighted imaging, a Carr-Purcell-
Meiboom-Gill (CPMG) sequence was employed with 
contiguous 1mm slices reconstructed to 256 x 256 grid and a  
5 cm square FOV. To obtain T2 maps, eight echo times 
(TE), ranging from 14 ms to 160 ms and repetition time TR 
=4s were employed. A least-square fit of a single 
exponential was used to extract T2 from the multi-echo data.  

Finite Element guided tissue compensation  
Axisymmetric poroelastic finite element models were 
developed according to the procedure in [1]. For each 
deformation state shown in the MR images, the 

corresponding finite element mesh that matched the axial 
deformation and gave the best overall geometrical fit was 
superimposed on to the MR image, similar to [2]. Each 
finite element bound region was considered a Region of 
Interest (ROI) for comparison purposes. Given the 
symmetrical loading and the axial symmetry in the material 
properties, only the right hand side was analyzed for each 
image. The disc height measurements were made from each 
scan (Figure 1a, length A-B) accurate to ± 0.2mm using an 
image processing tool. 

Figure 1: a), Hydrogel loaded in compression device with 
corresponding FE mesh superimposed for comparison b) T2 
variation for selected elements in the mid sagittal region 
during the loading history 

RESULTS AND DISCUSSION 
T2 values consistently showed a higher value in the nucleus 
region compared to the annulus and decreased with 
increased loading time (Figure 1b). In the repeat tests T2 
levels changed in relation to the level of hydration of the 
sample, with a higher T2 value for an increase in weight. 
Furthermore the pattern of T2 changes across the axial and 
sagittal directions of the disc both in the nucleus and the 
annulus indicated a strong relationship with the load 
influenced fluid flow, also confirmed by the FEA fluid flow 
predictions. 

These results indicate a strong relationship between the bulk 
water content and T2 for the PVA hydrogels. A change in 
T2 shows a corresponding inverse change in compressive 
stress in the hydrogel disc. 

CONCLUSIONS 
T2 appears to be a good predictor of the overall water 
content in the disc and a change in T2 indicates a change in 
the bulk water content of the hydrogel disc.  
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INTRODUCTION 
Discography involving an annular puncture has been 
reported to increase both the risk of degeneration and 
herniation compared to untreated discs 10 years post 
treatment [1]. While the longer-term prospect of 
degeneration arising from an annular puncture has received 
considerable attention it remains unclear whether a puncture 
places the disc at greater risk of immediate or short-term 
herniation. Because new herniations in discs previously 
subjected to discography are reported to occur most 
frequently at the site of puncture [1] it raises the question 
whether localised damage created by an annular puncture 
can redirect the herniation pathway and thus increase the 
immediate risk of it occurring at the puncture site 
independent of any longer term degenerative changes. 

METHODS 
Healthy mature ovine lumbar spines were dissected in three 
motion segments consisting of spinal levels L1-L2, L3-L4 or 
L5-L6. Extraneous soft tissues and the vertebral posterior 
elements were removed but the facet joints were retained 
intact. The posterolateral annulus of the disc was punctured 
with either a 25-gauge (n = 8) or an 18-gauge (n = 8) needle 
until approximately half the disc’s anterolateral-
posterolateral diameter to reach the nucleus. Prior to 
puncturing, the needle was coated in India ink in order to 
leave a visible trace of the puncture. The 25-gauge needle 
was chosen because of its use in discography [2, 3] and the 
18-gauge needle provided a size-related comparison. Using 
a custom-built rig each motion segment was then placed in a 
flexed posture of 10° and compressed at 40 mm/min up until 
the first audible sign of disc wall failure [4]. Each 
mechanical test was video-recorded with the camera 
viewing the lateral aspect of the disc in order to capture any 
visible evidence of nuclear extrusion from the puncture. The 
herniated discs were then formalin-fixed and decalcified. 
Progressive macro-level transverse sections of the entire 
disc volume were obtained and systematically analysed in 
order to gain a global understanding of the herniation 
pathway and the influence of the annular puncture on it. 

RESULTS AND DISCUSSION 
Externally visible nuclear extrusions at the posterolateral 
puncture site did not occur in any of the 25-gauge samples. 
Transverse sectioning of the discs also showed that there 
was no association between the 25-gauge puncture site and 
disc disruption/herniation in all eight samples. In contrast, 
four of the eight 18-gauge samples contained externally 
visible nuclear extrusions from the puncture. Nuclear 
material was actually observed to migrate through the 18-
gauge puncture in six of the eight motion segments tested of 
which four had become externally visible, see an example in 
Figure 1. Further, even when the disc was punctured with 
the larger 18-gauge needle a high prevalence of disruption at 
the lateral inner annulus was observed. 

By employing the 25-gauge needle for puncturing the 
smaller ovine disc, a size also used in discography, we have 
in fact inflicted a greater scale of structural disruption than 
would be expected from using the same needle in the much 
larger human disc. This has enabled us to investigate disc 
behaviour under more demanding disruptive conditions thus 
increasing the study’s potential clinical relevance. 

CONCLUSIONS 
The immediate risk to herniation at the puncture site is 
dependent on the needle diameter used. The lack of 
influence of the 25-gauge needle on the herniation pathway 
suggests that the annulus is, to a degree, over-structured so 
as to provide a ‘factor of safety’ sufficient to cope with 
moderate overloading. Even with the puncture damage, the 
lateral inner annulus was most prone to disruption under the 
mechanical conditions employed.  
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Figure 1: Image of a transverse sectioned 18-gauge
punctured disc. Nuclear material has extruded through the
puncture (indicated with the black India ink) and had
become externally visible (indicated with the white arrow). 
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INTRODUCTION  
The annulus fibrosus (AF) of the disc contains a well-
organized elastic network that appears to enclose collagen 
bundles. Light microscopic studies have revealed that elastic 
fibres of the intra-lamellar region are aligned predominantly 
parallel to the collagen fibres, while the inter-lamellar 
matrix (ILM) —located between adjacent lamellae of the 
AF— consists of a complex structure of elastic fibres [1]. 
The organization of elastic fibres in partition boundaries 
(PB), which are located between adjacent collagen bundles 
within the lamellae, is unknown; however, their presence 
was reported using histologically prepared AF samples [2]. 
Although these light microscopic studies revealed that 
elastic fibres were found throughout the AF, none were able 
to provide the fine-scale and ultra-architectural details of the 
elastic fibre network. Therefore, the aims of this study were 
twofold. First to present an ultrastructural analysis of the 
elastic fibre network across the AF (ILM, intra-lamellar 
region and PB) using Scanning Electron Microscopy (SEM) 
and second to compare the elastic fibre orientation among 
the above three regions. 

METHODS 
Adjacent sections (thickness = 30 µm, length = 10 mm) 
were cut from the anterior AF at angles of 30° and 0° to the 
transverse plane using a cryostat microtome from each of 
four ovine discs. All samples were digested in 0.5 M NaOH 
solution and sonicated for 15 min at 37 °C, prior to post-
processing in distilled water at 70 °C for 5 min to remove 
collagen fibres, leaving the elastic network intact. All 
samples were then dried in a vacuum oven at 37 ̊C and -80 
kPa and prepared for SEM imaging. The SEM images were 
analyzed to determine the distribution of fibre orientation, as 
measured relative to the tangent to the circumferential 
direction, using ImageJ software. A univariate ANOVA was 
conducted, having a dependent variable of orientation and a 
fixed factor of AF region using an alpha of 0.05, with post-
hoc multiple comparisons conducted using a Bonferroni 
adjustment on alpha. 

RESULTS AND DISCUSSION 
A loose network of elastic fibres was observed in the intra-
lamellar region (Figure 1a-30), having almost parallel large 
fibres (0.3-0.5 μm diameter) and very fine interconnecting 
fibres of less than 0.3 µm diameter. Visualization of elastic 
fibres was not possible in the intra-lamellar region when the 
sample preparation cutting angle was 0° (Figure 1a-0). In 
the ILM (Figures 1b) and PB (Figures 1c), elastic fibres 
create a dense network that includes thick and thin fibres. 
The thick elastic fibres have a diameter of approximately 1-
2 µm; however, the diameter of thin elastic fibres was 
approximately 0.1 µm. These thick and thin elastic fibres 
appear to create a web-like meshwork that connect together. 
Fibre orientation measurements revealed that three 

symmetrically organized angles of orientation were detected 
in all regions (45°, 0° and -45°), with the majority of fibres 
orientated near 0°, having an overall mean (SD) orientation 
of 8.3° (1.8°).    

Figure 1: Ultra-structural organization of elastic fibres in (a) 
intra-lamellar region, (b) ILM and PB, at cutting angles of 30° 
and 0° to the transverse plane. 

Statistical analysis showed that the orientation of fibres was 
not significant either between- or within- intra-lamellar, 
ILM and PB regions (p= 0.154). 

CONCLUSIONS 
The results demonstrated that collagen bundles of the AF 
lamellae were surrounded by a network of elastic fibres. The 
organized network’s role is probably mechanical and may 
serve to contribute to AF integrity during loading. 
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INTRODUCTION 

The intervertebral disc (IVD) degeneration is the main 

cause of the low back pain. However, the precise 

mechanism of the IVD degeneration remains unrevealed, 

especially on the nanoscale. Abnormal loading is thought to 

be one of the contributing factors IVD degeneration. The 

purpose of this study was to explore the alternation of 

individual collagen fibril in annulus fibrosus after 

degeneration and to discuss the intervertebral disc 

degeneration pathogenesis at the nanoscale. 

METHODS 

Twenty 12-week-old male SD rats were randomly assigned 

into one of four groups. One group of rats was subjected for 

baseline study of intact discs. The other three groups of rats 

were instrumented with an external device that applied 

bending of 40º between the eighth and tenth coccygeal 

vertebrae and different compression loadings of 1.8, 4.5, 

7.2N respectively. After bearing loading for two weeks, 

target discs were harvested, sectioned for staining with 

hematoxylin/eosin and atomic force microscopy (AFM) 

scanning. The significance of differences between the study 

groups was obtained using analysis of variance (ANOVA). 

Statistical significance was set at P≤0.05.  

RESULTS AND DISCUSSION 

The typical histological images of annulus fibrosus on the 

concave side in both intact and degenerative IVDs indicated 

significant disorder and decrease of cell numbers in the 

annulus fibrosus after bearing loading and suggested the 

induction of the structural rupture and the degradation of 

intervertebral disc. The diameter and the elastic modulus 

measurement results revealed region-dependent variations 

for both the intact and degenerative discs. After bearing 

4.5N, the average fibril diameters increased significantly 

compared with the intact IVDs except inner layer in convex, 

and the fibrils stiffened significantly in inner layers and 

middle layers in both sides. After bearing 7.2N, the average 

fibril diameters showed significant increases in all sites 

compared with the intact IVDs,  and also stiffened 

significantly in inner layers and middle layers in both sides. 

Meanwhile, for each single region, the average diameters 

and modulus showed mildly increasing trend with the 

increasing compressive loading from zero (intact IVD) to 

7.2N, respectively. The variations of collagen network’s 

nano-structural in collagen fibrils might render the annulus 

fibrosus more susceptible to structural failure, and allow the 

herniation of the nucleus pulposus1. 

Figure 1: The representative histological images of annulus 

fibrosus on the concave side. 

Figure 2: The diameters and the elastic modulus of collagen 

fibrils with different compressive loadings. 

CONCLUSIONS 

This study firstly reported the structure and biomechanics at 

nanoscale from different regions of the annulus fibrosus in 

degenerative IVDs. The results of this study indicated that 

the degeneration was not only associated with the disorder 

at microscale, but also the collagen fibrils alteration at 

nanoscale, leading possibly to changes in the mechanical 

and physiological environment around the annulus fibrosus 

cells.  
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INTRODUCTION  
Recently, VR devices are rapidly spreading, and researches 
on the influence of VR on the human body are being 
needed. The influence of VR on the human body is studied 
such as VR sickness [1], and there are reports that visual 
effect of VR affects tactile [2]. These kinds of research are 
increasing, however a lot of things have not been explored 
yet. In this study, we investigated the influence on the 
motion after leaving the VR space. Considering the illusion 
caused by the visual information in the VR space, it is 
sufficiently conceivable that the motion after leaving the VR 
space is changed. In this paper, we investigated whether the 
experience in the VR space like real space affects 
performance in real space or not. For this experiment, we 
used darts based on the study of Ikegami et al. [3]. 

METHODS 
20 darts beginners participated and wore a motion capture 
system (NOITOM Ltd. Perception Neuron). First, they 
threw darts for 4 minutes, rested for 2 minutes, threw darts 
for 4 minutes again, and rested 5 minute in real space. After 
that, they threw darts or did bowling for 4 minutes, rested 
for 2 minutes and threw darts or did bowling for 4 minutes 
in the VR space. After they rested for 5 minutes again, they 
threw darts and rested same as first. In the VR section, they 
threw darts aiming for the center of the darts board and 
determined the score by the stuck position. We defined the 
score as following; the center double circle (BULL) was 1 
points, the inner half of the inner thick circle was 2 points, 
outer half was 3 points, inner thin circle (triple) was 4 
points, the inner half of the outer circle was 5 points, outer 
half was 6 points, outer thin circle (double) was 7 points, 
outer darts board was 8 points. Higher score means worse 
performances. In the VR section, they wore HMD (HTC 
Co., Ltd. Vive) with motion capture simultaneously and 
threw the real darts same as real space. 10 subjects played 
VR darts, and the others played VR bowling. The VR darts 
were designed to almost never get stuck on the darts board. 
In addition, threw darts in real space when throwing darts in 
VR space. VR bowling was done to evaluate whether the 
result of darts after VR is due to VR itself or VR darts. In 
addition, they performed calibration of the motion capture in 
the 5-minute rest to compensate for sensor slippage other 
than before the experiment. 

RESULTS AND DISCUSSION 
In Figure.1, the horizontal axis shows the results of all 
subjects' darts from 1st to 15th, 16th to 30th, 31th to 45th ... 
and the vertical axis shows their average point.  

Before the VR section, the score of the 1st to 15th throws is 
higher than the score after the 16th throw (p<0.001). In this 
study, the subjects were mostly darts beginners, and wore 
the motion capture system on body and fingers. Therefore, 
this results are expected to take a time to get used to the 
system.  

The results of the VR darts subjects demonstrated a 
significant difference between the Before VR Darts’ score 
of 1st to 15th throws and the After VR Darts’ one (p<0.01), 
however the results of the VR bowling subjects did not 
demonstrated such the tendency (p>0.80). The results 
suggest that darts in the VR space affected darts in real 
space.  

The After VR Darts’ score of the 1st to 15th throws is 
higher than the After VR Darts’ score after the 16th throw 
(p<0.005). It can be expected that the subject got used to the 
original environment and corrected the dart's trajectory. 
Therefore, the influence from VR was found to be 
temporary.  

In addition, from the analysis results of motion capture data, 
we also found that the motion in playing the VR darts 
affects the motion of After VR Darts. The influence 
appeared strongly just after the VR darts, and thereafter the 
influence got nearly gone. The experimental results suggest 
that the experience in the VR space affected the 
performance in real space. The method can be apply for 
improving the performance in real space. 

Figure 1: Darts score  

CONCLUSIONS 
In this study, we investigate the effect of experience in the 
VR space on the real space. The verification experimental 
results suggest that the experience in the VR space affect the 
performance in the real space. Furthermore, we found that 
its influence was quickly vanished by adaptation 
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INTRODUCTION  
Breast displacement in the vertical axis is considered a key 
contributor to exercise induced breast discomfort (1-3).  In 
fact, reductions in this single variable is commonly how 
sports bra performance is evaluated.  However, more 
recently the importance of multi-planar breast analysis has 
been emphasized by Scurr et al., who found sports bras 
provide multi-directional support during running (1). 
Furthermore, the notion that displacement is a key predictor 
of discomfort during physical activity has yet to be 
conclusively ascertained (3).   

This study explores the multi-planar kinematics of breast 
motion (i.e. 3D displacement, velocity and acceleration) 
during running.  This is done with the aim of identifying the 
key predictive markers of breast discomfort during physical 
activity, and to quantify the contributions of these kinematic 
predictors to overall perceived comfort. 

METHODS 
Nineteen physically active females participated in this study 
(mean ± SD: 23.6 ± 3.7 yrs, 165.8 ± 5.9 cm, 68.2 ± 8.9 kg). 
The measured bra size of each subject was either 32DD, 
34D or 36C, resulting in a consistent ‘breast volume’ across 
all subjects.  They performed 2 x 60 second running trials at 
10 km/h on a treadmill while wearing a compression sports 
bra (lululemon athletica, Energy sports bra). A 15 cm visual 
analog scale (VAS) was used to obtain breast comfort 
ratings, with 0 cm representing lowest overall comfort, and 
15 cm representing highest overall comfort. VAS scores 
were obtained following the run trials. 

Kinematic data was collected using an infra-red motion 
capture system. A reflective marker was placed on the right 
nipple over the material of the sports bra to track breast 
motion. A torso co-ordinate system was defined by markers 
on the right and left clavicles, anterior-inferior aspect of the 
right and left 10th ribs, T1, T10, and suprasternal notch. The 
nipple marker was transformed into the torso co-ordinate 
system, and its 3D position was expressed relative to the 
supra-sternal notch.   

Nipple range of motion, as well as peak nipple velocity and 
peak nipple accelerations were calculated for each recorded 
run stride in the medio-lateral, anterior-posterior and vertical 
axes.  These variables were entered as predictor variables 
into a stepwise multiple linear regression, while breast 
comfort ratings were entered as the dependent variable. The 
quality of the regression model was evaluated through 
assessments of R2 values. All statistical analyses were 
performed in Matlab. 

RESULTS AND DISCUSSION 
The multiple regression identified two kinematic variables 
to be important in describing breast comfort during treadmill 

running; peak vertical nipple acceleration and peak anterior 
nipple acceleration.  The mean and standard deviations of 
these predictor variables, as well as the dependent variable, 
are listed in Table 1. With these predictor variables, the 
model achieved an R2

 value of 0.43, thus explaining 43% of 
the total variance in breast comfort during running. 

Table 1: Descriptive statistics of the dependent and 
predictor variables, in addition to regression equation 
constant and coefficients. 

Variable Mean p-value 
Regression 
coefficient 

Breast comfort 8.1 ± 3.3 cm 

Peak 
downwards 
acceleration 

23.4 ± 7.3 
m/s2 

0.01 -0.30 

Peak anterior 
acceleration 

15.0 ± 5.1 
m/s2 

0.04 0.29 

(Constant) 10.29

These results indicate that multi-planar accelerations of the 
breast are a more powerful predictor of comfort than the 
commonly considered vertical displacement. This has 
important implications around future sports bra design and 
development, where interventions to enhance breast comfort 
during running could be achieved by specifically targeting 
the reduction of multi-directional peak accelerations. 

It is important to note that the key kinematic variables in this 
study explained only 43% of variance in breast comfort. 
This supports the notion that comfort is a highly complex 
measure that requires multi-factorial consideration of 
diverse variables. For example, tactile properties, aesthetic 
appeal, thermoregulatory capabilities and fit of the bra are 
just some of the other parameters likely to influence breast 
comfort, and must be considered in our fundamental 
assessments of sports bra performance and comfort.  

CONCLUSIONS 
Acceleration exhibited the strongest relationship with breast 
comfort.  However, comfort is multidimensional and must 
be defined by more than biomechanical performance. 

REFERENCES 
1. Scurr JC, et al., Journal of Sports Sciences. 28(10):

1103-1109, 2010.
2. Steele JR & McGhee DE., Medicine & Science in Sport

and Exercise. 42(7): 1333-1338, 2010.
3. Haake S, et al., Journal of Sports Engineering and

Technology. 227(3): 209-206,  2009.



P003 - RELATIONSHIPS BETWEEN WALKING SPEED AND T-SCORE WITH GAIT PARAMETERS 
DURING STAIR ASCENT IN OLDER WOMEN WITH LOW BONE MINERAL DENSITY 

1 Ali Dostanpor, 2 Catherine A Dobson and 3Natalie Vanicek 
1University of Hull, Medical and Biological Engineering Research Group 

2University of Hull, School of Engineering and Computer Science 
3 University of Hull, Sport, Health and Exercise Science 

Corresponding author email: a.dostanpor@hull.ac.uk 
INTRODUCTION  

Osteoporosis is a systemic skeletal disease identified by 
decreased bone mineral density (BMD) and bone loss [1], 
increasing the risk of possible fractures. Day-to-day load 
bearing activities, such as stair climbing, can promote 
bone formation and help maintain bone mass [2]. 
However, negotiating stairs is more physically and 
mechanically challenging than level walking and presents 
a greater risk of falling. A fall on stairs can have 
devastating consequences especially for older women with 
low BMD. 
The aim of this study was to explore the relationships 
between gait parameters and stair walking speed and T-
score in older women with a range of T-scores (healthy 
when T-score is within ±1 SD of mean, osteopenic 
between -1 to -2.5 SD of the mean and osteoporotic below 
2.5 SD) during stair ascent.  

METHODS 

45 older women women including 13 with healthy BMD 
levels, 26 osteopenic and 6 osteoporotic [mean (SD): age 
67.3 (1.4) years; height 161.4 (4.9) m; mass 63.5 (8.6) kg] 
were recruited from the Hull and East Yorkshire NHS 
Trust. Twelve motion capture cameras (Qualisys, Sweden) 
and two force plates (Kistler, Switzerland) were 
synchronised to capture 3D kinematic and kinetic data 
during stair ascent on a custom-built 5-step staircase while 
participants ascended at their preferred speed, without the 
use of the handrails. Force plates were embedded into 
steps 2 and 3. 
Gait data were analysed in Visual 3D™ musculoskeletal 
modelling software (C-Motion, USA) and normalised to 
the gait cycle starting with foot contact. Multiple 
regression analysis using Stata (Texas, USA) explored the 
explained variance (R2) in gait variables of interest, such as 
temporal-spatial parameters, joint kinematics and powers 
attributable to speed and femoral neck T-score with 
P<0.05 indicating statistical significance. 

RESULTS AND DISCUSSION 

The mean (SD) stair ascent speed was 0.65 (0.1) m·s-1,
which was faster than most age- and gender-matched peers 
[3], explained the variance (R2=9-47%) (0.001≥p≤0.01) in 
most temporal-spatial, kinematic and kinetic parameters 
(p≤0.001). Inclusion of T-score to the regression model 
did not increase the explanatory power of models, except 
for stride width (R2=11% of the shared variance, Table 1).  
The significant relationship between speed with T-score 
and stride width may suggest women with low BMD 
adjust their stride parameters in order to enhance dynamic 
stability to avoid any unexpected falls during stair 
walking. T-score did not predict any variability in double 
limb support time, leaving it primarily under the influence 

of stair ascent speed.  Speed also explained considerable 
variance in most joint powers ( ²=13-38%) 
(0.001≥p≤0.01). Highly significant slope coefficient (B) 
for H1 and A1 power bursts suggested escalation in power 
generation and absorption respectively, if and when speed 
was increased. As gait speed is an indicator of overall 
physical ability and musculoskeletal function, our findings 
suggest that speed presented a stronger relationship with 
gait parameters than T-score.  

Table 1: Magnitude of explained variance (R2) in 
temporal-spatial gait parameters explained by gait speed 
(GS) alone, gait speed with T-Score (GS & TS). Blue 
shaded areas indicate significant findings whereby the 
point estimate of the regression slope (B) was significantly 
different from 0 at the following alpha levels; *p<0.05, 
**p<0.01, and ***p≤0.001. H1 is a concentric contraction 
of the hip extensors and A1 is an eccentric contraction of 
the ankle plantarflexors, both during weight acceptance.  

SLOPE

COEFFICIENT 

(B)

GS 9 GS 0.04**

GS & TS 20 TS 0.01**

GS 35 GS ‐0.215***

GS & TS 35 TS ‐0.006

GS 16 GS ‐11.2***

GS & TS 16 TS 0.15

GS 18 GS 1.945***

GS & TS 18 TS ‐0.676

GS 38 GS ‐1.712***

GS & TS 39 TS 0.077

Knee Flexion (°) 

(loading response)
70(5.4)

R
2 
%

Predictor 

variable

A1 (W/Kg) ‐0.68(0.5)

Stride Width (m) 0.08(0.02)

H1 (W/Kg) 2.18(0.8)

Double Limb Support 

Time (s)
0.22(0.07)

Gait   Parameter
Mean 

(SD)

Predictor 

variable

CONCLUSIONS 

Speed remains the most important variable to explain most 
of the variance within the temporal-spatial gait parameters, 
kinematic and joint powers in older women ascending 
stairs. Our findings suggest faster stair ascent, beyond 
‘comfortable’ speed, but done with caution (including light 
handrail use), could help increase the mechanical loading 
on the lower limbs and have a positive effect for 
maintaining BMD. 
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INTRODUCTION  
Pregnancy involves important changes in the body of 
pregnant woman. A consequence of these changes is pain 
that occurs at the lower levels of the spine. Pain may range 
from a simple discomfort to an impossibility of carrying out 
ordinary and/or professional tasks. The objective of this 
research is to show whether pregnancy affects the activity of 
the back extensor muscles of the trunk (Spinalis Thoracic : 
ST and Longissimus Lumbarum : LL)  

METHODS 
Thirty (30) women, mean age (25,8 ± 5,79 years), height 
(158,43 ± 7,63 cm), weight (57,56 ± 9,60 kg) and weeks of 
pregnancy (22,03 ± 9,96) were recruited. Inclusion criteria 
were : to be 18 years or older, Beninese, sedentary and in a 
normal pregnancy. Informed consent was obtained from all 
subjects. Surface EMG of the muscles of interest was 
recorded for 60 seconds in ventral decubitus position. Total 
Power Spectrum (TPS) and Root Means Square (RMS) were 
computed and percentage of fibre recruitment was 
determined. A questionnary is administered at each prenatal 
clinic to determine whether or not the women has pain. 
Statistical analysis (parametric t test for the TPS et RMS 
variables and the ratio comparison test for the recruitment 
percentage) was conducted with software GraphPad PRISM 
5. The differences are significant at p < 0,05

Experimental protocol 
The women is positioned in ventral decubitus on a chair the 
trunk suspended in the void with for trunk - thigh angle held 
at about 20° from the vertical. The electrodes are placed 2 
cm laterally on the dominant and non dominant side of T8 
for Spinalis thoracic and 4 cm of L1 for Lumbar 
longissimus. The test consists of holding the trunk 
horizontally, arms crossed over the shoulders for 60 
seconds. 

RESULTS AND DISCUSSION 
The study revealed that the total power of the spectrum 
(TPS) and Root mean squart (RMS) of the various muscles 
vary according to the state of the woman (back pain, no 
back pain) and according to the trimesters of pregnancy. It 
also showed that the level of recruitment of fibres of these 
two muscles varies with the evolution of the pregnancy. 

Table I. Level of recruitment of fibres in the suffering 
pregnant women of pain (PWP) and non suffergers (PW) 

PW  
(n = 13) 

m ± s 

PWP  
(n = 17) 

m ± s 

ST R 15% ± 9 10% ± 4 

ST L 12% ± 4 11% ± 7 

LL R 21% ± 9 18% ± 5 

LL L 17% ± 4 13% ± 5 

Spinalis thoracique right (STR) ; Spinalis thoracique left 
(STL) ; Longissimus lombaire right (LLR) ; Longissimus 
lombaire left (LLL). 

Pregnancy induces the increase in the body mass observed 
in the pregnant woman, involving the activation of extensor 

muscles of the trunk 1, 2. The weight of the abdomen 
generate an increase in the curve of the lumbar (anteriorly) 
and increase the activity of the trunk extensors muscles. 
Micro traumatisms of conjunctive tissues consequence of 
the forces developed by the trunk extensors muscles to 
oppose forward flexion, result from postural modifications 
due to pregnancy or by micro mobility of joints related to 

the increased laxity of pelvic ligaments 3. 

CONCLUSIONS 
The study reveals the influence of the pregnancy on the 
biomechanical capacities of the trunk extensors muscles. It 
indicates that the changes (morphological and physiological) 
related to pregnancy are reflected on the locomotor system. 
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INTRODUCTION  
On November 2016, World health organization (WHO) 

show that around 422 million adults in the world are 

diabetes. Half of diabetes patients develop peripheral 

neuropathy requiring intervention resulting in 

hospitalization and subsequently this may lead to 

amputations. However, diabetic patients with peripheral 

neuropathy can survive and live as normal people if they are 

treated in right way and on time. To classify risk the level of 

a patient, normally sensory and motor function of the 

peripheral nervous system is evaluated by technicians with 

monofilament device. The monofilament device produces a 

sensational response by touching and pressing on patient’s 

skin. According to this method, we are interested in 

developing a robotic system for peripheral neuropathy 

diabetes testing following previous work [1]. The new 

version of robotic system is being developing. 

Six test positions are focused on here and are added to the 

template of the robotic system. The six test positions consist 

of three positions at the middle area of the feet (metatarsals 

bone), one position at the heel area (Calcaneus bone), one 

position at the big toe area (First phalange bone) and one 

position at the little toe area (Fifth phalange bone) as shown 

in figure 1(a). To develop an optimal robotic system with 

compact dimension, a universal template for various size   of 

foot and also both left and right feet is the challenged. 

METHODS 

The template was designed and developed on 50 volunteers, 

with feet in between 35-45 of European size. The suitable 

areas of all test positions are determined for each foot of 

volunteers, especially the two test positions of big toe and 

little toe. These two positions provide a long range of 

adjustment between left and right side. The hypothesis of 

the experiment is that the three test positions at middle area 

of foot are stable position and the rest are the area that we 

need to find an adjustment area. Different templates were 

developed for the experiment with purpose of ‘study on 

adjustment area of feet between 35-45 Euro with both left 

and right side’. 10 templates were designed and 

implemented for experiment. 

In the experiment, volunteers were asked to put their foot on 

the templates, then fit the posture of the foot on all six test 

positions and ask them for comfortability of their foot. 

Rating are no point for template that cannot fit their foot on 

six test positions, one point for template that can fit their 

foot on but uncomfortable feel and two point for template 

that can fit their foot on with comfortable feel.  

Scores and comments were recorded for researchers. To 

define the solution of the template, statistical methods were 

applied to give a preliminary analysis. Then specific cases 

were customized for the template to cover as many cases as 

possible. 

RESULTS AND DISCUSSION 

Result from the experiments show that the three test 

positions at the middle area of feet can be fixed positions, 

including with the heel position. Big toe and little toe test 

positions require a long range for adjustment with some 

angle slope for left and right side to be changeable. 

However, there are a few cases that do not fit the template, 

so specifically modifications are applied to the template to 

make it fit as many cases as possible. The modified template 

was test on volunteers again and the results show that the 

template had more than 85% accuracy. The final solution of 

template consist of three test positions at middle area of feet 

and heel test position as fixed positions on the template and 

two test positions of big toe and little toe as adjustable 

positions to fit with each person’s feet. The adjustable 

positions of big toe and little toe are 60 mm long range with 

+10 degree and -10 degree slope from the center line as 

show in figure1(b).  

(a)                                                                  (b) 

Figure 1: a) Six test positions, b) Template of six-position 

feet template for peripheral neuropathy diabetes testing. 

CONCLUSIONS 

This work is a study on a feet template for peripheral 

neuropathy diabetes testing. The template consist of six test 

positions; three fixed positions at the middle area of feet, 

one fixed position at the heel area, one adjustable position at 

the big toe area and one adjustable position at the little toe 

area. The template is designed to fit both left and right feet 

at 35-45 Euro foot size. The result show that the template 

has more than 85% accuracy.  
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INTRODUCTION  
More than 10 million individuals worldwide suffer from 
corneal blindness due to the lack of cornea donors. [1] 
Clinically, the main method to recover eyesight is corneal 
transplantation. Bioengineering scaffolds (synthesized 
scaffolds) are always lack of the native structure and the 
tensile strength. Porcine corneas are native tissue and we 
can get them around the world. In order to remove 
heterogeneous cells that could cause immune reaction, 
chemical detergents are used to wash out cell debris 
traditionally. However, those detergents may remain in 
grafts that are harmful to hosts. [2] Supercritical fluid has 
high transfer rate and high permeability. Using this 
technique to remove cells has no possibility of chemicals 
remaining in the tissue. The aim of this study is to prepare 
decellularized porcine corneas (DPCs) by supercritical 
carbon dioxide extraction (SCCO2) and Triton X-100 for 
tissue engineering. After that, we will compare different 
scaffolds by physical and biochemical methods. 

METHODS 
Porcine eyeballs were got from slaughterhouse and were 
frozen until use. After peeling from eyeballs, corneas were 
soaked in deionized water and hypotonic saline solution and 
shaking at room temperature. Corneas were decellularized 
by supercritical fluid extraction. 0.1N NaOH was used to 
restore the transparency and washed with deionized water. 
Corneas were then deswelled and stored in glycerol until use. 
On the other hand, after deionized water and hypotonic 
saline solution treatment, corneas were decellularized with 
0.2% Triton X-100 for 6 hr shaking at room temperature. 
Decellularized corneas were washed in deionized water 
overnight with shaking and then stored in glycerol. 

Corneal transparency was assessed directly with eyes. The 
mechanical properties, moduli and maximum load, were 
determined with a tensile test machine. Corneal structure 
was observed with scanning electron microscope (SEM) and 
hematoxylin-eosin (H&E) stain. 4',6-diamidino-2-
phenylindole (DAPI) stain and Blood & Tissue Genomic 
DNA Extraction Miniprep System were used to estimate 
DNA residue. Glycosaminoglycans (GAGs) content was 
estimated with Dimethyl methylene blue (DMMB) assay. 
Immunohistochemistry (IHC) was used to stain glycoprotein, 
fibronectin and laminin. 

For the cytocompatibility, mouse embryo fibroblast cells 
(NIH3T3) were cultured on SCCO2- or Triton-treated 
scaffolds. Dulbecco’s Modified Eagle’s Medium (DMEM) 
was replaced every 2-3 days. Cell proliferation rate was 
quantified by WST-1 assay at 1, 4, 7, and 14 days. 

RESULTS AND DISCUSSION 

Normal SCCO2 Triton

Figure 1: H&E and DAPI staining of normal, SCCO2- and 
Triton-treated corneas. 

H&E and DAPI stain show that there is no DNA remains in 
the tissue. DNA residue decreases after decellularization. 
Corneal scaffolds become clear after deswelling in glycerol. 
DPCs have porous structures which pore size of SCCO2-
treated scaffolds is the largest. The moduli and the 
maximum load of SCCO2-treated scaffolds are the lowest. 
Nevertheless, they are still can withstand clinical suture and 
do not cutting. GAGs play an important role for keeping 
H2O molecules. Although DMMB assay indicates that 
GAGs content is significantly decreased after 
decellularization, corneal scaffolds still have pores to keep 
water. In addition, it is uncomfortable to patients if a graft 
contains too much water and too thick when transplantation. 
IHC shows that fibronectin appears at stroma which is 
identical to previous study. However, we didn’t observe 
laminin which should be present at subepithlial layer. It may 
be stripped off when we removed epithelial cells. In 
cytocompatibility test, cells do attach to the scaffolds and 
proliferate as the time goes on. 

CONCLUSIONS 
Using supercritical extraction as decellularized method is an 
efficient process to corneas without the concern of chemical 
residue. SCCO2-treated scaffolds maintain the transparency, 
have enough strength for suturing and can support cell 
adhesion and proliferation. This technique has the potential 
to overcome the problem of corneal graft shortage. 
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INTRODUCTION 
Hyaluronic acid (HA) is an anionic, non-sulfated 

glycosaminoglycan natural linear polysaccharide composed 
of alternating D-glucuronic acid and N-acetyl-D-
glucosamine with β (1, 4) interglycosidic linkage. It has 
been reported that hyaluronic acid, which a 
glycosaminoglycan (GAG) richly present in cartilaginous 
tissues have stimulatory effects on extra cellular membrane 
biosynthesis, cell migration, and phenotypic maintenance of 
chondrocytes and nucleus pulposus cells. Because of its less 
immune rejection, HA can be used to correct disorders in the 
fields of rheumatology, ophthalmology and wound repair. 
Monitor the mechanical properties and degradation time of 
HA implant products is very important for their applications 
in biomaterials as a commercial medical device.    

The aim of this study we establish the methods which can 
examine the degradation property of hyaluronic acid 
products by elastic module, storage module, and complex 
viscosity (η*). According to the European Pharmacopoeia 
(EP 1472) and ASTM International (ASTM F2347-11) 
Dische’s carbazole technique was the major method to 
detect the glucuronic acid released during degradation. 
However, it would not be significant observed the 
phenomenon of hyaluronic acid degradation. Therefore, we 
attempt to determine the degradation pattern by rheology. In 
this study, 6 kinds of hyaluronic acid products were bought 
from the clinical for test the rheology of degradable 
hyaluronic acid [1,2].  

METHODS 
In Vitro Enzymatic Degradation 
Bovine testes hyaluronidase (Sigma-Aldrich, H3506) was 
added into phosphate buffer saline (pH 7.4) with the 
concentration at 100 U/ml in an incubator at 37℃ for 10 
minutes. Then 0.1 ml of the bovine testes hyaluronidase 
with 200 mg of HA filler was incubated at 37℃ for in vitro 
enzymatic degradation. With specified time interval, the 
reaction was stopped by adding 2 ml HCl (0.1N) into the 
solution, then filtered through a 0.45 μm filter. Finally, the 
HA degradation product in the solutions collected at each 
interval were measured through the glucuronic acid content 
on the basis of  dische’s carbazole technique [3]. 

Rheology Measurement 
The Rheometer (TA Instrument, ARES-G2) was used to 

determine the rheology. The HA filler after in vitro 
enzymatic degradation treatment was placed on a 25 mm 
diameter parallel stainless steel plate. The gap was 0.5 mm. 
The  temperature was heated to 37℃, then keep the status 
for 30 seconds. The strain was set to 5% and the frequency 
sweep was from 0.02 – 50 Hz [4,5]. 

RESULTS AND DISCUSSION 

The quantities of glucuronic acid releasing revealed that 
HA implant products were degraded after 24 hours within 
hyaluronidase. The results of fluid mechanics was shown in 
table 1, it has significant decreasing on elastic module (G’), 
storage module (G’’) and complex viscosity (η*) after 24 
hours in vitro enzymatic degradation. The 6 kinds of HA 
fillers used in plastic surgery and reconstruction could not 
resist the enzymatic degradation. Most HA fillers shows that 
90 to 99 % glucuronic acid releasing, and 80 to 99 % 
decreasing of rheological property compare to the original 
status. 

Table 1: The rheology properties of HA fillers showed 
substantial decline after 24 hours in vitro enzymatic 
degradation treatment. 

CONCLUSIONS 
In this study we successfully developed the fast high-

throughput in vitro enzymatic degradation within rheology 
properties measurement technique. The Dische’s carbazole 
technique result showed that 90 to 99% glucuronic acid was 
released after 24 hours incubation with hyaluronidase. In 
addition, the rheology also showed significant decreasing in 
elastic module, storage module and complex viscosity. 
Therefore, 6 kinds of hyaluronic acid fillers which used in 
plastic surgery and reconstruction couldn’t resist the in vitro 
enzymatic degradation for 1 day. The preliminary results in 
this study can evaluate the degree of degradable in 
hyaluronic acid by rheology, but we still need more kinds of 
HA implants to verify time-dependent degradation 
simulation by rheology. 
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INTRODUCTION  
Irreversible electroporation (IRE) is attracting attention as a 
less-invasive therapy to treat tumors. By delivering a train of 
short and intensive electric pulses to a tissue, this method 
gives irreversible nanopores to cells around the electrodes. 
A major factor affecting the IRE outcome is a distribution of 
the electric field because the cell breakage is induced by the 
potential difference across the cell membrane. In a clinical 
application, the applied voltage reaches as high as a few 
kilovolts, and thus, general anesthesia is required for the 
treatment to avoid discomfort contractions of muscles [1]. 
The reduction of the applied voltage is desired for 
decreasing the burden on patients. 

Since the mechanism of IRE is based on perforation of the 
cell membrane, addition of surfactants would be a promising 
method to interfere a repairing process of the damaged 
membrane and to decrease the applied voltage [2]. 
Therefore, in this study, we examined the effect of 
surfactant addition on the threshold of IRE.  

METHODS 
Agarose gel containing NIH3T3-3 fibroblasts was used as a 
tissue phantom. The cells were mixed in the agarose sol with 
and without 10% DMSO as a surfactant and then solidified 
in a plastic vessel (20 mm in inner diameter and 42 mm 
deep) with a pair of 1-mm-diameter stainless steel 
electrodes. The 20-mm-long electrodes were electrically 
conductive for a length of 10 mm from the tip, and the 
remaining length was insulated. The initial cell density was 
2105 cells/ml. 

A train of rectangular-shaped electric pulses at 1 kV was 
applied to the tissue phantom using a commercial 
electroporator (ECM830, Harvard Apparatus). Keeping the 
pulse width and interval constant at 10 μs and 1 s, 
respectively, the effect of the added DMSO was examined. 
After the application of 30, 60, 90, 120, and 150 pulses, 1-
mm thick section at the middle of the electrode was sliced 
and then stained with calcein-AM and propidium iodide (PI) 
to examine cell viability. Calcein-AM emits a green 
fluorescence in the cytoplasm of living cells whereas PI 
emits a red fluorescence in the nuclei of dead cells. The 
ablation area occupied by PI-positive dead cells was 
quantified by Image J software.  

The electric potential and the electric field around the 
electrodes were calculated by solving the Laplace equation 
[3]. The numerical solutions were obtained using a finite 
element analysis program Marc and pre/post-processing 
software Mentat (MSC Software Corp.). The obtained 
electric field was compared with the distribution of the dead 
cells observed in the experiments. 

RESULTS AND DISCUSSION 
Double-fluorescent micrograph of the sectioned tissue 
phantom showed that red-fluorescent dead cells distributed 

around the electrodes, and there was a clear boundary 
between alive and dead region. The contour lines of electric 
field were narrower at the middle of the electrodes and 
looked like a horse bean.  

Figure 1 shows the ablation area as a function of the pulse 
repetition. The ablation area was normalized by the area 
between the electrodes; the product of the electrode 
diameter and the center-to-center distance of the electrodes. 
The ablation area increased with the pulse repetition, and 
reached an upper limit at 120 pulses. Addition of DMSO 
achieved 17.2 % larger ablation area than the control group.  

The outer edge of the ablated region closely resembled the 
shape of the electric field obtained by the numerical analysis. 
By comparing the experiments and analysis, we obtained the 
value of the critical electric field corresponding to the outer 
edge of the ablation region. The critical electric field of the 
DMSO-added sample (0.87 kV/cm) was 10.8 % smaller 
than that of the control (0.98 kV/cm). The threshold of IRE 
was successfully reduced but not significantly enough by the 
addition of DMSO. Further study is therefore needed to 
minimize the threshold of IRE.  

CONCLUSIONS 
Experimental and numerical studies revealed that addition of 
10% DMSO decreased the critical electric field required for 
IRE by approximately 10%. 
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INTRODUCTION  
Idiopathic clubfoot (talipes equinovarus) is a congenital 
deformity of the foot. The common treatment consists of 
serial manipulation and casting, known as the Ponseti 
method, which is started in the first week after birth. After 
an average of five cast changes and often a percutaneous 
Achilles tenotomy the deformity is corrected [1]. An 
abduction orthosis is worn for several years to prevent 
relapse. 

The application of plaster cast includes soaking the roll in 
lukewarm water which starts the exothermic curing reaction. 
After the plaster has cured the surplus water evaporates, 
which is an endothermic process. Heat is drawn from the 
surrounding but also from the patient. One case study 
describes observed hypothermia after the application of a 
plaster jacket for immobilization of the cervical spine [2].  

In a survey among parents (unreported, 49 respondents) a 
number of parents mentioned that their child seemed to feel 
cold the first hours after a new cast had been applied.  

The aim of current study is to investigate the temperature 
changes underneath the cast in the treatment of clubfoot 
with the Ponseti method. 

METHODS 
A 1-wire DS1825 digital thermometer (Maxim Integrated, 
San Jose, CA, USA) was used to measure the temperature 
underneath the cast. The sensor was placed underneath the 
sole of the foot and attached to a custom made data logger 
which stored time and temperature data every 10 minutes for 
a full week.  

Dip duration was calculated as the time from the moment 
the first maximum was reached until the temperature 
reached the mean value of the last 6 days. T-Tests were used 
to test the temperature difference for statistical significance. 

According to the Medical ethical evaluation committee of 
the UMCG the study does not fall under the Medical 
Research Involving Human Subjects act. 

RESULTS AND DISCUSSION 
Preliminary results of the first seven measurements in four 
subjects (age 2-30d, all boys, 2 bilateral) are presented in 
Figure 1. 

Figure 1: Typical measurement of the temperature 
underneath the cast during the first 24 hours after casting. 

After an initial temperature increase after the application of 
the plaster cast, a decrease was visible in all measurements 
(p < 0.000). This dip reached a minimum of 23-33°C and 
lasted 5.9-16h before reaching a relatively stable 34-37°C.  

During the ISB2017 the additional results of the remaining 
scheduled measurements will be presented. 

CONCLUSIONS 
A considerable decrease in skin temperature was observed 
after the application of long leg casts in the treatment of 
clubfoot. Especially in bilateral cases this might cause 
discomfort or even hypothermia. 
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INTRODUCTION  
In this study, NobelActive (NA) implants (Nobel Biocare 
AB, Gothenburg, Sweden) were used to investigate the 
biomechanical effects of platform switching as well as 
implant diameter in peri-implant bone. By previous studies, 
the design of NA implant featuring self-tapping and bone-
condensing properties could increase primary stability and 
potentially allowed this kind of implant more effective for 
immediate placement in fresh extraction sockets and for 
immediate loading [1-4]. The NA implant contains a built-in 
platform switching concept aiming for peri-implant bone 
maintenance; however, it is not yet well understood how it 
may affect the biomechanical environment of peri-implant 
bone.  

The purpose of this study was to investigate the effects of 
loading types and implant diameter in bone strain and to 
elucidate which is the determining factor especially for 
immediately loaded implant with platform switching. 

METHODS 
The 3.5mm, 4.3mm, and 5.0mm diameters of NobelActive 
(NA) implants (Nobel Biocare AB, Gothenburg, Sweden) 
with a length of 11.5mm were applied and labeled as NP 3.5 
implant, RP 4.3 implant, and RP 5.0 implant. The diameters 
of abutment (Snappy �  abutment, Nobel Biocare AB, 
Gothenburg, Sweden) for NP 3.5 implant, RP 4.3 implant, 
and RP 5.0 implant are 3.0mm, 3.4mm, and 3.4mm, 
respectively. Although RP4.3mm and RP5.0mm have 
different implant diameters in 4.3mm and 5mm 
respectability, their implant platforms are both 3.9mm in 
diameter, which makes them possessing the same degree of 
platform switching around 0.5mm after 3.4mm of diameter 
of abutment was used. Therefore, the NP3.5, RP4.3 and 
RP5.0 implants all have the same degree of platform 
switching in 0.5mm.  
The specimens of rectangular synthetic trabecular bone and 
2-mm-thick synthetic cortical layer (Sawbones model 3401-
02 and 1522-05; Pacific Research Laboratories, Vashon, 
WA, USA) and were prepared as experimental bone model. 
Two kinds of 190N of occlusal loading including a vertical 
force and a 30-degree lateral force were applied onto the 
prosthetic abutments by a universal testing machine (JSV-
H1000; Japan Instrumentation System).  
Rectangular rosette strain gauges (KFG-1-120-D17-
11L3M3S; Kyowa) were stuck onto the crestal cortical 

region with cyanoacrylate cement (CC-33A; Kyowa) at both 
the buccal and lingual sides of the implant. Signals of the 3 
independent microstrains εa, εb, and εc recorded by the 
rosette strain gauge were sent to a data acquisition system 
(NI CompackDAQ; National Instruments) to calculate the 
maximum (εmax) and minimum (εmin) principal 
microstrains.  

RESULTS AND DISCUSSION 
Upon vertical loading, the peak values of the principal 
microstrains of bone were similar on the buccal and lingual 
sides. Under vertical loading, the RP5.0 (-1312.77±64.79) 
implant group exhibited lower bone strain around the 
implant neck than the NP3.5 (-1682.89±307.79) and RP4.3 
(-1817.21±111.12) implant groups. However, when 
comparing RP4.3 and NP3.5 implant groups, RP4.3 
distributed approximately 8% higher strain in bone than 
NP3.5.  
When lateral loading was applied to the three groups of 
implants, the NP3.5 (-2895.77±214.07) implant group 
showed the highest bone strain in the bone surrounding the 
implant, followed by the RP4.3 (-2164.95±161.87, 
approximately 25% reduction) implant, and the RP5.0 (-
1573.93±139.33, approximately 45% reduction) implant 
group demonstrated the lowest. 

CONCLUSIONS 
The benefit of embedding wider diameter of implant is 
obvious for decreasing the bone strain around the implant 
during both lateral and vertical loadings. Platform switching 
seems to have a special effect in reducing bone strain only 
under vertical load in NP3.5mm implant as compared to 
those in RP 4.5 implant. 
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INTRODUCTION  
Functional electrical stimulation (FES) uses low energy 
electrical pulses to generate muscle contraction and support 
impaired function like grasping, standing, walking and 
bladder voiding. One of the most important problems in 
using FES is muscle fatigue, because of the electrical 
stimulation raises muscle fatigue faster than the voluntary 
contraction. Therefore, FES has risks by over stimulation, 
such as decrease in the ability of contraction, mild tremor 
and muscle tissue damage [1]. Thus, the management of 
muscle fatigue is necessary for the rehabilitation with FES.  

Typical representative methods of detecting muscle fatigue 
are electromyography (EMG) and mechanomyography 
(MMG). The EMG is a reliable tool for the assessment of 
neuromuscular activation. However, EMG is sensitive to 
external noises because it records the electric potential 
generated by muscle cells. The MMG measures mechanical 
oscillations of muscle contraction. Thus, MMG is robust to 
electrical noise. The purpose of this study is to measure 
muscle fatigue quantitatively during FES using MMG in 
order to determine the feasibility to apply to the patients.  

METHODS 
Five healthy male (age: 27.4±2.5 years) subjects with no 
history of lower extremity orthopedic, neurological or 
vascular problems participated in this study. The experiment 
was performed to imitate foot drop treatment. The FES 
(EMGFES 2000, Cybermedic, Korea) was controlled by the 
foot switch. Electrical stimulation was applied during mid 
stance (end of heal contact) to heal contact with 60Hz 
frequency, 240μs pulse duration and 30mA amplitude. 
MMG sensor (LIS311, STMicroelectronics, USA) was used 
to measure the 3-axis accelerations (x: mediolateral, y: 
longitudinal, z: superoinferior). It was placed on the left 
tibialis anterior between electrical stimulation pads which 
were attached along the muscle fiber direction. All 
recordings were performed during treadmill walking. 
Subjects were walking on the treadmill for 15 minutes with 
a constant speed of 3.5km/h.  

MMG signals were recorded at a sampling rate of 1 kHz. 
They were bandpass filtered (8-100Hz) and removed power 
noise (60Hz) prior the signal analysis. Filtered MMG signals 
were normalized by SVM (Signal Vector Magnitude). The 
MMG signal was analyzed using the convex hull algorithm 
[2]. The calculated convex hulls were averaged in groups of 
30 to see trends. 

RESULTS AND DISCUSSION 
Convex hull area in the sagittal (yz-) plane and convex hull 
volume were significantly decreased according to the 
repetition of electrical stimulation. Convex hull area of 
transverse (xz-) and frontal (xy-) plane have no significant 
difference (Figure 1). 

Figure 1: Linear representations of normalized hull area and 
volume of 3-axis MMG during electrical stimulation. (a) 
Normalized hull area in the xy-plane; (b) Normalized hull 
area in the yz-plane ; (c) Normalized hull area in the xz-
plane ; (d) Normalized hull volume of 3-axis MMG 

CONCLUSIONS 
In this study, MMG signals during electrical stimulation 
were analyzed to defensive muscle fatigue using the convex 
hull algorithm. The convex hull area and volume were 
decreased with the repetition of electrical stimulation. This 
study demonstrated that MMG would be useful to feedback 
muscle fatigue during FES.  
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INTRODUCTION  
Poly(lactide-co-glycolide) (PLGA) is a biocompatible and 
biodegradable polymer that has been widely used in devices 
for tissue engineering and drug delivery applications. Gold 
nanoparticles (GNPs) have also been used as biomaterials 
and have been found to have a positive effect on bone 
formation. In this study, we designed and prepared a 
thiolated PLGA (PLGA-SH) nanofibrous sheet for binding 
with GNPs using a simple process. The objective this study 
was to design a manufacturing process for PLGA-GNPs 
nanofibrous sheet. This sheet can find many applications 
within the field of tissue engineering, more specifically 
orthopedic materials. The manufactured membrane was 
characterized by thermogravimetric analysis (TGA), Field 
emission scanning electron microscopy (FE-SEM), energy 
dispersive X-ray spectroscopy (EDX), X-ray photoelectron 
spectroscopy (XPS), Attenuated total reflectance fourier 
transform infrared spectroscopy (ATR-FTIR), and 
ultraviolet/visible spectroscopy (UV-vis). It was also 
evaluated for cytotoxicity and osteogenic effects using 
human adipose derived stem cells (hASC). 

METHODS 
The process for generating PLGA-GNPs is shown 
schematically in Figure 1.  After attaching the GNPs onto 
the PLGA sheet (PG-H, PLGA-GNPs), the sheet was 
cleaned three times with distilled water. An un-coated 
control PLGA sheet (PLGA-SH) also underwent the same 
washing process. The sheets that had been treated using 
different concentrations of GNPs-solutions were observed 
by FE-SEM at 3.0 kV and 10,000 X magnification. XPS was 
utilized to determine the GNPs-bound on the surface of the 
PLGA sheet. TGA was performed under a 100 ml/min high 
purity nitrogen flow. The temperature was increased at a 
rate of 10 °C /min until it reached a maximum of 800 °C. 
The PLGA, PLGA-SH and PLGA-GNPs sheets were also 
analyzed by ATR FT-IR. 

The hASC were seeded on the PLGA-SH and PG-H fibers 
in 48 well culture plates at a density of 1×104 cells/ml. The 
viabilities of hASC cultured on PLGA-GNPs were evaluated 
by using the EZ-Cytox and were checked at 24 and 48 
hours. The morphology of cells grown on PLGA-GNPs 
sheets were observed using CLSM. 

The hASC were seeded onto PLGA-SH, PG-L and PG-H in 
48 well culture plate at a density of 1×104 cells/sample in 
the GM. After 2 weeks, the samples were treated with 40 
mM Alizarin Red-S staining solution at 37 °C under 5% 
CO2 for 30 min. These samples were observed by digital 
camera and G-scope (Genie Tech, Korea). Then, these were 
treated with 10% 1-hexadecylpyridinium chloride and the 
absorbance was measured by using a microplate reader at 
540 nm for a quantitative analysis. 

RESULTS AND DISCUSSION 

Figure 1: Schematic diagram of PLGA-GNPs nanofiber 
production. 

In the cytotoxicity test, hASC that had been cultured on the 
PLGA-SH sheet for 24 hours were used for this test. The 
experimental groups were categorized based on the 
concentration of GNPs solution that was used for attaching 
the GNPs on the PLGA sheet. After 2 weeks of hASC 
culture in OM, the osteogenic effects of PLGA-SH, PG-L, 
and PG-H were evaluated, both qualitatively and 
quantitatively, by Alizarin Red-S staining analysis. When 
hASC differentiate into osteoblasts, they produce calcium to 
make bone. The deposited calcium is stained red by Alizarin 
Red-S solution. The PG-L and PG-H showed a darker red as 
compared with the control group. This is because of 
increased calcium deposition. Additionally, the amount of 
calcium deposition was increased even further when the 
amount of GNPs attached was increased. These results were 
also confirmed by the quantitative experiments. As a result, 
we established that PLGA conjugated GNPs have a higher 
osteogenic effect as compared with PLGA without GNPs. 

CONCLUSIONS 
In summary, nanofibrous composites having thiol-end 
groups were prepared using electrospun PLGA. GNPs were 
attached to these composites. Additionally, the amount of 
the particles attached was adjustable, and these particles 
were well dispersed. We plan to perform live-cell 
experiments using human adipose derived stem cells in 
order to investigate the effectiveness of this membrane as a 
biomaterial in the future. The membrane is expected to be 
highly biocompatible and functional. Thus, PLGA-GNPs 
can be useful materials for bone regeneration and have 
additional usage as a controlled release carrier for drugs 
attached to the GNPs. 
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INTRODUCTION  
Magnesium and its alloys draw much attention to orthopedic 
application because of its mechanical properties and 
biocompatibility. However, the rapid corrosion rate and 
alkaline environment may induce the tissue inflammation. 
Thus, the surface modification is the promise strategy to 
prolong the degradation period and increase its bio-
compatibility. Micro arc oxidation (MAO) forms a ceramic 
coating which enhances the corrosion resistance of the alloy 
significantly.[1] Moreover, the porous and rough interface 
promotes osteoblast-like cells (MG63) adhesion in 
comparison to fibroblast cells (NIH 3T3). Gallic acid is a 
natural compound extracted from tea with anti-inflammation 
and antibacterial properties.[2] In our result, gallic acid has 
selective cell fate function between osteoblast-like cells and 
fibroblast cells. Therefore, gallic acid modified micro arc 
oxidation coating may promote MG63 proliferation and 
adhesion, while minimizing inflammation and fibrous 
encapsulation.  

METHODS 
Experimental material adopts ZK60 magnesium alloy with 
chemical components (wt%) including Zn 5.5%, Zr 0.4% 
and the remaining contents of Mg. The samples are polished 
with finer grades of emery paper up to 5000 grades and 
rinsed in distilled water before MAO process. The 
electrolyte is composed of 12 g/l Na2SiO3, 5g/l NaOH and 6 
g/l NaF prepared with deionized water. The device for MAO 
process consists of DC power supply, electrolytic bath and 
cooling system. The process adopts the current static mode 
with 0.02 A/cm2 and the duration is about 5 minutes. After 
rinsing, the sample are immersed in 5g/l gallic acid ethanol 
solution for 24 hours, and then rinsed with distilled water 
and ethanol.  

The surface morphology of the coating is studied by 
scanning electron microscopy(SEM). The phase and the 
composition are measure with x-ray diffractometer(XRD) 
and X-ray photoelectron spectroscopy (XPS) respectively. 
The corrosion resistance tests are carried by electrochemical 
test. A conventional three-electrode electrochemical cell was 
used for the polarization test with a platinum counter 
electrode and a saturated calomel electrode (SCE) as the 
reference electrode. The tests were performed in revised 
simulated body fluid (r-SBF) solution.  

Mouse embryo fibroblast cells (NIH 3T3) and osteosarcoma 
cells (MG63) were used to examine the cytocompatibility. 
All cells were cultured in Dulbecco’s Modified Eagle’s 
Medium (DMEM). For the cell viability test, cells were 
cultured in 96-wells plates at 2000 cells/100μl of medium in 
each well and incubated for 24 h to allow initial cell 
adhesion. The medium was then replaced with experimental 
extract solution. Then, the viability rate is quantified by 
celltiter96-kit (Promega, USA).The morphology of cells 
adhesion is investigated by SEM observation. The cells are 

seeded on the coating for 12 hours, then fixed by 4% 
paraformaldehyde solution and dehydrated by ethanol.  

 RESULTS AND DISCUSSION 

Figure 1: Schematic illustration of the selective cell fate 
coating. 

The morphology of the coating is porous and the pore size is 
approximately 1μm. The compositions are mainly 
magnesium oxide, magnesium hydroxide which may form 
petal-like structure to increase the surface area and little 
magnesium silicate. In the x-ray photoelectron spectroscopy, 
the ratio of carbon is increased after the samples immersed 
in gallic acid solution. Moreover, in the high resolution 
spectra, gallic acid bonds onto the MAO oxide coating 
mainly through its carboxyl group to build a stable bonding.  
The corrosion current density is decrease from 10-5 to 10-7 
A/cm2 after the MAO process. Also, the anchoring process 
won’t break the coating structure but instead increase 
corrosion resistance slightly. The cell viability tests show 
that osteoblast-like cells are more likely to grow in the 
environment added gallic acid. In contrast, NIH 3T3 
fibroblast may be suppressed by gallic acid.  
CONCLUSIONS 
The MAO coating is effective way to protect corrosion 
solution invading the substrate which declines the corrosion 
rate and make cell easier to attach to implant’s surface. 
Furthermore, the porous and petal-like structure provide 
gallic acid more anchoring site to functionalize the surface. 
In present result, the coating has potential ability to 
approach selective cell fate between osteoblast-like cells and 
fibroblast cells. It may promote the bone recovery and 
inhibit fibrous encapsulation.  
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INTRODUCTION  
For the medical treatment of damage or rupture in the flexor 
digital tendon, finger flexor tendon suture surgery is used. In 
previous studies, various core suture methods have indicated 
that important factors affect biomechanical properties, 
including the number of suture strands [1]. Recently, 
asymmetric sutures have been reported to be effective [2]. 
We report that the condition where there is least resistance 
to gapping for the asymmetric placement of core suture in 
two tendon ends is favored at the repair site and when 3 mm 
or more asymmetry is used. This condition produces such 
beneficial effects more than a normal 6-stranded core suture 
[3]. However, it was not compared with other famous core 
suture methods. Therefore, this study was aimed to evaluate 
the strength in three types of core suture methods under 
cyclic load testing.  

METHODS 
Porcine flexor tendons were used in this study because their 
structure is similar to that of human flexor tendons. We 
sutured a porcine flexor tendon by using a combination of 
three types of core suture methods and interlocking cross-
stitch peripheral suture. The three types of core suture 
methods used were the 3 mm Asymmetry technique [3], the 
Triple loop tsuge technique [4] and the Yoshizu #1 
technique [5]. 
This experiment was performed under cyclic loading using 
an evaluation simulator that our research group developed 
[6]. Immediately after completion of the sutures, the sutured 
tendons were mounted on a custom-made cyclic loading 
machine. Both tendon ends were gripped using two upper 
and lower clamps to prevent slippage. The initial distance 
between the upper and lower clamps was set to 40 mm. A 
load cell was attached to the upper clamp to record the load 
added to the tendon. A custom-made software program on a 
personal computer was used to control the desired force, 
cycle speed and number of cycles. The resolution of load 
and displacement were 0.616 N and 0.004 mm, respectively. 
A 2 N preload was applied to each of the sutured tendons. 
The tendons were tested with an initial load of 10 N for 500 
cycles. If no evidence of failure was noted after the 500 
cycles, the force was increased by 5 N for each additional 
500 cycles. This procedure was continued until rupture 
occurred. The sutured tendons were pulled at a constant 
distraction rate of 300 mm/min. The values of the fatigue 
strength was presented as means and standard deviation 
(SD). Fatigue strength was defined as the product of force 
applied and the number of cycles until rupture occurred [7]. 

RESULTS AND DISCUSSION 
All of the sutured porcine tendons failed by suture breakage. 
There were no knot failures. The mean fatigue strength of the 
tendons with the Triple loop tsuge technique and the Yoshizu 

#1 technique were almost similar. The tendons with 3 mm 
asymmetry had significantly greater fatigue strength than the 
tendons with the Triple loop tsuge technique and the Yoshizu 
#1 technique (p < 0.01) (Figure 1). The Triple loop tsuge 
technique and the Yoshizu #1 technique are symmetric core 
sutures. We consider that the reason for the superiority of the 
asymmetric suture is that, in the cross-section, the six 
transverse sutures that pass through an asymmetric core suture 
repair were elliptical, while the cross section that the six 
transverse sutures pass through in a symmetric core suture 
repair were round. Therefore, we speculate that the tensile 
strength per unit area in the asymmetric core suture repair was 
lower than that in the symmetric core suture repair. We also 
consider that the asymmetric six-strand core suture repair 
configuration prevented the concentration of stress in a 
particular transverse area, and that it provided additional 
strength. 
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Figure 1: Comparison of the fatigue strength versus suture 
technique. 

CONCLUSIONS 
We compared the strength in the 3 mm asymmetry 
technique and the symmetry methods of Triple loop tsuge 
technique and Yoshizu #1 technique under cyclic load 
testing. Our results support that the 3 mm asymmetry is 
needed to produce beneficial effects. 
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INTRODUCTION  
Tissue engineering is a new approach to solve the problems 
of lost tissues and organs due to accidents or diseases. 
Tissue scaffold are the synthetic chitosan bioresorbable 
polymer matrices that are functional substitutes to replace 
missing or malfunctioning human tissues and organ like 
liver skin, cardiac valves, to provide a temporary substrate 
to which the transplanted cells can adhere. Utilization of 
computer-aided design technologies in tissue engineering 
has evolved in the development of a new emerging field of 
computer-aided tissue engineering (CATE) which helps in 
fabrication of tissue scaffolds with desired pore size and 
mechanical strength [1-3]. We are mainly concerned on 
modeling, fabrication and characterization of porous tissue 
scaffolds in tissue engineering. We had developed the 
various porous tissue scaffolds model in CAD software 
package Pro E wildfire 2.0 with different porosity and 
perform there stress and strain analysis by providing them 
the characteristics of chitosan Tensile modulus (E Gpa) is 
1.08 ± 0.04, Tensile strength (Mpa) is 37.7 ± 4.5, Elongation 
at break (%) is 49.5 ± 5.6 The analysis is done for the 
cartilage tissue growth. 

.METHODS 

CATE is computer aided imaging technologies comprising 
of CT scan, MRI, FMRI, CAD/CAM and other modern 
design and manufacturing technologies. Modelling and 
simulation of porous scaffold is done with Pro-E and 
ANSYS respectively, with. Using CATE, the intricate 3-D 
architecture of porous composite chitosan tissue scaffolds is 
realized and fabricated scaffold with reproducible accuracy 
in pore size and strength with the help of solid free-form 
fabrication (SFF) to assist biologists in studying growth and 
development of organ like skin, liver, cardiac valve etc. our 
work is mainly focused on cartilage cells growth on chitosan 
scaffolds. As shown in (Figure 1). Two types of shapes are 
taken for the development of Computer Aided Design model 
that are Cylindrical and Cubical. The designing is done in 
CAD Pro E wildfire 2.0 package and all files are converted 
the IGES format. The designing is done to obtain the 
different porosity according to which the cell can easily be 
penetrated in to scaffolds easily.  

Figure 1 Methodology for fabrication of scaffolds with the 
help of Computer Aided Tissue Engineering. 

RESULTS AND DISCUSSION 
When Force F is applied in X direction with speed of 
deformation is 0.1 mm/sec on a tetrahedral meshed element 
scaffold surface which is fabricated with the chitosan shown 
deformation and can withhold the load of cartilage tissue 
growth also porosity will increase then mechanical strength 
will also decreases 

Figure 2: 1. Model of different porous scaffolds, 2. meshed 
element, 3. stress in X direction. 

CONCLUSIONS 
In this research article we concluded that CATE is an 
important tool for predicting the effect of pore size of 
chitosan composite scaffold for cartilage tissue on its 
mechanical strength as the pore size of scaffold increases in 
mechanical strength decreases (Figure 2). CATE will be 
helpful in the fabrication of Chitosan tissue scaffold for 
bone and soft tissue like liver, heart, ear, skin and cancer 
cell growth etc. with exact porosity and mechanical strength 
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INTRODUCTION  
Pluripotent stem cells, such as embryonic stem cells (ESCs) 
and induced pluripotent stem cells (iPSCs), are 
characterized by their pluripotency and capacity for self-
renewal. They are considered to be important as cell sources 
for regenerative medicine. 

These stem cells easily lose the pluripotency by disturbance 
such as errors in cell culture technique. Therefore, it is 
important to evaluate the maintenance of pluripotency 
during expanding culture. The conventional evaluation 
methods for pluripotency, such as PCR, alkaline 
phosphatase (AP) staining, immunostaining for pluripotency 
markers, tend to cause human errors in results. Moreover, 
the procedure of these methods are complicated. Therefore, 
a simple and low cost evaluation method of pluripotency is 
strongly required. 

In this study, we focus on UV/ozone surface modification. 
The UV/ozone treatment modifies the hydrophilic property 
and molecular structure of polystyrene surface by the 
oxidization of ozone and oxygen radicals generated by UV 
irradiation. Previous our studies reported the influence of 
UV/ozone treatment on adhesion and proliferation of mouse 
ESCs (mESCs) [1]. From the results, it was considered that 
the pluripotency of stem cells would relate to cell adhesion 
on the UV/ozone-modified substrates.  

The purpose of this study is to establish an evaluation 
method of pluripotency using UV/ozone gradient surface 
modification of polystyrene cell culture substrates, and to 
evaluate pluripotency based on difference in the distribution 
of mESC adhesion on the UV/ozone gradient surface-
modified substrates. 

MATERIALS AND METHODS 
UV/ozone surface modification was performed by a cell 
arrayer (EKBIO-1100, Ebara Jitsugyo Corp.). Polystyrene 
dishes were irradiated by UV lamps at wavelength of 185 
nm and 254 nm. The distance between the substrate and 
lamps was 40 mm and the treatment was performed at 25 ºC. 
The polystyrene substrate was covered by a mask to shut out 
UV ray. The mask was moved by a stepper motor to expose 
the substrate gradually to UV ray. The stepper motor was 
controlled by a system design software (LabVIEW, National 
Instruments). The mask was moved 20 mm for 6 min to 
modify the surface gradually by UV/ozone treatment. 

Mouse ESCs (ES-EB3, Riken BRC, Japan) were cultured on 
the UV/ozone gradient surface-modified substrates. Two 
experimental groups were prepared for the experiments. In 
LIF(+) groups, mESCs were cultured in GMEM, 10%FBS, 

1% Antibiotic-Antimycotic, 0.1mM Non Essential Amino 
Acid, 1mM Sodium pyruvate, 0.1mM 2-mercaptoethanol, 
1000U/ml LIF and 10μg/ml Blasticidin S, to maintain their 
pluripotency. On the other hand, in LIF(-) groups, mESCs 
were cultured in the culture medium without 1000U/ml LIF 
and 10μg/ml Blasticidin S to lose their pluripotency. 

The viability of mESCs cultured on UV/ozone gradient 
surface-modified substrate was assessed by calcein-AM 
staining. The rate of cell adhesion in each image was 
calculated by measuring the area of cell adhesion using 
ImageJ software (NIH). 

RESULTS AND DISCUSSION 
The cells in LIF(+) group, which demonstrated pluripotency 
mainly, adhered to the area around 3 minutes of UV 
irradiation (Figure 1a). On the other hand, the cells in LIF(-) 
group, which lost pluripotency,  adhered to the whole area, 
not depending on the UV irradiation time (Figure 1b). Due 
to the difference in distribution of mESCs adhesion, it was 
possible to distinguish between pluripotent cells and non-
pluripotent cells. This suggests that the presence or lack of 
pluripotency could be related to the distribution of adhesive 
mESCs cultured on UV/ozone gradient surface modification. 

Figure1: Mouse ESCs cultured on the UV/ozone gradient 
surface-modified substrates. Mouse ESCs cultured in (a) 
LIF(+) and (b) LIF(-) groups. Scale bar : 400μm. 

CONCLUSIONS 
The method of UV/ozone gradient surface modification was 
established. It could be possible to evaluate pluripotency of 
mouse ESCs by using UV/ozone gradient surface 
modification. 
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INTRODUCTION  
Mechanomyogram (MMG) is an evaluation system of a 
muscle function objectivity and non-invasively. There are 
several different recording methods such as a microphone, 
an accelerometer sensor and piezoelectric contact sensor [1]. 
In the method using an accelerometer sensor, MMG is 
evaluated from a vertical accelerated velocity to the muscle 
fibers. However, a body tremor is caused by a muscle 
contraction, and MMG is influenced by this. In this study, 
we discuss the relationships between the body tremor and 
MMG in a biceps brachii muscle. 

METHODS 
Four healthy male participated in this study. The subjects 
were seated in a chair, and performed isometric contractions 
of the right elbow at the elbow joint angle of 90 degrees. 
They maintained for seven seconds at 20, 40, 60 and 80 
percent of the maximum voluntary contraction (%MVC). 
MMG were recorded using three-axis accelerometer (size: 
10×10×10 mm), and pasted on the right biceps brachii 
muscle belly. The axes were vertical (MMG), orthogonal, 
and horizontal to the muscle fibers then. The body tremors 
were recorded using one axis accelerometer (size: 4×4×13 
mm), and pasted on the anterior surface of the right wrist 
and the right head of the humerus (shoulder). Each axis was 
vertical to the skin. The signals were recorded at sampling 
rate of 4 kHz, and the band-pass filters were 1-100 Hz. In 
the data analysis, the data for 6.144 seconds were extracted, 
and root mean square (RMS) of the amplitude, the power 
spectral density, median power frequency (MDF) were 
calculated. 

RESULTS AND DISCUSSION 
In RMS of MMG that is the vertical axis of the muscle 
belly, the values were increased with an increase in the 
muscle contraction during 20 to 60 %MVC. However, the 
value of 80 %MVC were decreased or didn’t change 
compared with 60 %MVC. Up to 60 %MVC, the number of 
motor unit (MU) recruitment and the firing rates of MU are 
increased with increasing the muscle contraction, and RMS 
values that is index of the muscle amplitude were increased. 
The other side, the muscle gets tetanized because of the high 
firing rates in the high muscle contraction, so the value 
didn’t change in 80 %MVC [2].  
In MDF of MMG, the values didn’t change or decreased 
with increasing the muscle contraction. On the other hand, 
Orizio et al. reported that MDF were increased with 
increasing the muscle contraction [3]. Figure 1 shows the 
typical power spectral density of MMG and body tremors 
(shoulder) at 20 and 80 %MVC. In MMG, the distribution 
of the power spectral showed multiple peak, and the first 
peak showed from 10 to 20 Hz at all the muscle contraction. 
Then, the second peak above 20 Hz shifted high frequency 
with increasing the muscle contraction. In contrast, the 
distribution of the body tremor existed from 10 to 20 Hz at 
all muscle contraction. For this reason, it is suspected that 

MMG frequencies under 20 Hz are evaluated from the body 
tremor. To exclude the influence of the body tremor, MMG 
signals performed the high-pass digital filters of 20 Hz, and 
MDF recalculated. As the result of this, MDF values were 
increased with increasing the muscle contraction in MMG. It 
is considered as the factor that there are slow twitch (ST) 
fiber and fast twitch (FT) muscle fibers in muscle fibers. 
The frequency of ST fibers is lower than FT fibers, and they 
are used in low muscle contractions. On the other hand, FT 
fibers are used in high muscle contraction. Consequently, 
MDF were increased. 

Figure 1: Typical power spectral density of MMG and body 
tremor (shoulder) at 20 and 80%MVC. 

CONCLUSIONS 
This aim of this study was to clarify the relationships 
between the body tremor and MMG in a biceps brachii 
muscle. As the results, the spectral distribution of the body 
tremor existed from 10 to 20 Hz, and it wasn’t related to the 
muscle contraction. On the other hand, the first spectral peak 
of MMG showed from 10 to 20 Hz, and the distribution 
above 20 Hz was shifted high frequency with increasing the 
muscle contraction. From the above, it is suspected that 
MMG frequency under 20 Hz was evaluated from the body 
tremor, and it is need to be the high-pass digital filters of 20 
Hz. 
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INTRODUCTION  
The serious damage and denaturation in hair follicle would 
lead to alopecia which is difficult to heal with pharmaceutical 
products. Therefore, hair regeneration technologies are 
required for the treatment of alopecia. Previous studies 
reported tissue engineering approaches for the hair 
regeneration. In those studies, clumps of stem cells and hair 
tissue-derived cells were cultured in vitro and transplanted in 
vivo to regenerate hair tissue. However, these approaches 
required in vivo regeneration process. The purpose of this 
study is to regenerate hair follicle by only in vitro process by 
simulating in vivo cellular organization. Three-layered gel 
micro-bead culture containing fetal mouse epidermal cells, 
mouse ES cells and cytokines was established to simulate 
“native” hair follicle structure (Figure 1a). 

METHODS 
To simulate the cellular organization of hair follicle, fetal 
mouse epidermal cells and mouse ES cells were seeded and 
cultured in gel micro-beads. Moreover, to promote the 
proliferation and differentiation of cells, basic fibroblast 
growth factor (FGF-2) was added to the core layer of gel-
beads. Firstly, the core layer of gel-beads was formed by 
alginate gel containing FGF-2 (400 ng/ml) on culture dish. 
The second layer was formed by collagen gel containing 
mouse ES cells (3.0×106 cells/ml) to cover the core layer. The 
third layer was formed by collagen gel containing fetal mouse 
epidermal cells (3.0×106 cells/ml) to cover the second layer. 
The three-layered gel beads were cultured in follicle dermal 
papilla cell growth medium (PCGM) containing 1% fetal 
bovine serum (FBS), 0.5% insulin transferrin 
triiodothyronine mixed solution, 1% bovine pituitary extract 
and 0.5% Cyproterone acetate during the first 7-day culture, 
and cultured in GMEM containing 10% FBS and 1% 
Antibiotic-Antimycotic after the first 7-day culture. The 
beads were cultured for 49 days. 

The cultured gel-beads were fixed by 10% formalin neutral 
buffer solution, embedded in paraffin, sliced into 3 µm thick 
sections. The sections were stained with hematoxylin-eosin 
and immunostained for cytokeratin, smooth muscle actin. 

To evaluate the diffusion of FGF-2 in the three-layered gel 
beads, an experimental model using fluorescence dextran was 
established. The core layer was formed by alginate gel 
containing the dextran (M.W.10000) in each well of 96-well 
plate. The second and third layers were formed by collagen 
gel without cells to cover the core layer. 400 µl ultrapure 
water was poured into each well and the fluorescence 
intensity of dextran in the water was measured. The 
concentration of dextran diffusing into water was calculated 
by the measured fluorescence intensity with fluorescence 

spectrophotometer. In addition, numerical analysis of 
diffusion phenomenon was performed with the conventional 
simulation software (COMSOL Multiphysics v5.2). 

RESULTS AND DISCUSSION 
As shown in Figure 1b, the concentric keratinized circle-like 
structures were recognized in the cultured beads. These 
structures resembled the “native” mouse hair follicle and 
were also positively immunostained with the cytokeratin 
(Figure 1c). From these results, it was considered that hair 
follicle-like structures were regenerated in the beads. 
Moreover, smooth muscle fiber-like structures were 
recognized in the region surrounding the hair follicle-like 
structures. These structures were positively immunostained 
with the smooth muscle actin (Figure 1d). In the “native” hair 
tissue, smooth muscle fibers called arrector pili muscle exist 
around the hair follicles. It was supposed that these structures 
in the cultured beads might be the arrector pili muscle. The 
results of this study suggest that the hair follicle and the 
arrector pili muscle could be regenerated using our three-
layered gel bead culture. 

Figure 1: (a) Schematic of three-layered gel micro-beads 
simulating hair follicle and histological images of gel beads, 
(b) hematoxylin-eosin, (c) cytokeratin, and (d) smooth 
muscle actin, scale bars: 100 µm.  

Moreover, from the results of experimental and numerical 
analyses, the fluorescence dextran contained in the beads was 
released within 2~3 hours. Therefore, it was supposed that the 
effect of FGF-2 was limited within 2~3 hours. 

CONCLUSIONS 
It was suggested that the hair follicle-like structures could be 
regenerated by only in vitro process using our three-layered 
gel bead culture containing mouse ES cells, fetal 
mouse epidermal cells and FGF-2. Moreover, It was 
supposed that the effect of FGF-2 in three-layered gel 
beads was limited  within 2~3 hours from the start of 
culture.  
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INTRODUCTION  
Deep squatting is adopted for self care, instrumental 
activities of daily living, leisure and occupational activity 
in India and other parts of the world. However western 
life style is gradually replacing squatting with upright 
postures. Considering the value of deep squatting as a 
self-loading functional activity to improve lower limb 
strength and balance in rehabilitation programs [1], it was 
of biomechanical interest to explore natural adaptations 
in lower limb joints and kinematic pattern of squatting 
among people with varying level of exposure. 
Literature reports biomechanical demands of partial squat 
stress on ACL, PCL and knee adductor moments [2]. 
However, deep squat has been studied largely as a sport 
activity and as an occupational risk factor for 
development of knee osteoarthritis. Although kinematics 
of deep squat are described [3] effect of habitual 
squatting on kinematics of lower limb joints among 
healthy adults with varying squatting exposure requires 
further exploration.  

METHODS 
Kinematic analysis of 26 participants aged 30-45 years 
was performed. Eight non squatters (NS) i.e. people who 
do not squat for any activity,  10 people who deep squat 
for activities of daily living (ADLS) - and 8 occupational 
squatters (OS) - people who sustain deep squatting for 
occupational activity for long duration of time (>1 
hour/day) were recruited. Joint angles were captured with 
12 infra-red Bonita cameras and 3 AMTI force plates. A 
full body plug-in-gait model with 4 additional spherical 
reflective markers (14mm) on left and right iliac crests 
and medial femoral condyle were used to capture 3D 
motion. Five trials of deep squat were captured at 250Hz. 
Squat was performed with one foot on each force plate 
and, arms outstretched. Markers obscured during deep 
squat were filled within Vicon Nexus and joint axis was 
aligned using an anatomical calibration trial. Data were 
filtered with a Butterworth filter at a low pass cut off 
frequency of 6 Hz. 

RESULTS AND DISCUSSION 
Demographic characteristics of 3 groups are presented in 
Table 1. Joint angles were similar on both sides 
(p=0.120-0.988) except hip rotation. Hip internal rotation 
was greater on left compared to right in NS (p=0.017). 
Data from right joint angles were considered for further 
analysis. Greater thoracic flexion was observed in NS 
compared to ADLS and OS (p=0.04). Non squatters 
demonstrated greater anterior pelvic tilt whereas ADLS 
and OS maintained deep squat with a posterior pelvic tilt 
(p=0.03). All participants performed deep squat using hip 
flexion-abduction-internal rotation. Non squatters were 
asymmetrical with respect to hip rotation whereas OS 
were symmetrical. Highest knee flexion was 
demonstrated by OS followed by ADLS (p=0.029). 

Thoracic flexion, pelvic tilt and knee flexion were 
significantly different in three groups after adjusting BMI 
as a covariate (p<0.05).  

Variable Non 
Squatters 
n=8 
Mean(SD) 

ADL 
Squatters  
n=10 
Mean(SD) 

Occupational 
Squatters  
n=8 
Mean(SD) 

p-value 

Age yrs 35.6 (4.6) 34.2 (4.1) 41.8 (7.5) 0.042 
Height m 1.58 (0.11) 1.62 (0.12) 1.54 (0.10) 0.331 
Mass kg 64.8 (7.7) 57.9 (16.9) 49.0 (13.9) 0.086 
BMI kg/m2 25.9 (3.1) 21.7 (4.2) 20.39 (4.4) 0.025* 
Squat exposure 
min 

0.0 15.0(6.2) 106.8(40.3) 0.000*

Thorax 0 33.5 (12.6) 22.3 (7.9) 22.9 (5.4) 0.027* 
Ant Pelvic tilt 0 10.6 (17.1) -9.3 (21.7) -12.4 (18.6) 0.050* 
Hip Flexion 0 111 (13.0) 106.4 (19.5) 108.8 (18.7) 0.855 
Hip Abd 0 13.9 (4.6) 13.9 (8.6) 31.5 (41.2) 0.235 
Hip IR 0    R 

L 
19.1 (13.7) 
46.5(20.6) 

18.1 (16.7) 
33.7(11.3) 

31.9 (24.5) 
30.4(19.0) 

NS  0.017 
ADLS0.092 
OS  0.779

Knee flexion0  154.5 (7.6) 158.9 (6.3) 163.6 (4.5) 0.029* 
Knee add 0 12.6 (16.2) -13.6 (56.6) 4.6 (10.2) 0.316 
Knee IR 0  35.6 (15.5) 33.6 (18.5) 37.8 (19.0) 0.886 
Ankle DF 0 33.3 (31.3) 45.2 (6.2) 41.7 (7.7) 0.389 
Foot prog  -1.9 (27.8) -15.4 (7.2) -15.9 (8.3) 0.177 

Table 1: Joint angles in NS, ADLS and OS groups at 
maximum knee flexion during deep squat      
* indicates significant difference at p≤0.05

Ability of habitual squatters to sustain squat with lower 
trunk flexion and posterior pelvic tilt and higher knee 
flexion indicates better postural control. Most non-
squatters were unable to perform foot flat squat indicating 
shorter tendon length of ankle plantar flexors. However, 
differences in ankle dorsi-flexion were non significant. 
Knee flexion angle was highest in OS indicating soft 
tissue adaptation to longer duration of squatting exposure. 

CONCLUSIONS 
Longer exposure to deep squatting activities appears to 
result in increased knee flexion, erect trunk and posterior 
pelvis tilt during deep squat. Occupational squatters 
performed squat primarily in sagittal plane whereas non 
squatters had greater motion in transverse plane. Further 
research is required to determine whether this is likely to 
affect loads encountered by knee joint. 
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INTRODUCTION  
Osteogenesis Imperfecta (OI) is a genetic disorder which 
causes frequent bone fractures [1-2]. The OI affected bones 
are fragile and deformed therefore, improvement in existing 
implants may help in reducing the frequency of fractures [3]. 
The improvement may be brought in through the knowledge 
of realistic loading, which can be obtained from gait of an OI 
patient. This will help the engineers to understand and design 
optimal implants/prostheses. Ground reaction forces play an 
important role to calculate various intersegmental forces and 
moments, which determines the mechanical environment [4]. 
We hypothesize that mechanical environment in OI may be 
different from normal. Improved knowledge of this 
mechanical environment will be helpful for clinicians to 
understand and plan the course of their action with improved 
implants/prostheses.  

Clinical gait analysis becomes an important tool to assess and 
understand the various musculoskeletal pathologies which 
affect the ambulation. The data obtained from gait analysis 
aids in understanding and differentiating the ambulatory 
patterns in normal and pathological subjects. This further 
helps in the surgical management and rehabilitation of the 
patients. The various temporal and spatial parameters also 
help to develop new technologies for treatment and 
rehabilitation. 

This study aims to investigate the ground reaction forces of 
an OI patient. The observed force magnitudes and patterns 
were compared with the age matched normal subject. 

METHODS 
Two ambulatory children were included for this study: 1 OI 
patient (8 years, 19.5 kg, 123 cm, male) and 1 normal subject 
(9 years, 26 kg, 137 cm, male). The selection of normal 
subjects was based on the criterion that they had no previous 
history of any type of musculoskeletal problems. The testing 
protocol for both patients and normal subjects was approved 
by the Institutional Ethics Committee at the Post Graduate 
Institute of Medical Education & Research, Chandigarh. 
Written informed consent was obtained from all the 
participants or legal representatives. 

3D kinematics was recorded with the help of 18 reflective 
infrared markers using Helen-Hayes protocol. BTS 
GAITLAB system (BTS Bioengineering, Italy) with 6 
infrared cameras (500 Hz) and 16 force plates (1000 Hz) was 
used to acquire both kinematics and kinetics data. The 
subjects walked at a self-selected speed. The ground reaction 
forces were expressed as percentage body weight (% BW) 
whereas gait cycle was expressed in percentage gait cycle (% 
Gait Cycle).   

RESULTS AND DISCUSSION 

We observed a clear difference in gait cycle of normal subject 
and OI patient (Figure 1). In particular, the maximum mean 
vertical ground reaction force for normal subject was 150% 
BW; whereas, for OI patient it was around 105 % BW. In 
addition, a double humped profile was imprecise in case of 
OI patient.  

Figure 1: Variation of vertical ground reaction force in a 
normal subject and an OI patient during a gait cycle. 

The observed differences in the gait cycles support the 
hypothesis that there should be a different biomechanical 
environment for an OI patient. The difference may be an 
outcome of the common complications linked with OI 
patients, such as muscle weakness [5]. Besides this, an 
inherent cautiousness related to falling down may also be 
another reason. 

The present study is a preliminary work to understand 
deviations in gait cycle due to Osteogenesis Imperfecta. 
Based on the findings, it is suggested to recruit more subjects 
for firm validation of the present study.  

CONCLUSIONS 
An accurate estimation of ground reaction forces in terms of 
magnitude and profile during a gait cycle will provide a useful 
insight to the clinicians and engineers about locomotion in OI 
patients. This will also help in carrying out subject specific 
finite element simulations, prosthesis and implant designing 
for subject specific surgical intervention and rehabilitation.  
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INTRODUCTION  
Historically, patients with knee osteoarthritis (knee OA) 

has been viewed exclusively as a knee problem. Recent 
findings have indicated association between decreased 
function of the foot and knee OA [1]. Researchers have 
hypothesized that elderly who demonstrate toe grip strength 
weakness would exhibit increased falling risk [2]. To date, 
no studies have tested toe grip strength and operational 
capability in patients with knee OA of pre- and post- 
operative total knee arthroplasty (TKA). The aim of this 
study was to investigate whether operational capability are 
affected by toe grip strength in patients with knee OA of 
pre- and post- operative TKA. 

METHODS 
The subjects were 30 knees of 26 patients with knee OA in 

pre- and post- operative TKA. Their age, height, and body 
weight (mean ± standard deviation) were 73.6 ± 5.0 years, 
154.9±6.8 cm, and 62.7±6.7 kg, respectively. All 
participants provided their written informed consent before 
participating. In this study, toe grip strength (TGS), the 
timed up and go test (TUG), 10m walk test (10m walk), sex, 
age, weight, height and femoral tibia angle (FTA) were 
analyzed among all subjects in pre- operative TKA and 
discharge. All subjects were discharged by 4 weeks after 
surgery. The sitting positions were used in the measurement 
of toe grip strength. For the sitting position, the subjects 
were instructed to sit with the trunk vertical and the hip and 
knee joints at 90° [3].  In the statistical analysis, multiple 
regression analysis (stepwise method) was used to 
investigate whether TGS was independently associated with 
TUG or 10m walk, using basic characteristic (sex, age, 
weight, and height, FTA) and TGS as the dependent 
variables in pre- and post- operative TKA. In addition, the 
relationship between TUG, 10 m walk and TGS in pre- and 
post- operative TKA was investigated by Pearson's 
correlation coefficient. All statistical analyses were 
performed using SPSS software (version 22.0, SPSS Inc., 
Chicago, IL), and the significance level was set at 5%. 

RESULTS AND DISCUSSION 
Pre- operative FTA, TGS, 10 m walk and TUG values ± 

standard deviation were 182.9 ± 6.7 °, 9.0 ± 4.3 kg, 10.9 ± 
2.4 sec, and 11.1 ± 2.4 sec, respectively. Post- operative 
FTA , TGS, 10 m walk and TUG were 174.7 ± 1.8 °, 8.3 ± 
3.8 kg, 13.3 ± 2.6 sec, and 15.5 ± 4.0 sec. As a result of 
multiple regression analysis, the influence factor of 10 m 
walk in post-operation, height and TGS were extracted, and 
the standard partial regression coefficients were -0.36 and -
0.48 in order. In TUG, only the TGS was extracted, and the 
standard partial regression coefficient was -0.57. However, 
there was no influence factor in 10 m walk and TUG in 
post- operative TKA. Also, there was no significant 
correlation between TUG, 10 m walk and TGS before and 
after the operation. 

  From the results of this study, it was found that the ability 
of the knee OA patients to move improves with increasing 
TGS. Regarding the TGS, Misu et al. [4] reported extended 
the stride length at walking, and Kabe et al. [5] reported that 
there are functions for supporting and modifying the center 
of gravity in loading motion. Since 10 m walk is a walking 
task in the linear direction, I think that the height, TGS 
related to the stride length, these was extracted as an 
influential factor. On the other hand, TUG is a motion that is 
required to straight walking and sit-to-stand, turning 
direction. During sit-to-stand and turning direction motion, 
weight bearing is required. So it was thought that only the 
TGS was extracted as an influence factor. Influence of TGS 
was not recognized in the operational capability at 
discharge. The reason for this is that the toe flex muscle 
works most strongly at the terminal stance phase of walk, 
and provides the driving force of the lower limbs. However, 
it is reported that the quadriceps muscle strength, which is 
said to be strongly active in the earlier walking phase, is 
significantly lower than before the operation at 1 month 
after TKA [6]. Therefore, it was thought that it was due to 
not being able to obtain the driving force from the toes by 
not being able to shift to the terminal stance accompanying 
it. 

CONCLUSIONS 
In results of this study, it was suggested that the TGS is 

closely related to improving the ability to move in patients 
with knee OA. Our data are useful as reference data 
obtained from knee OA, and may make it facilitate to design 
treatment practice. For TKA afterwards, I thought that 
consideration including quadriceps muscle strength and 
continued prospective study are necessary. 
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INTRODUCTION  
Biomechanical models of the human spine, including 
idiopathic scoliosis, have been studied by several authors 
such [1, 2] or even more recently [4, 5]. 
In [7], the portion of the human spine involved in a scoliotic 
curve is modeled as a uniform flexible column of 
homogeneous isotropic material, creating a curved beam 
column as mechanical analog. This proposed model fail to 
include the interaction between the human spine and the 
spinal musculature and other supporting structures. This 
interaction was later included in [3]. By introducing the 
flexural rigidity factor (EI), the author shows that the 
behavior of the articulated human spine could be simulated 
by a continuous spine model. 
In [6] a spine-orthosis model is presented. This two-
dimensional model describes the interaction of the spine 
with the orthotic stabilization device and is viewed in the 
frontal pane. Throughout the paper the authors establish the 
mathematical model comprised by a differential equation 
and assumptions on the boundary conditions. However the 
mathematical model used cannot explain or cover the forces 
involved in a spinal traction device, such as the Antalgic 
Trak Technology. These type of devices have very specific 
features and characteristics that must be incorporated in the 
model, or read from the model as a specific output in order 
for the therapy to be as successful as possible. 
To better illustrate this relation, an individual test case is 
presented, where all the parameters and setup are presented. 
In addition a final discussion illustrating the relation 
between the force applied and the angle on which to perform 
the pull, is included. 

METHODS 
The methods used throughout this paper rely on 
mathematical modeling of the forces involved in spinal 
direction devices, through the use of differential equations. 
To model such devices a differential equation, along with 
the appropriate boundary conditions are presented. 
Analytical methods are used to obtain the solution and an 
analytical approach on the relation between the parameters 
is also presented. 

RESULTS AND DISCUSSION 
A spinal traction device is designed to take all the weight 
and pressure of the spine while simultaneously applying a 
downward or upward traction force to move the spine into 
its proper position. 
These devices are designed to bring the vertebrae into a 
proper vertical alignment, in order to eliminate a lateral 
curvature. 
The patient takes a seated position in the chair. The head is 
fixed, such that no weight pressure is applied on the cervical 
spine and the waist is strapped. The chair is designed to 
provide stabilization to the posterior thoracic rib arch, while 
simultaneously incorporating decompression and traction to 
the spine. 

To the best of our knowledge, no existing model 
incorporates all of these features. Especially due to the 
absence of a continuous transverse load, the model 
presented in [6], cannot be directly applied. Hence, based on 
these features, the mathematical model for spinal traction 
devices is presented. 
The amount of parameters that can be customized or 
adjusted tend to vary from device to device, however the 
main 3 parameters to be discussed in this paper are traction 
force, angle of traction and location on the cervical spine. 

CONCLUSIONS 
In this study the mathematical model for spinal traction 
devices is presented. 
By applying the appropriate changes and considerations it 
was also possible to read from the model the necessary 
outputs to setup the proper therapy. Therefore this model 
emphasizes on getting the individual information about 
force, angle and location on the cervical spine, for each 
patient, based on its initial scoliotic curve, weight and also 
pain sensitivity to the force applied. 
For each individual case it is possible to establish all of 
these parameters and also, a relation between angle and 
force to apply, making the therapy, tailor cut for each 
patient’s needs. 
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INTRODUCTION  
Shoulder pain is a major problem for persons with a spinal 
cord injury (SCI), due to their high dependency on their 
upper extremities for mobility, participation and performing 
activities of daily life (ADL). The prevalence of shoulder 
pain in the general population and in the SCI population are 
respectively 7-27% [1] and 30-70% [2]. 

The causes of shoulder pain in SCI are most likely 
multifactorial and risk factors as gender, lesion 
characteristics and activity level have been identified [3]. 
Earlier research has related subacromial impingement 
syndrome, a common cause of shoulder pain and limited 
range of motion, to an increased retraction, medial rotation 
and posterior tilt of the scapula in an able-bodied population 
[4]. However due to differences in posture, muscle paralysis 
and demands and use of the upper extremities between an 
able-bodied and SCI population, these results cannot be used 
without consideration.  

METHODS 
Thirty persons with chronic paraplegia (lesion level Th2-L5) 
who were dependent on their manual wheelchair for ADL 
participated in the study. Study participants were matched in 
pairs of pain occurrence by gender and age and assigned to 
either the pain or no-pain group based on self-reported pain 
on a VAS (cutoff <4 for no pain). 

Prior to the experiment, reflective markers were attached to 
the upper extremity and thorax and bony landmarks were 
palpated and digitized in accordance with the ISB guidelines 
[5]. Kinematic and kinetic data were unilaterally collected 
on the most painful side during the experiment with an 
optoelectric camera system and an instrumented wheelchair 
wheel.  

Bony landmarks were reconstructed with respect to their 
marker cluster during a static pose in the anatomic position, 
frontal-plane arm elevation and submaximal wheelchair 
propulsion on a level treadmill. Rotation matrices were 
constructed and decomposed to Euler angles in accordance 
with the ISB guidelines [5]. 

RESULTS AND DISCUSSION 
In the anatomic position, the pain group showed 34.8° ± 3.2° 
of scapular protraction, 7.4° ± 2.8° of scapular medial 
rotation and 6.4° ± 4.1° of scapular posterior tilt. In the no- 
pain group, these values were respectively 35.4° ± 4.1°, 6.9° 
± 3.9 and 7.2° ± 1.8°. These differences are not significant. 

During arm elevation in the frontal plane from 30° to 70° of 
TH elevation, the pain group showed on average 2.4° less 
protraction, 0.9° less medial rotation and 1.8° more anterior 
tilt, however these differences are not significant. 

In Figure 1, scapular kinematics of both groups are shown 
during a time-normalized wheelchair propulsion cycle at 
4km/h and 20W. There is a tendency towards increased 
retraction, medial rotation and posterior tilt, yet no 
significant difference.  

Figure 1: Scapular kinematics in paraplegic persons with 
and without shoulder pain during time-normalized 
wheelchair propulsion cycles. The vertical lines indicate the 
end of the propulsion phase start of the recovery phase. 

CONCLUSIONS 
Initial findings of scapular kinematics show a trend towards 
findings in the able bodied population but no statistical 
significant differences were found  between the pain and no-
pain group. Further in-depth analysis of the data could help 
in explaining these findings. However, current results 
indicate that findings in an able-bodied population do not 
directly apply to persons with an SCI. 
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INTRODUCTION  
Walking is an action with an extremely low energy cost. In a 
clinical gait analysis, mechanical energy is the gait variable 
which can validate the energetic state of the disorder of 
patient’s movement. One of the simplest methods of 
estimating the amount of work performed in human gait is 
observe the motion of the centre of mass of the body (CoM), 
which in the sagittal plane is similar to the motion of a 
pendulum [1]. In case of pathologic gait energy cost can 
increase and it is related to the increase of external work by 
the muscles involved in moving the centre of mass of the 
body. Drop foot is a complex syndrome, with multiple 
interactions between joints and muscles [2]. The disorder is 
characterized by a lack of voluntary control of ankle 
dorsiflexion and subtalar eversion. This altered movement 
pattern can influence on mechanical energy expenditure. 
Therefore, the objective of this study was to identify 
available compensatory strategies in term of mechanical 
energy in persons with drop foot. 

METHODS 
The group of patients (DF) consisted of 10 persons with 
drop foot with a mean age=52.4±23.8years, h=175±2cm, 
m=73.8±13.4kg. The patients suffered from paresis of the 
common peroneal nerve caused by lumbar disc hernia. In 
contrast, the control group (C) consisted of 10 healthy 
subjects with a mean age of 29.6±9.7 years, h=174.3±8cm, 
m=74±8.6kg. Kinematic data of gait were collected at 
100Hz using eight VICON system cameras. Reflective 
markers were placed using the full body ‘Plug-in-Gait’ 
marker set. The three-dimensional displacements of CoM 
were determined from VICON system. The linear velocity 
of CoM was calculated as the derivative of position with 
respect to time. Normalized potential (Ep) and kinetic (Ek) 
energy fluctuations were calculated according to equations 
[1]: 
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where: m - body mass, CoM(z) – height of CoM, h – body 
height, v – absolute velocity of CoM and g = 9.81ms-2. 

In order to demonstrate the difference between the energy 
curves for C and DF group, the indicators f1 and f2 were 
used for the analysis of the similarity of the profiles [3]:  
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It is assumed that the curves are similar, when the value of f1 
is in the range from 0 to 15. While, if f2 is near 100, the 
easier is demonstrate the similarity of profiles. 

RESULTS AND DISCUSSION 
The normalized potential and kinetics energy as a function 
of gait cycle for control (C) and drop foot (DF) groups is 
presented in Figure 1. 

Figure 1: Mean changes in potential and kinetic energy for 
C- control and DF – drop foot groups. 

The normalized potential energy curve oscillates around 
0.55J for both of the analyzed groups (Figure 1), but the 
amplitude of oscillation is significantly smaller for the DF in 
compare C group (0.02 vs. 0.09). Looking at the kinetic 
energy curves, the normal values oscillate around 0.05, 
while around 0.01 in patients group. The amplitude in both 
groups is the same 0.01J. 
For potential and kinetics energy profiles, the average 
indicator f1 was 0.01 and 0.68 respectively, while f2 was 100 
and 99.98 respectively, which shows the highest similarity 
between the curves.  

CONCLUSIONS 
In this study, based on predictions of the body’s CoM 
trajectory during walking, the components of total 
mechanical energy in normal and drop foot gait were 
determined as similar. This method measures the external 
work performed and no measure is made of the work 
performed to move the limbs relative to the trunk, and this is 
the highest limitation of this scheme. 
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INTRODUCTION  
Cerebral palsy (CP) refers to a group of permanent disorders 
due to a non-progressive disturbance during the process of 
brain maturation[1]. Studies have shown that children with 
CP perform a smaller displacement of center of mass during 
the anterior reach until the limit of stability in standing 
position compared to their peers of typical developing[2]. 
Will children with CP have similar performance during the 
anterior and sitting reaching compared to typically 
children,i. e., with increased base of support and lower 
center of mass? The purpose of this study was to compare 
the anterior reach until the limit of stability in standing and 
sitting position in CP and typically children. 

METHODS 
Twenty two children aged from 6 to14 years old participated 
of this cross-sectional study. Eleven children with spastic 
CP (levels I and II of the Gross Motor Function 
Classification System) were included in the group of CP 
(CPG) and paired by age and gender with eleven children 
with typical motor development who were included in the 
control group (CG). A three-dimensional kinematic analysis 
system (Dvideow©) with two video cameras was used to 
describe spatial trajectories of 1 marker attached on ulnar 
styloid process on dominant upper limb. Firstly, the children 
were placed in standing position in the calibrated volume 
center in front of a target placed to an approximately 
distance of 120% of the upper limb size.  The child was 
guided to reach as far as possible toward the target without 
moving the foot from the floor. During the test the child was 
instructed to perform a 90º of shoulder bending, elbow and 
wrist extension in neutral position holding the position for 3 
seconds; reach to the maximum range of motion and 
remaining in this position for 3 seconds; and return to the 
starting position. Three trials were collected. Secondly, the 
same protocol was applied to children in sitting position. 
The kinematic data were filtered and the kinematic variables 
were calculated using Matlab 7.9©. Total distance of reach 
(cm), time (s), mean velocity (m/s) and deceleration index 
(% - the ratio between time after the velocity peak and the 
total time of movement, multiplied per 100) were calculated. 
The lower the deceleration index, the greater the time spent 
to decelerate the movement of the arms. 

Repeated measure ANOVA was conducted to compare CG 
and CPG and standing and sitting positions. Significance 
level of 5% was adopted. This study was approved by the 
Federal University of São Paulo Ethics Research Committee 
(n. 209.295). The parents gave permission for the 
participation of infants in the study by signing a consent 
form. 

RESULTS AND DISCUSSION 
The CPG showed lower distances (p=0.001), time (p<0.01) 
and mean velocity (p=0.002) and higher deceleration index 
(p<0.01) than CG (Table 1).  

Table 1: Mean (standard deviation) of distance, time, mean 
velocity and deceleration index in standing (Sta) and sitting 
(Sit) positions for CPG and CG. 

CPG CG 
Distance 
(cm) 

Sta 7.77(3.25) 14.70(6.02) 
Sit 12.11(4.47) 21.78(7.56) 

Time (s) Sta 2.11(0.37) 2.87(0.48) 
Sit 2.43(0.41) 3.23(0.43) 

Mean 
velocity(m/s) 

Sta 0.03(0.01) 0.05(0.01) 
Sit 0.05(0.01) 0.07(0.02) 

Deceleration 
index (%) 

Sta 95.58(5.77) 86.26(6.52) 
Sit 94.88(7.10) 84.03(5.33) 

The high variability of muscle activation, which could stem 
from standards of abnormal muscle recruitment, high levels 
of co-activation and change in the muscle recruitment order 
in children with CP [3] justify their poor performance on the 
task. Typical children show greater movement control, once 
to perform the reach with greater speed proper muscle 
activation is required, resulting in larger distance achieved 
and more time required. 

Both groups performed higher distances (p<0.01), time 
(p=0.003), and mean velocity (p<0.01) in sitting than 
standing position (Table 1). There were no differences for 
interaction group vs position for all variables and between 
positions for deceleration index.  

In sitting position, the center of mass moves forward inside 
a greater base of stability and, consequently, the child has a 
better balance. Otherwise, in standing position the center of 
mass move near to the limit of stability, showing more 
instability. To adapt daily activities in sitting positions for 
children with CP can improve their performance.   

CONCLUSIONS 
Children with cerebral palsy, even with mild impairment, 
show lower anterior displacement and movement control 
during the reach in standing and sitting position, suggesting 
balance deficit. Sitting was better than standing position 
during reaching until the limit of stability and it can be an 
alternative to improve the balance of typically and cerebral 
palsy children during reaching tasks. 
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INTRODUCTION  
Carpal tunnel syndrome (CTS) is a compressive and 
symptomatic neuropathy of the median nerve at the level of 
the carpal tunnel [1]. Factors such as prolonged postures in 
flexion, extension and ulnar deviation of the wrist can 
increase intracarpal pressure and compression of the median 
nerve, contributing to the development of CTS [1,2]. 
Strategies that reduce the activation of wrist extensor 
muscles and muscles that perform ulnar deviation may 
reduce the clinical symptoms of CTS. The purpose of this 
study was to evaluate whether a 45-day conservative 
treatment could reduce the electromyographic activity of 
flexor carpi ulnaris and extensor carpi radialis muscles in 
people with CTS. 

METHODS 
Eight volunteers with medical diagnosis of mild/moderate 
CTS who had an electrodiagnosis exam to confirm the level 
of STC underwent a treatment of 45 days of nocturnal use of 
commercial wrist orthosis combined with gliding exercises 
for tendons and nerve. Data were collected before and after 
the treatment. The electromyographic activities of the 
extensor carpi radialis (ECR) and the flexor carpi ulnaris 
(FCU) were measured on the dominant upper limb of the 
participant during a task performed with the arm positioned 
in the scapular plane while the person held a halter 
weighting 5% of their body weight. The task was performed 
according the following instructions related to markings on 
a table: (a) move the hand from point A until reaching the 
halter ("reach" phase); (b) pick up the halter ("holding" 
phase) at point B; (c) move halter to point A ("elbow 
flexion" phase) and (d) then place it at point B ("elbow 
extension" phase). The phases of the task were delimited by 
a trigger. The task was performed three times, with intervals 
of 30 seconds.  The myoelectric signals of the ECR [2] and 
the FCU [3] were sampled with disposable Ag/AgCl bipolar 
electrode (20mm inter-electrode distance) connected to a 
sensor (Miotec©, RS, Brazil). The reference electrode was 
fixed in the sternum. A channel was used as a trigger. The 
sensors and trigger were connected to an electromyograph 
with 16-bit A/D converter board, frequency of 2kHz per 
channel and simultaneous acquisition. The row 
electromyographic signal were filtered at a frequency 

bandwidth of 20-500Hz. Subsequently, the 
electromyographic signal was windowed in each phase of 
the task and then normalized by the mean value of three 
maximal voluntary isometric contractions of the respective 
muscle obtained in muscle function test. Data were 
compared through descriptive and visual analysis.  The 
study was approved by the Ethics Committee (nº 1.309.591) 
and submitted to the Brazilian Registry of Clinical Trials 
(RBR-74rqnz). 

RESULTS AND DISCUSSION 
The means of electromyographic normalized activity for 
ECR and FCU muscles decreased in all phases of the task 
from pre- to post-treatment (Table 1). In disorders such as 
CTS, the reduction of ECR and FCU activity may contribute 
to the reduction of CTS symptoms [1,2]. In addition, ECR 
has a greater demand for activation in manual gripping 
tasks, even in people without musculoskeletal wrist 
disorders [4].  For people with CTS, this reduction in muscle 
activity can improve functional performance on tasks that 
require wrist stabilization. 

CONCLUSIONS 
The proposed conservative treatment was effective in 
reducing the normalized electromyographic activity of the 
ECR and FCU muscles. Although limited, this preliminary 
finding suggests that a study with other clinical tools and 
larger sample size should be performed to assess the 
possible benefits of the proposed treatment. 

ACKNOWLEDGEMENTS 
 This research was funded by the CNPq (grant # 
458837/2013-0) and FAPESP (grant #2014/27269-2. 

REFERENCES 
1. Ibrahim I, et al., The Open Orthopaedics Journal. 6:

69-76, 2012.
2. Chen HM, et al., Eur J Appl Physiol. 112: 2205-2212,

2012. 
3. Perotto AO.  Anatomical Guide for the

Electromyographer: The Limbs and  Trunk. 4 Ed, 2005.
4. Van Petten AMVN, Avila AF. Rev Bras Ortop. 45

(1):72-8, 2010.

Table 1: Normalized Electromyographic Signals (mean [standard deviation]) for FCU and ECR before and after 45 days of 
conservative treatment. 

Muscle 
Phases of the Functional Task 

Reach Holding Elbow Flexion Elbow Extension
Flexor carpi ulnaris, before 26,24 (18,39) 42,09 (25,16) 41,40 (13,70) 37,02 (23,94)
Flexor carpi ulnaris, after 17,32 (5,65) 32,45 (24,87) 38,11 (22,64) 30,74 (23,24)
Extensor racpi radialis, before 29,08 (19,46) 59,50 (38,27) 43,43 (24,77) 44,24 (26,74)
Extensor carpi radialis, after 19,60 (9,48) 39,51 (24,65) 28,70 (12,22) 26,08 (12,53)
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INTRODUCTION  
In the last congress (ISB 2015, Glasgow), we 

reported that the motion of subtalar joint was quite 
simple, i.e., both plantar-dorsi flexion and inversion-
eversion were on the same motion axis. This means 
clinically extreme importance. For example, in the 
treatment of fractures of tarsal bones, especially of 
talus, navicular and calcaneus, orthopedic surgeons as 
well as physical therapists should consider this motion 
in the operation and in the postoperative rehabilitation, 
respectively. Unlike other joints, however, it is very 
difficult to find out this motion axis on body surface. 
Therefore, the purpose of this study was to find this 
motion axis from the landmarks of body surface. 

METHODS 
After informed consent, 20 ankle joints of 10 

healthy male volunteers (age, 32.5±5.0 years; height, 
170.9±3.2 cm; weight, 65.3±2.1 kg) underwent low-
dose CT in 3 positions (Fig.1; 40° plantar flexion, 
neutral, and 20° dorsiflexion). 3D pose of the fibula 
relative to the tibia in each position was analyzed by our 
originally developed software, and was calculated by 
Euler’s method (Fig.2). Then 3D motion of the ankle 
was visualized in animation. Next, we adopted 
"tuberosity of navicular" and "groove for fibularis 
longus" as landmark. 

Fig 1: Three ankle positions for low-dose CT (40° 
plantar flexion, neutral, and 20° dorsiflexion). 

Fig 2: Triaxiality definition of each bone 

RESULTS 
When ankle was in plantar flexion, calcaneus was 

rotated mostly varus in all cases. The average rotation 

angle of calcaneus against talus was 5.1±1.7° in varus, 
1.0±0.8° in plantar flexion, and 0.8±0.7° in external 
rotation. The motion axis between the two bones, talus 
and calcaneus, were 48.3±5.8° anteriorly declined 
against tibial long axis and 75.8±6.1° laterally rotated 
against medial-lateral malleolous line, respectively on 
average. Interestingly, the angle between this 
“talocalcaneal” motion axis and the line connecting 
tuberosity of navicular and groove for fibularis longus 
was almost vertical;  92.0±2.9° on average (Fig 3). 

Fig 3: 3D reconstructed CT image of tarsal bones. The 
angle between “talocalcaneal” motion axis (pink line) 
and the line connecting tuberosity of navicular and 
groove for fibularis longus (yellow line) was almost 
vertical. 

DISCUSSION AND CONCLUSIONS 
In this study, we clarified that subtalar joint moved 

mostly varus-valgus along with ankle dorsi-plantar 
flexion, with the motion axis almost vertical to the line 
connecting tuberosity of navicular and groove for 
fibularis longus. Since the inversion muscle attaches to 
tuberosity of navicular, whereas the eversion muscle 
passes groove for fibularis longus, it should be 
physically efficient for "couple of force" that the 
connecting line of these two bony landmarks vertically 
intersects talocalcaneal motion axis. Moreover, both 
two bony landmarks can be observed easily on body 
surface, which provides useful information for 
orthopedic surgeons as well as physical therapists. 
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INTRODUCTION  
Clubfoot is generally treated by the Ponseti method [1]. The 
deformity is reduced step-wise. Each interval starts with the 
manual manipulation of the deformed foot according to a 
strict protocol, after which a plaster cast is applied to the foot 
in (partially) corrected position. After on average five to six 
steps the corrective treatment is finalized, usually requiring 
an Achilles tenotomy upon completion, followed by a bracing 
period of several years. 

The rationale behind the length of the time interval (seven 
days) in clubfoot treatment is unclear. There seems to be no 
scientific reason for this specific duration, nor have we found 
studies seeking to establish an optimum interval length. In 
contrast, in treatment of hand contractures the optimum 
interval is suggested to be 2 days [2], and for treating joint 
contractures in cerebral spasticity patients, 1 to 3 days [3]. 

Thus, the question arises whether the casting treatment 
duration can be potentially be shortened by reducing the 
interval length.  

METHODS 
We performed a systematic review of the literature regarding 
the influence of the cast change interval on the effectivity of 
the method. Search terms included “clubfoot”, “Ponseti”, and 
“duration”. The result is as follows: 

 346 studies were retrieved through Scopus, PubMed,
COCHRANE, WebOfKnowledge and Google
Scholar

 38 more studies were retrieved through other sources 
(e.g. reference lists)

 359 studies remained after duplicates removed

 265 studies were excluded by title and abstract
(inappropriate objectives e.g. bracing, review, meta-
analysis, case-study, conference abstracts,
conversations, no Ponseti treatment

 94 full-text remained for further investigation

 87 studies excluded for reasons of:
o No control group
o Modifications to the Ponseti method
o Non-idiopathic clubfeet

 7 studies included for review

The resulting 7 studies were further screened for possible bias 
(e.g. selection bias, reporting bias). 

Among the factors that were extracted are cast change 
interval, number of casts, treatment duration and failure rate 
(failure defined as post-casting Pirani score > 1 [4]). Findings 

were assessed and ranked according to levels of evidence 
(strong/ moderate/ limiting/ conflicting/ no). 

RESULTS AND DISCUSSION 
The results are summarized in Table 1 

Table 1: Relationship with cast interval 

Nr of 
studies 

Range Best evidence 
synthesis 

Casting 
interval 

7 7 (N) 
2.3 - 5 (S) 

Average 
#of casts

7 4 - 5.25 (N) 
4.15 - 7.4 (S) 

Strong evidence  
no relationship 

Duration
(days) 

6 24 - 57.4 (N) 
16 - 23.8 (S) 

Strong evidence  
positive relationship 

Failure 5 0 - 16% (N) 
0 - 15% (S) 

Strong evidence  
no relationship 

N = Normal interval; S = Shortened interval 

A shorter casting interval results in a shorter treatment 
duration, but a lower limit is to be expected. It should be noted 
that no long term results are presented. Further biomechanical 
analysis is needed to interpret the results and to give a 
theoretical basis for an optimal interval.  

CONCLUSIONS 
We have found strong evidence that, while maintaining the 
Ponseti-method, the casting interval can be reduced by at least 
several days. Since this will not have an effect on the required 
number of casts the treatment duration will be decreased, 
without deterioration of the short-term clinical outcome. 

ACKNOWLEDGEMENTS 
This study has been partly supported by the Dutch 
Technology Foundation. 

REFERENCES 
1. Ponseti IV, et al. The Journal of Bone & Joint Surgery.

45(2):261-344, 1963.
2. Bell-Krotoski JA, et al. Journal of Hand Therapy.

8(2):131-137, 1995.
3. Pohl M, et al. Archives of Physical Medicine and

Rehabilitation. 83(6):784-790, 2002.
4. Dyer, P. et al. Journal of Bone & Joint Surgery-British

Volume 88: 1082-1084, 2006.



P029 - DOES HMB PRESERVE STRENGTH AND MUSCLE MASS IN MUSCHLES EXPOSED TO BOTOX 
TREATMENT 

1 Rafael Fortuna, 1 Andrew Sawatsky, 2 John Fuller and 1 Walter Herzog
1 University of Calgary 

2 Metabolic Technologies, Inc. 
Corresponding author email: fortuna.rafael@gmail.com 

INTRODUCTION  
Botulinum toxin type-A (Botox) induces a dose-dependent 
muscle paralysis by preventing acetylcholine release at the 
neuromuscular junction1.  
Currently, Botox injections have been applied in clinical 
setting with the primary aim to relax hyperexcitability of 
peripheral nerve terminals, such as patients with cerebral 
palsy or following a stroke2. Additionally, Botox can be used 
in experimental settings to mimic muscle weakness3 as seen 
following injury or in elderly. Botox-induced muscle 
weakness models can also be used to test strategies for 
preventing or reversing loss of strength and muscle mass. 

β-hydroxy-β-methylbutyrate (HMB) is produced in animals 
and humans from the amino acid Leucine. Studies have shown 
that HMB supplementation can slow muscle protein 
breakdown following resistance exercise, and increase gains 
in lean body mass and strength in a dose-dependent manner. 
Additionally, HMB has been used as a dietary supplement 
during rehabilitation following injury, bed rest studies, and 
hospitalized patients as an attempt to mitigate further loss in 
strength and muscle mass4. Despite its ever growing 
popularity as a diet supplement to prevent muscle wasting, 
there have been conflicting results regarding the efficacy of 
HMB to prevent muscle weakness during muscle atrophy. 

The purpose of the present study was to determine the effects 
of dietary HMB supplementation on strength and muscle mass 
following a single Botox weakness induced injection into the 
quadriceps femoris of New Zealand white (NZW) rabbits. 

METHODS 
Twenty-one, one year old, female NZW rabbits were divided 
as follow: (1) Control (n=7); (2) Botox (n=7); (3) 
Botox+HMB (n=7). Control group rabbits received an equal 
volume of saline injection as the experimental group rabbits 
which received a single intramuscular Botox injection 
(3.5U/kg) unilaterally into the quadriceps femoris 
musculature. Two months following the injections the rabbits 
were evaluated for primary outcome measurements of muscle 
mass and knee extensor strength in the injected and 
contralateral non-injected muscles. Muscle mass was assessed 
by weighing the muscles and maximal isometric knee 
extensor strength was measured via femoral nerve stimulation. 
A two-way ANOVA was used to assess knee extensor 
strength and muscle mass with the main factors group 
(control, Botox, and Botox+HMB) and leg (injected and 
contralateral non-injected) (α=0.05). 

RESULTS AND DISCUSSION 
There was no difference in muscle strength between saline 
and contralateral non-injected limbs of the control rabbits. 
Following Botox injection, there was a significant reduction in 
strength of the injected limb of the Botox group compared to 
the control group rabbits. Furthermore, there was no 
difference in strength between injected Botox and 
Botox+HMB group rabbits. Lastly, there was a significant 
loss in muscle strength on the contralateral non-injected limb 

of Botox rabbits, but Botox+HMB had similar values as 
control rabbits (Fig. 1). 

Fig 1 Mean muscle strength (±1 SD) for injected (dark bars) and 
contralateral non-injected (light bars) for control, Botox, and 
Botox+HMB group rabbits. (* compared to control). 

There was no difference in muscle mass between saline and 
contralateral non-injected limbs of control group rabbits. 
Following Botox injection there was a significant loss of 
muscle mass in muscles of the injected limbs of the Botox and 
Botox+HMB groups with no difference in muscle mass 
between these groups (Fig. 2). While there were also no 
differences in the contralateral musculature as a whole, the 
contralateral rectus femoris muscle in the Botox+HMB group 
was significantly larger than in the Botox alone group. 

As this study only utilized one dosage of HMB and one 
dosage of Botox, it is unknown if the other dosages may have 
yielded different results. 

Fig 2 Mean muscle mass (±1 SD) for injected (dark bars) and 
contralateral non-injected (light bars) for control, Botox, and 
Botox+HMB group rabbits. (* compared to control). 

CONCLUSIONS 
HMB supplementation did not prevent loss of muscle strength 
and mass in the Botox-injected musculature, but prevented 
strength loss in the contralateral non-injected muscle. These 
data also indicate that an intact neuromuscular junction may 
be necessary for the metabolic effects of HMB on muscle.   
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INTRODUCTION  
Our group has been finding that there are several patterns of 
movement of the thorax, which are dependent on regionally 
selective activation of specific trunk muscles [1, 2]. 
Patterned movements of the thorax may contribute to not 
only body balance but also respiration. A patterned 
movement of the thorax is accompanied with sternal tilting 
in the sagittal plane. In patients, the pattern of sternal tilting 
is often biased in a specific way by muscle activation order 
or muscle contraction direction. We have observed that the 
tilting movement of the sternum occurs during deep 
breathing, with implications for the presence of some link 
between sternal tilting and respiration. The impairment of 
this link may be a factor of deterioration of posture or 
motion of the trunk. Determination of the direction of the 
sternum tilting movement can infer the muscle activity 
pattern affecting thorax shape change, and may be of help to 
create physiotherapy programs. Here we investigate effects 
of regional activities of trunk muscles on the sternum tilting 
movements during deep breathing to understand the kinetic 
chain in thorax upon selective activation of abdominal and 
back muscles. 

METHODS 
Subjects were 18 healthy adults (24.3 ± 2.2 years old). 
Using medical stimulator, mild electric stimuli of an 
intensity rated as 3 on the modified Borg scale were applied 
two ways: one simultaneously to two regions of the upper 
back bilaterally and frontal abdominal muscle group (UAP 
stimulation), and the other to two regions of bilateral upper 
chest and lower back muscle group (ULP stimulation). 
Using 3-D motion analysis system (ViconMX), sternal 
tilting motions were captured with markers on jugular notch 
(JN), xiphoid process (XP) and spinous processes of 1st 
(T1) and 7th thoracic vertebra (T7). Sternum tilting angle 
between sternal axis (JN-XP) and thoracic vertebra axis (T1-
T7) was measured during deep breathing with or without 
electrical stimuli (TEST or CNTL, respectively), and 
changes in the tilting angle (TEST/CNTL x 100, %) were 
regarded as the sternum tilting motion. A cycle of 
inspiration was normalized as 100% in time. Paired t-tests 
were used for statistical analyses. 

RESULTS AND DISCUSSION 
Deep breathing generally elicited the sternum forward tilting. 
During inspiration time of 0 to 20%, sternum tilted forwards 
with similar magnitudes, nearly 100% tilting ratio in CNT 
and TEST (UAP and ULP stimulations) conditions (Fig. 1). 
During 20 to 40% time the tilting motion dissociated 
between TEST conditions of UAP and ULP stimulations. 
With UAP stimulation, sternum kept forward tilting or the 
forward tilting was enhanced (p<0.01). During ULP 

stimulations, sternum forward tilting was abated in 20 to 
40%, and sternal forward tilting was reduced during 40 to 
50% (p<0.01) (Fig. 1).  

Figure 1: Sequential changes in the ratio of the sternal 
tilting angle at deep inspiration with UAP, and ULP 
stimulation. UAP: a pattern of stimulation onto upper back 
and lower muscle group. ULP: stimulation onto upper chest 
and lower back muscle group. 

The results show that the sternum forward tilting motion 
occurs over the inspiratory phase. Particularly, the 
maximum forward tilting is brought about in the early phase 
of inspiration, and during the latter half phase the forward 
tilting motion is weakened. Activation of different trunk-
regional muscles affects to the forward tilting during 
inspiration. UAP stimulation augments the tilting in the 
early phase of inspiration, but ULP stimulation mostly 
attenuates the tilting motion. Understanding these patterns 
of thoracic movements during inspiration, specifically 
grasping the difference among individuals, may be valuable 
for planning better therapeutic intervention in clinics. 

CONCLUSIONS 
The results of this study show that the forward tilting motion 
of the sternum is dependent on the trunk muscle activity 
pattern associated with inspiration. Intervention-induced 
alteration in sternal motion suggests the potential to know 
how to clinically evaluate the thoracic malfunction leading 
to the better approach to patients. 
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INTRODUCTION  
Frequent injuries occur in lower limb joints when landing on 
a single leg with sudden change of direction in sporting 
events [1]. The purpose of this study was to investigate 
kinematic and kinetic analysis of landing biomechanics 
when changing directions after single leg landing. Thus, the 
purpose of this study was to investigate changes in 
biomechanical injury risk factors of lower extremity joints 
by changing direction after single leg landing and tried to 
understand injury mechanism in sporting activities. 

METHODS 
Eleven male subjects in their 20s (Age: 24.6±1.7 years, 
Height: 176.6±4.4cm, Weight: 71.3±8.0kg) participated in 
this study and they were landed with the right foot during 
the test. 7 infrared cameras (Qualisys, Sweden) with a 
sampling of 200Hz, one force platform (AMTI, USA) with a 
sampling of 2000Hz, and one accelerometer (Noraxon, 
USA) with a sampling of 500Hz were used to collect the 
data. Accelerometer was attached to the tibia of the subject. 
As for the experimental procedure, subjects were told about 
direction to go after landing in advance before performing 
single leg drop landing by using right foot only from the 
height of 30 cm and go in the direction that they already 
know. 
This process was conducted ten trials for each direction; 1. 
Landing (LAD); 2. Right 45° cutting after landing (LRC); 3. 
Right 45° direct after landing (LRD); 4. Forward step after 
landing (LFS); 5. Left 45° cutting after landing (LLC). 
Event 1 represents initial contact after landing. Event 2 
represents peak vertical ground reaction force while event 3 
represents maximal flexion angle of the knee after landing. 
Variables include the range of lower limb joints (ROM), 
peak joint moment, peak joint power, and peak vertical 
ground reaction force, and peak vertical acceleration. One-
way repeated measure ANOVA with Bonferroni corrections 
was conducted with a significant level of .05. 

RESULTS AND DISCUSSION 
The impact of lower limb joints depending on change of 
direction after landing appeared high at LAD (Landing) and 
LLC (Left 45° cutting after landing) when the vertical value 
of ground reaction force was peak value (E2) and there 
appeared a significant difference (F=9.36, p=.00). The peak 
value of vertical acceleration gauge appeared high at LAD 
and LLC, but there appeared no significant difference. There 
was no statistically significant difference in joints power, 
but greater negative power results appeared at LAD and 
LLC. The range of lower limb joints appeared low in LAD 
showing 49.77±7.16° in ankle joint and in LLC showing 
50.36±5.67° in knee joint in terms of sagittal plane. The 
difference was significant (for ankle joint F=3.15, p=.02; for 
knee joint F=14.18, p=.00). The peak joint moment 
appeared high at LLC showing 1.47±.64 Nm/kg in ankle 
joint and LAD -2.05±1.02 Nm/kg in knee joint. The 
difference was significant (for ankle joint =4.30, p=.01; for 

knee joint F=5.70, p=.01). Regarding the injury mechanism 
of lower limb joints, most injuries of the ankle occur in 
anterior talofibular ligament (ATFL) when repeated landing 
with plantar flexed and inverted ankle joint [2] while 
anterior cruciate ligament (ACL) of the knee injured due to 
hyperextension and valgus in knee joint and axial rotation of 
femur and backward translation motion in the tibia when the 
foot was fixated firmly on the ground [3]. 

Figure 1: Comparisons between the conditions ( *p<.05).  

CONCLUSIONS 
It was concluded that joint injuries were more likely to 
occur in the leftward direction (i.e. LLC) than in the 
rightward direction based on high vertical ground reaction 
force and impact from the accelerometer. The level of joint 
injury risk was also high during a single leg landing without 
changing direction (i.e. LAD) because of high joint moment 
(i.e. ankle inversion moment, knee valgus moment) 
compared with other conditions.  
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INTRODUCTION  
The prosthetic socket is the most important compartment of 
the prostheses for transfemoral amputees [1]. Nowadays, the 
ischial containment socket (ICS) and anatomical socket 
(ANA) have been widely used as prosthetic socket for 
transfemoral amputee. Some studies have showed 
differences of biomechanical features between the sockets, 
such as range of motion of lower limb. Although 
transfemoral amputees are characterized by gait asymmetry, 
there have been few studies that investigated gait asymmetry 
during a gait in real-world environments. The aim of this 
study was to assess asymmetry of foot plantar pressure in 
transfemoral amputees during a gait in real-world 
environment considering prosthetic sockets (ICS) 

METHODS 

Seven male transfemoral amputees (174.1 ± 3.9 cm, 81.4  ± 

11.0 kg, 46.0 ± 8.8-year-old, # of ICS: 3, # of ANA: 4) and 

10 male healthy young adults (176.9 ± 2.5 cm, 72.3 ± 7.9 

kg, 24.4 ± 2.0-year-old) were enrolled. A wearable foot 
pressure insole sensor was placed in the shoe (OpenGO 
science, Moticon, Germany). Participants were asked to 
walk at self-selected velocity in real-world environments 
that consisted of level, slope, stair and uneven terrain for a 
distance of about 1.6 km (Figure 1.). Asymmetry of foot 
plantar pressure and temporal parameters between sound 
and amputated feet and between left and right feet were 
calculated.  

RESULTS AND DISCUSSION  
Figure. 1 shows the comparison of symmetry of plantar 
pressure. Transfemoral amputees had higher asymmetry as 
compared with non-amputee participants. Significantly 
higher asymmetry in ICS was observed, while no significant 
differences between non-amputee and ANA was shown. 
Although there was tendency for greater asymmetry of 
stance phase in transfemoral amputee, (7.3 % in ICS, 6.4 % 
in ANA) than non-amputees (3 %), no significant 
differences were observed among groups (p > 0.05). 
Significantly larger asymmetry of double stance phase was 
observed in transfemoral amputees (p < 0.05). However, 
there were no differences between ICS and ANA (p > 0.05). 
These results indicate that asymmetry in transfemoral 
amputees during walking in real-world environments is 
larger than for non-amputees. Furthermore, the tranfemoral 
socket types appear to affect the magnitude of asymmetry.  

In this study, only a few trasnfemoral amputees were 
involved which will have impacted the statistical power. 
Further studies with more subjects are needed.  

Figure 1: Terrains on real environment and comparison of 
symmetry of plantar pressure, *: p < 0.05. 

CONCLUSIONS 
In this study, the asymmetry between sound and amputated 
limb in transfemoral amputees during walking in real-world 
environments was evaluated. We confirmed a higher 
asymmetry in transfemoral amputees. Furthermore, socket 
type affected the asymmetry.  
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INTRODUCTION  
Proper combinations of joint moments are necessary to 
prevent collapse of the lower limbs while balancing and 
supporting the body [1].  In the patients who received total 
hip arthroplasty (THA), the hip muscles affected may 
compromise the sharing of the loads and thus the whole body 
balance during walking.  Identification of gait deviations and 
compensations in patients with total hip arthroplasty (THA) 
is important for the management of rehabilitation programs 
and risks of falls.  The current study aimed to quantify the 
control of body support in patients with THA in terms of the 
total support moment (Ms) and contributions of individual 
joint moments to Ms during walking. 

METHODS 
Seven patients (5 females and 2 males; age: 55.8±12.5 years, 
height: 166.0±5.2 cm, mass: 70.5±18.3 kg) who underwent 
unilateral THA via an anterolateral approach for at least six 
months at the time of the gait experiment, and seven age- and 
gender-matched healthy controls (5 females and 2 males; 
Age: 50.5±11.2 years, height: 168.2±6.3 cm, mass: 
68.3±14.1 kg) were recruited.  Twenty-eight infrared retro-
reflected markers were placed on specific landmarks of the 
pelvis-leg apparatus to track the motion of the segments 
during walking.  Kinematic and kinetic data were measured 
using an 8-camera motion capture system (Vicon, Oxford 
Metrics, U.K.) and two force plates (AMTI, U.S.A.).  The 
total support moment (Ms) of a limb was calculated as the 
sum of the net extensor moments at the hip, knee and ankle 
during stance phase.  The contributions of the hip, knee and 
ankle to the first and second peaks of Ms (i.e., Ms1 and Ms2) 
were calculated by dividing the joint moment value by the 
corresponding peak values of Ms.   An independent t-test 
was performed to compare the calculated variables between 
groups at a significance level set at α=0.05.  All statistical 
analyses were performed using SAS version 9.1.3 (SAS 
Institute Inc., NC, USA). 

RESULTS AND DISCUSSION 
There were no significant differences between the THA 
group and normal controls in Ms1 and Ms2 (Table 1). 
Compared to the healthy controls, significantly increased hip 
and ankle contributions but decreased knee contributions to 
Ms1 were found in the THA group (Figure 1A).  In addition, 
increased hip contributions but decreased ankle contributions 
to Ms2 were also found in the THA group (Figure 1B).   

Similar Ms1 and Ms2 between the groups indicate that the 
lower limbs in the THA group were able to provide normal 
body supports during walking.  However, this was achieved 
via an altered contributions of the hip, knee and ankle.  Hip 
and knee extensors played an important role in supporting 

the body when the Ms1 occurred during early stance of 
walking.  In the THA group, greater hip and ankle 
contributions but lesser knee contributions for the Ms1 
indicates that the function of hip extensors were not affected 
in the THA group but compensatory mechanisms of the knee 
and ankle were found.  For Ms2, hip flexors and ankle 
plantarflexors played an important role in supporting the 
body during late stance.  Decreased hip flexor (i.e., greater 
hip extensor contributions) and ankle plantarflexor moments 
were found in the patients with THA, suggesting that the 
function of hip flexors and ankle plantarflexor muscles were 
affected by THA surgery during late stance.  Hip muscles 
affected by the THA may compromise the sharing of load at 
the hip and thus the whole body balance.  Further 
postoperative rehabilitation is suggested for the patients 
following THA.  Further studies on the effects of different 
surgical approaches on the support moments will be needed 
for improving treatment plans. 

Table 1: Means (SD) of the first and second peaks of the 
total support moment (Ms1 and Ms2) in the patients with 
total hip arthroplasty (THA) and healthy controls 
Variables THA Control P value

Ms1(% BW*LL) 7.39 (3.75) 6.53 (3.17) 0.64 

Ms2 (% BW*LL) 8.90 (2.51) 8.43 (2.02) 0.91 

(A) (B) 

Figure 1: Individual joint contributions to the first (A) and 
second (B) peaks of total support moment (%) during 
walking in the normal controls and the patients with THR 

CONCLUSIONS 
Patients with total hip arthroplasty (THA) maintained 
normal lower limb supports to prevent collapse during 
walking via altered joint contributions, primarily to 
compensate for the hip muscles affected during surgery. 
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INTRODUCTION  
Patients with Parkinson’s disease (PD) would decrease the 
motor activity and increase the risk of falls [1].  Total 
support moments (Ms) have been used to quantify the 
changes of the combination of the joint moments as they 
vary during walking in patients with mild PD, indicating the 
impaired neuromuscular control of lower limb joints [2]. 
The contributions of individual joints to the total support 
moment (CMs) have been used to assess the mechanical 
strategy in healthy subjects, and in various patient 
populations [2].  However, no study has characterized 
quantitatively the effect of PD on the supportive synergies 
of the lower limb joints to produce necessary support for the 
stability and advancement of the whole body in patients with 
PD in terms of the Ms and CMs.  The current study aimed to 
bridge the gap by quantifying the effects of mild PD on the 
inter-joint load-sharing during level walking, in terms of the 
Ms and CMs. 

METHODS 
Fifteen patients with mild PD (age: 61.3±6.4yrs, height: 
159.9±9.2cm, weight: 61.3±6.4kg) and fifteen age and BMI-
matched healthy adults (age: 61.8±6.4yrs, height: 
158.5±4.8cm, weight: 59.0±13.9kg) participated in this 
study with written informed consent.  Thirty-five skin 
markers were used to track the motions of the body 
segments by a motion capture system (Vicon 512, UK) 
while the ground reaction forces (GRF) were measured 
using two force plates (AMTI, USA).  For the PD group, the 
stance phase of the affected limb was denoted as PD-A and 
that of the unaffected limb as PD-U.  The total support 
moment (Ms) showed a characteristic pattern with two peak 
values (i.e., Ms1 and Ms2).  The contributions of the hip, 
knee and ankle moments to Ms1 and Ms2 (i.e., CMs1 and 
CMs2) were calculated as percentages of the corresponding 
peak values of the Ms.  Comparisons between groups for all 
the calculated variables were tested using mix-model 
analysis of variance (ANOVA) while those for PD-A vs. 
PD-U were tested using two-way repeated measures analysis 
of variance (ANOVA).  A significance level of 0.05 was set 
for all statistical tests.  All statistical analysis was performed 
using SPSS (version 11.0, SPSS Inc., USA). 

RESULTS AND DISCUSSION 
The Ms1 of PD-A were reduced significantly when 
compared to PD-U (p=0.03) and normal control (p=0.04). 
Both PD-A (p=0.02) and PD-U (p=0.01) showed 
significantly reduced Ms2 when compared with normal 
control.  The Ms2 was significantly smaller in PD-A than 
PD-U (p=0.02).   
The PD-A showed significantly increased contributions of 
knee (p=0.03) and ankle (p=0.04) to the Ms1 but reduced 
contributions of the hip (p=0.01) when compared to the PD-
U and normal controls (Fig 1a).  The PD-U group reduced 
significantly the contributions of knee to the Ms1 but 
increased the contributions from the hip and ankle when 

compared to the normal controls.  In Ms2 (Fig 1b), the 
contributions of knee and hip of the PD-A (p=0.02) and PD-
U (p=0.03) group were increased significantly when 
compared with the normal controls.  The contributions of 
the hip (p=0.02) and ankle (p=0.01) of the PD-U were 
increased significantly when compared with the PD-A.  
These results suggest that patients with mild PD adopted a 
hip strategy to support the body weight while standing with 
the unaffected limb during loading response.  Therefore, the 
hip joint of the unaffected limb required more effort to 
maintain balance.  The affected limb in PD increased the 
ratios but reduced moments at the distal joints.  Impaired 
neurological pathway seemed to influence the performance 
of the patients with PD during level walking, and the 
necessary stability was provided mainly by the unaffected 
limb while the contralateral limb was affected by PD disease 
and unable to maintain sufficient stability. 

Figure 1: The contributions of the joints to the Ms1 and 
Ms2.  (yellow bar: CMs of PD-U; brown bar: CMs of PD-A; 
blue bar: CMs of normal controls)  

CONCLUSIONS 
Patients with mild PD appeared to increase the effort 
produced at the hip joint of the unaffected limb to maintain 
body balance, especially following loading response of the 
affected limb.  The necessary stability was provided mainly 
by the unaffected limb while the contralateral limb was 
affected by PD disease and unable to maintain sufficient 
stability.  Therefore, proprioception training and muscle 
strengthening of the unaffected limb are necessary to 
maintain balance.   
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INTRODUCTION  
Cortical Screw construct has been developed as an 
alternative to traditional pedicle screw system [1]. Diverse 
experimental results support biomechanical competency of 
the cortical screw construct in comparison with the pedicle 
screw system [2]. The biomechanical strength after total 
laminectomy however, has not been proved for the cortical 
screw system which is inserted in divergent trajectory. In 
this study, we compared biomechanical strength between the 
cortical screw and pedicle screw, from post-laminectomy 
lumbar vertebrae, in respect to pull out strength and toggle 
strength. 

METHODS 
120 pedicles from 60 lumbar vertebrae were included from 
12 cadavers (male: 8, female: 4).  The mean age of the 
cadavers was 73.4 ± 6.2 (range: 62 ~ 82). L spine CT scan 
was done from L1 through the sacrum in order to assess 
presence of deformity, previous surgical history, and the 
bone quality. 70 pedicles were included in the pull-out test, 
and the other 50 pedicles were included in the toggle test. 
Through conventional posterior midline approach, we 
exposed the vertebrae, inserted the pedicle screws into 
ipsilateral side, and the cortical screws to the contralateral 
side of each vertebra. Total laminectomy was done after 
insertion of the bilateral screws. The vertebra was harvested, 
cleared of the soft tissue, and prepared into the tester-jig, for 
measurement of the screw fixation force. Vertical pullout 
strength testing and toggle strength testing were performed 
to compare the fixation strengths from both sides. The load 
was applied and measured using the universal test machine 
(5567, Instron, MA), to measure the ultimate load. The 
ultimate load was compared between the pedicle screw 
group and the cortical screw group in the pullout test, and in 
toggle test, respectively.  

RESULTS AND DISCUSSION 
The pull out fixation force was superior in the cortical 
screws (n = 26: 748.83 ± 349.35 N) group, in comparison 
with the pedicle screws (n = 31: 682.25 ± 290.81 N) group. 
The toggle strength was superior in the pedicle screws (n = 
23: 589.34 ± 285.82 N) group, in comparison with the 
cortical screw (n = 17: 553.51 ± 338.00 N) group. After the 
laminectomy, we selected vertebrae presenting intact 

bilateral screw insertion for the ultimate load analysis. In the 
pull out test, 25 vertebrae were selected for the analysis. The 
mean value was superior in the cortical screw group (718.92 
± 340.76 N), in comparison with the pedicle screw group 
(625.78 ± 287.10 N). The ultimate load was higher in 
cortical screws in 9 vertebrae, and in pedicle screws in 16 
vertebrae. The group comparison showed no significant 
difference (p = 0.183). In the toggle test, 18 vertebrae were 
selected for the ultimate load analysis. The mean value was 
superior in the pedicle screw group (613.17 ± 311.70 N), in 
comparison with the cortical screw group (544.83 ± 329.97 
N). The ultimate load was higher in pedicle screws in all (n 
= 18) vertebrae. The group comparison showed no 
significant difference (p = 0.145). Table 1 shows mean 
values of the sample tests from both pull out test, and toggle 
tests.  

Table 1 comparison of fixation force: pedicle screw vs. 
cortical screw 

Screw 
Pullout test [N] 

n Mean S.D. P† 
Pedicle 25 625.78 287.10 

0.183 
Cortical 25 718.92 340.76 

Toggle test [N] 
Pedicle 18 613.17 311.70 

0.145 
Cortical 18 544.83 329.97 

†Wilcoxon signed rank test 

CONCLUSIONS 
In lumbar spine segmental total laminectomy, Cortical 
screw fixation in cortical bone trajectory provided 
equivalent pull out and toggle strength in comparison to 
pedicle screw system. This data supports justification of 
applying the cortical screw construct in multi-segment 
lumbar fusion, which includes intercalate vertebrae with 
total laminectomy.  
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INTRODUCTION  
The surgical outcome of anterior cruciate ligament (ACL) 
reconstruction seems dependent on tunnel position, choice 
of graft, and fixation device [1, 2]. Of these, the fixation 
device remains the source of greatest concern regarding 
ACL reconstruction, despite the availability of several 
devices. A new device, the T-anchor, was developed for 
ACL reconstruction and is implanted via the outside-in 
technique using hamstring grafts. The purpose of the present 
study was to compare the newer T-anchor with the 
established EndoButton Direct with respect to fixation site 
profile, graft-length adjustability, and graft-holding 
performance based on elongation after cyclic loading, load 
to failure, ultimate load, and mode of failure. 

METHODS 
15 matched pairs of knees were included (fresh cadavers). If 
one of the knees was assigned to the EndoButton Direct, the 
other knee was assigned to the T-anchor. Thus, there were 
15 knees each in the EndoButton Direct and T-anchor 
groups. All specimens were kept moist with physiological 
saline solution throughout the experiment. The specimens 
were then measured to find out the length of the graft-device 
complex. After the measurement of the above-mentioned 
parameters, the medial femoral condyle of the specimen was 
resected so that it would not interfere with the graft that was 
exiting from the medial side of the lateral condyle. The 
femoral specimen was fixed with polymethyl methacrylate 
(PMMA) and was subsequently fixed to the base of the 
universal test machine (5567, Instron, MA). The other free 
end of the graft was held with a pneumatic grip at a distance 
of 30 mm from the exit of the femoral tunnel to mimic the 
intraarticular length of the ACL. Cyclic testing was 
performed by sinusoidal loading from 10 to 150 N at a 
frequency of 1 Hz for 1,000 cycles. Cyclic elongation was 
measured as the difference between the position of the grip 
in 10 N tensioning before and after the 1000 cyclic load. 
After a 20-minute recovery time, load to failure and ultimate 
load were measured at 200 mm/min loading till the complete 
failure of the specimen. After detachment from the frame, 
the specimens were visually inspected for mode of failure 
and the causes were classified into failure caused by the 
device and failure caused by the specimen. 

RESULTS AND DISCUSSION 
The fixation site profile was lower in the T-anchor group 
than in the EndoButton Direct group (2.3±0.4 mm vs. 
4.7±1.0 mm, P<0.001). The length of the graft-device 
complex of the T-anchor specimens was longer than that of 
the EndoButton Direct specimens (125.0±8.9 mm vs. 

115.0±8.7 mm, P<0.001).  The mean cyclic elongation was 
lower for the T-anchor group when compared with the 
EndoButton Direct group (2.4±0.6 mm vs. 3.9±2.6 mm, 
P=0.015). There was no difference in ultimate load between 
the T-anchor (872.0 ± 216.8 N) and EndoButton Direct 
(826.0 ± 164.7 N) (P = 0.530).  Regarding load to failure, 
there were no difference between T-anchor (808.0 ± 218.3 
N) and EndoButton Direct (751.0 ± 231.2 N) (P = 0.609).
However, the two groups differed in mode of failure during 
the load-to-failure test. In the T-anchor group, all the 
failures were due to the specimen (6 device migrations into 
bone, 9 clamp site ruptures); however, of the 15 knees in the 
EndoButton Direct group, 8 failures were caused by the 
device (5 device failures and 3 graft cut-throughs) and 7 
failures were caused by the specimen (5 device migrations 
into bone, 2 clamp site ruptures) (P = 0.013). Midsubstance 
rupture was not observed in both groups.  

Table 1: Comparison of fixation site profile, graft-length 
adjustability, and biomechanical properties between the two 
implants 

CONCLUSIONS 
In this cadaveric study, the new device, T-anchor, performed 
better than the EndoButton Direct with respect to the above-
mentioned study parameters except for ultimate load and 
load to failure. Our results suggest that the T-anchor may be 
a suitable alternative for ACL reconstruction with hamstring 
grafts using the outside-in technique.  
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Parameters T-anchor  
EndoButton 
Direct  

P-value 

Profile (mm) 2.3 ± 0.4 4.7 ± 1.0 <0.001 

Graft length 125.0 ± 8.9 115.0 ± 8.7 <0.001 

Elongation 
after cyclic 
loading (mm) 

2.4 ± 0.6 3.9 ± 2.6 0.015 

Failure load
(N) 

808.0 ± 
218.3 

751.0 ± 
231.2 

0.609 

Ultimate 
failure load
(N) 

872.0 ± 
216.8 

826.0 ± 
164.7 

0.530 
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INTRODUCTION  
The ability to rapidly develop force is considered one of the 
most important strength parameters in functional 
performance and dynamic movements. Rate of Force 
Development (RFD) can be derived from a standardized 
maximal isometric contraction obtained by an isokinetic 
dynamometer. However, isokinetic dynamometry is costly 
and may have limited accessibility in clinical practice, thus 
why RFD, obtained by handheld dynamometry (HHD), 
could be a promising tool in the clinical setting. Previously, 
RFD measurements of knee flexion and extension, using 
HHD with no external bracing, have revealed unsatisfactory 
inter-tester reliability, therefore more fixated and less 
assessor dependent tests are needed1. The purpose of this 
study was to examine the inter-tester reliability concerning 
maximal voluntary contraction (MVC) and RFD strength 
assessments of knee extension and knee flexion using HHD 
with external bracing.  

METHODS 
30 healthy individuals (16 women), aged 23.8 ± 4.1 years 
were included. Two physiotherapist students (one female, 
one male) performed the measurements. The tester order and 
strength test order were randomized. Knee extensor strength 
was measured while subjects were lying supine with a foam 
roller (diameter 15 cm) placed below the knee to ensure a 
slight knee flexion. Knee flexor strength was measured 
while subjects were lying in prone position. A fist was 
placed below the centre of the tibia to ensure a slight knee 
flexion. In both positions the pelvis was fixated to the 
examination bed by a non-elastic strap. The HHD (Hoggan, 
MicroFET2) was placed on top of the lower leg in a distance 
corresponding to the width of two fingers above the medial 
malleolus. A non-elastic strap was attached from the HHD 
to either the examination bed (extension) or a sucker 
attached to the floor (flexion) to ensure that no knee 
movements would occur during testing. Each subject 
performed three knee extensions and three knee flexions. 
Subjects were instructed to perform all contractions as fast 
and forceful as possible. Peak MVC (N) and RFD (N/s) 
were measured for both knee flexion and extension. RFD 

was calculated for the first 100 (RFD100) and 200ms 
(RFD200) of the knee flexion/extension. Intraclass 
correlation coefficients (ICC) were used to quantify 
reliability. The dependent variables were tested for normal 
distribution (Shapiro-Wilk), and parametric tests were 
applied. Paired t-tests revealed that no systematic between-
tester bias was present. To assess relative reliability, 
intraclass correlation coefficients (2.1, two-way random 
model, consistency definition) with the corresponding 95% 
confidence intervals (95% CI) were calculated.  

RESULTS AND DISCUSSION 
For RFD measurements of both knee flexion and extension, 
the highest ICC values were found for RFD 200 ms (0.927 
and 0.859, respectively). ICC’s for RFD100 were 0.888 and 
0.830 for knee flexion and extension, respectively. MVC’s 
showed ICC’s of 0.910 and 0.929 for knee flexion and 
extension, respectively. The results imply that reliability of 
both RFD and MVC obtained by a HHD is high. 

Knee Flexion Knee Extension 
ICC 95% CI ICC 95% CI 

MVC 0.910 0.820-0.956 0.929 0.857-0.966 
RFD100 0.888 0.779-0.943 0.830 0.673-0.915 

RFD200 0.927 0.853-0.965 0.859 0.725-0.930 
Table 1: ICC and 95% CI for knee flexion and extension.  

CONCLUSIONS 
Inter-tester reliability was high and suggests that a HHD can 
be used for assessing knee extension and knee flexion RFD. 
Future studies should investigate the validity of RFD 
obtained with HHD with external bracing against a gold 
standard i.e. an isokinetic dynamometer. 
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INTRODUCTION  
Clavicle fractures have a prevalence from 2.6 % to 10 % in 
all kinds of fractures in the adult population [1].  According 
to the anatomical site of the fractures, Allman has classified 
the injury into three types [2].  Among the clavicle fractures, 
middle-third clavicle fracture is one of the most frequent in 
published reports [3].  Generally, clavicle fractures have 
been managed by either conservative or surgical treatment. 
However, few studies have documented their efficacy for 
mid-third clavicle fracture.  The purpose of the study aimed 
to compare between conservative and surgical treatments in 
terms of the functional kinematics of the shoulder complex, 
mainly the scapula, after recovering from mid-third clavicle 
fractures. 

METHODS 
Eighteen patients with mid-third clavicle fractures  
participated in the current study with written informed 
consent as approved by the IRB.  Among these subjects, 
nine underwent surgical treatment (age: 31.4 ± 11 y/o; 
height:166 ± 6 cm; mass:66.4 ± 15 kg); nine underwent 
conservative treatment (age: 28.3±7 y/o; height: 170.9±4 cm; 
mass: 71.5±11 kg). Another twelve healthy young adults 
with no previous trauma over both shoulders were recruited 
as control group (age: 23.3±2 y/o; height: 173.8±5 cm;  
mass: 72.4±7  kg).  

Each subject wore four infrared retroreflective markers on 
the upper arm and four on the trunk while performing arm 
elevations of 0°, 30°, 60°, 90°, 120°, 150°, and 180° in each 
of the sagittal, scapular and frontal plane.  A scapular 
locator with 3 markers was used to measure the pose of the 
scapula via locating the root of spine, acromion angle and 
inferior angle using a motion capture system (Vicon, OMG, 
UK).  From the measured kinematic data, the angular 
positions of the scapulothoracic joint was calculated 
following a y-x-z rotation sequence, corresponding to 
protraction/retraction, medial/lateral rotation, and 
anterior/posterior tilt. 

All the kinematic assessments were performed after 
fractured union for both sides.  A mixed model repeated 
measures two-way ANOVA was used to compare the three 
scapulothoracic angles between the three groups with a 
significance level set at 0.05. 

RESULTS AND DISCUSSION  
Similar scapulothoracic kinematics between conservative 
and surgical treatment were found in most kinematic 
components for all test positions, but both patient groups 
showed significant differences from the control in some 
kinematic components (Figure 1).  The surgical group 
showed reduced anterior/posterior tilt compared to the 

conservative group, especially at low elevation angles (i.e. 
less than 90°).  Compared to the control (10.07±7.7°), the 
conservative group (2.83±3.6°) and surgical group 
(2.85±9.4°) showed significantly reduced anterior/posterior 
tilt of scapula  (p<0.05) at 180° elevation angle in all three 
planes of elevation (Figure 1).  

Figure 1: Angular positions of the scapulothoracic joint  for 
healthy controls and for patients with mid-third clavicle 
fractures with surgical and conservative treatment. 

CONCLUSIONS 
Patients with mid-third clavicle fractures underwent either 
conservative or surgical treatment showed similar scapular 
kinematics after recovery, although different from those of 
the healthy controls in some kinematic components. The 
current results suggest that both types of treatment were 
similar in recovering shoulder kinematics for mid-third 
clavicle fractures. 
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INTRODUCTION  
Aging is associated by marked by changes in basic 

kinematics in the lower limbs. The biomechanical and 
physiological significances of alteration in gait variability in 
elderly population are potential areas for research. Given the 
high incidence of mobility disability in older people, it is 
important to clearly characterize the relationship between 
ageing and gait variability at the earliest. Early identification 
of this characteristic particularly in spatiotemporal and 
kinematic variables can act as a precursor to implementing 
intervention strategies.  

METHODS 
This was an observational study conducted in a geriatric 
home, in India. All the residents of the institution were 
screened and forty individuals who used gait as the primary 
mode of ambulation with or without assistive devices were 
identified. Thereafter a stringent procedure of gait recording 
was performed. 

Figure 1: Diagrammatic representation of the walkway with 
relevant markings 

The required parts of the body were exposed and markers 
were attached on the relevant bony landmarks. The 
individual was instructed to walk bare foot. A care giver 
accompanied the participant for safety but did not make 
contact with the patient. The area selected for the recording 
was a spacious platform of the study institution (14m×18m). 
Two web cameras of ‘logistics 720 HD’ (Patricoski & 
Ferguson, 2009), connected to two laptops were used for the 
recording. Both the cameras were mounted on stationary 
tripods. A tripod with camera was placed at a distance of 3m 
from the midportion of the walkway to record anterior and 
posterior views of ambulation (Gupta & Raja, 2012). The 
videos of each participant comprising of different views 
were imported to Kinovea 0.2.5 version, a motion analyzing 
software. Descriptive statistics of the data was done by 
compiling the ranges of motion at joint during the stance 
events of the gait cycle. 

RESULTS AND DISCUSSION 
We screened 20 men and 34 women. Out of this video 
recording of 19 men and 21 women were included for the 
analysis. The figures below are graphical representation of 
maximum angles at different events of the gait cycles. 

Figure 2: Range of motion in men at different events of gait 
cycles with the movement observed. 

Figure 3: Range of motion in women at different events of 
gait cycles with the movement observed. 
While looking into the spatiotemporal parameters of gait, 
the result demonstrates that, 36.8% men and 47.6% women 
have shown a reduction in step length on both the 
extremities. The gait velocity of all these individuals can be 
considered as pathological gait velocity (PGV<0.8m/s) 
(Montero-Odasso & Kaplan, 2016). 

CONCLUSIONS 
The results of this study show that there is a greater 
variation from typical, in the kinematic values in older 
adults. This is an important factor for early identification 
and management of gait variation in elderly to reduce the 
risk of fall and to improve the quality of life. 
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INTRODUCTION:  

In this study, we therefore analyzed the association between 

kick-induced mechanical stress (stress distribution) and the 

clinical findings of injuries around the hip joint that are 

known to be related to kicking actions in football. 

METHODS:  

We selected 5 healthy football players, They perform the 

inside kick, instep kick, and infront kick 3 times each for 

right-footed. A three-dimensional motion analysis device was 

used to record their motion and measure the duration between 

maximum hip extension (MHE) and ball impact (BI). The 

motion analysis software, SIMM7.0 (Motion analysis, USA) , 

was used to calculate stress between hip joints and the angle 

of the hip joint in each kicking motion. In addition, the bone 

strength analysis software Mechanical Finder7.0 (RCCM, 

Japan) was used to analyze the computed tomography and 

magnetic resonance imaging data of each subject to develop 

a finite-element model consisting of the right ilium, sacrum, 

and femur. Then, stress between hip joints calculated in 

dynamics analysis was input as a load value into the finite-

element model for the stress analysis. 

RESULTS:  

At the time of BI, kicking actions produced a  

high-stress area in the pubic ramus compared with other areas. 

This value was an equivalent stress value generated in the area 

of interest (30 mm3) in the pubic ramus. Stress generated in 

the superior and inferior rami of the pubic bone was 3.52 and 

2.94 MPa for the inside kick, 7.15 and 5.40 MPa for the instep 

kick, and 4.47 and 3.33 MPa for the infront kick, respectively. 

CONCLUSIONS:  

The high-stress area on BI was the same area where groin pain 

syndrome (pubic bone marrow edema) occurs in the clinical 

examination of football-related hip joint injury and where 

fatigue fractures occur in pubic bone rami1),2),3),4). 

Furthermore, in the BI-related area of interest (pubic rami), 

the values of equivalent stress generated by the inside kick, 

instep kick, and infront kick in the superior and inferior rami 

were approximately 3 times, 5 and 4 times, and 3 and 2 times 

the stress created in the same area by standing by one leg 

(1.53 and 1.47 MPa in the superior and inferior rami), 

respectively. The analysis system that integrates motion 

dynamics into the body structure revealed the relationship 

between the clinical symptoms of the hip joint and previously 

reported kick-related injuries around the hip joint. 
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INTRODUCTION  
Persons with a transfemoral amputation (TFA) have 
difficulty descending stairs in a step-over-step manner 
because of insufficient control of the prosthetic knee. To 
overcome this problem, hydraulic stance yielding prosthetic 
knees have been developed. Those with TFA can achieve 
step-over-step stair descent wearing this type of prosthetic 
knee [1, 2]. Instruction in step-over-step stair descent for 
those with TFA is based on clinician experience, and 
focuses mainly on positioning of the prosthetic foot [3]. 
Information on foot placement and clearance, which is 
currently lacking, would help those with TFA learn how to 
descend stairs. We investigated how those with TFA with a 
hydraulic stance yielding knee achieve step-over-step stair 
descent from the viewpoint of limb kinematics.  

METHODS 
We evaluated 3 persons with TFA who used a hydraulic 
stance yielding prosthetic knee. Subject A is a 30-year-old 
man (5 months after amputation) with 3R80+ knee (Otto 
Bock, Duderstadt, Germany) and 1D60 foot (Otto Bock), 
Subject B is a 30-year-old man (6 years after amputation) 
with Mauch knee (Össur, Reykjavik, Finland) and Elation 
foot (Össur), Subject C is a 63-year-old man (42 years after 
amputation) with Mauch knee (Össur) and low-profile Vari-
Flex foot (Össur). The protocol of this study was approved 
by the institutional ethics committee and all subjects gave 
informed consent. Motion data were collected using a 12-
camera motion capture system (MAC3D, Motion Analysis, 
Natick, MA, USA) with 8 Kistler force plates. Thirty-nine 
retroreflective markers were placed on the subjects 
according to a plug-in gait marker set, with 8 additionally 
placed on the pelvis and feet for better body tracking and to 
identify foot and sole position. After practice, the subjects 
performed stair descent on a 4-step custom-made staircase 
mounted on the force plates. The riser height and the run 
length of the staircase were 16 cm and 30 cm, respectively. 
The subjects advanced their prosthetic leg first. Ten trials 
were collected for each subject. 

To evaluate the biomechanics of stair descent, we obtained 
prosthetic foot and sole positioning and lower limb 
kinematics. Stick pictures from a sagittal view were derived 
from one representative trial for each subject. Positions of 
foot markers at the opposite-side toe-off were projected on 
the floor to visualize foot placement. 

RESULTS AND DISCUSSION 
All three subjects showed asymmetric foot placement and 
clearance, with variation in knee trajectory during prosthetic 
swing (Figure, A and B). Prosthetic foot clearance was 
achieved by placing only the mid-rear foot on the step to 
facilitate foot rolling on the edge of the step, followed by 
knee extension with little ankle rotation (Figure, A). 
Contralateral foot clearance was achieved by coordinated 

knee-ankle motion, making the sole trajectory linear. (Figure, 
B). Positions of foot markers at the opposite-side toe-off 
suggested different foot progression angles between the feet, 
and small loading area of the prosthetic foot (less than half 
of the plantar surface). This would cause difficulty in 
weight-bearing on the prosthetic limb. 

Figure. Sagittal kinematics of step-over-step stair descent is 
presented with stick pictures (20 Hz, A: prosthetic side, B: 
contralateral side). Horizontal views of foot placement are 
shown (C): blue circles indicate prosthetic foot markers and 
red circles indicate contralateral foot markers at initial 
position and at the opposite-side toe-off. IC: initial contact; 
post-amp.: post-amputation 

CONCLUSIONS 
Kinematic analysis suggested that subjects with TFA could 
achieve foot clearance in an asymmetric but similar way, 
possibly associated with limited mobility of the prosthetic 
foot. In addition to better control of the prosthetic knee, 
optimizing prosthetic knee-foot coordination should be 
considered to achieve a stair descent pattern closer to that of 
healthy people, which emerging powered prosthetic legs 
(e.g.,[4])  can help achieve.  
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INTRODUCTION  
Electromyography (EMG) signal has been widely explored in 
different areas such as fatigue process [1], motor control [2] 
and as diagnosis tool [3]. Conventional EMG devices used in 
laboratory/experimental studies are complex to use in field 
research and clinical practice as they require complex 
protocols, both in their use and in data processing, therefore, 
preventing widespread use. Recent technological advances 
have allowed the manufacturing of wearable EMG device 
that are more practical, user-friendly and portable. In this 
context, studies that evaluate the reliability of these wearable 
devices are needed before implementing them in field 
research and clinical practice. Therefore, the purpose of this 
study is to investigate the reliability of Mshorts; a wearable 
EMG device during functional activities in healthy people. 

METHODS 
Twenty health volunteers wore the Mshorts with EMG 
sensors (MBody Myontec®). The shorts are made of 
compression textile and are machine washable. There are 4 
EMG channels in each leg (Quadriceps & Hamstrings 
muscles), with electrode size (M-size) to quadriceps: 160 mm 
x 33 mm and Hamstrings: 80 x 35 mm that spans over muscle 
group. The reference electrode is parallel to the lateral face of 
the femur.  The battery is rechargeable Li-ion, 24h or 12h 
real-time with a single charge, the internal memory of 6 hours 
of storage has a sample rate of 25 Hz, gain of 1000 and 
bluetooth v3.0 communication. The output is a time series 
rectified signal with 25Hz average. The signals were 
processed off line to extract the quadriceps and hamstrings 
intensity mean, ratio between intensity of quadriceps and 
hamstrings and total intensity percentage for both right and 
left lower limb. The volunteers were instructed to perform 
two tasks, including 10 repetitions of ascend/descend an 
eleven-step staircase and squatting at 60º. Reliability data 
were collected in two different days with an interval of 2 to 7 

days between. Test-retest reliability was calculated with the 
intraclass correlation coefficient (ICC2,k) and with the 
standard error measurement (SEM). The SEM (SEM/mean • 
100) was expressed as a % of the mean value of the first day 
of data collection. ICC values in the range of 0.80 to 1.00 
were defined as ‘excellent reliability’ and ICC values in the 
range of 0.60 to 0.80 as ‘good reliability’ while an ICC less 
than 0.60 reflects ‘poor reliability’. A low SEM indicates 
better reliability of the measurement [1]. 

RESULTS AND DISCUSSION 
Reliability data for wearable EMG parameters during 
ascend/descend stair and squatting are presented in Table 1. 
ICC ranged from good to excellent reliability with low SEM 
for all parameters and activities. Despite no significant 
differences between activities, the squat activity appears to 
have higher SEM than stair climbing. This may be related to 
greater movement of the shorts during squatting activity 
considering that greater hip flexion angles are required. Based 
on these results, the Mshorts are a reliable device and it has 
potential to be implemented in field research and 
clinical/physical practice.  

CONCLUSIONS 
Wearable EMG for quadriceps and hamstrings muscles is a 
reliable device with low error associated to measurement 
during functional activities. 
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Table 1. Reliability analysis of the wearable electromyography system during functional activities in healthy people 

Parameters  
Ascend stair Descend stair Squat 

 ICC2,k (CI 95%) SEM (%) ICC2,k (CI 95%) SEM (%) ICC2,k (CI 95%) SEM (%) 

LQM (µV) 0.94 (0.84;0.97) 7.10 0.90 (0.73;0.96) 8.88 0.88 (0.67;0.95) 13.57 

RQM (µV) 0.93 (0.84;0.97) 6.47 0.91 (0.79;0.96) 7.96 0.90 (0.76;0.96) 10.67 

LHM (µV) 0.92 (0.79;0.97) 17.69 0.79 (0.46;0.92) 9.04 0.74 (0.17;0.91) 15.35 

RHM (µV) 0.88 (0.71;0.95) 4.37 0.91 (0.79;0.96) 8.31 0.81 (0.51;0.92) 12.13 

LQ/LH  0.95 (0.89;0.98) 0.37  0.82 (0.55;0.92) 9.77  0.89 (0.72;0.95) 15.38 

RQ/RH  0.89 (0.73;0.95) 10.83  0.83 (0.58;0.93) 11.11  0.86 (0.66;0.94) 13.13 

RD (%) 0.83 (0.59;0.93) 2.60 0.85 (0.62;0.94) 2.93 0.77 (0.41;0.90) 3.43 

LD (%)  0.83 (0.59;0.93) 2.64  0.85 (0.62;0.94) 3.91  0.77 (0.41;0.90) 3.21 
ICC2,k – Intraclasss correlation coeficiente; SEM – standard error mesurement; LQM – left quadríceps mean; RQM – right 
quadríceps mean; LHM – left hamstrings mean; RHM – right hamstrings mean; LQ/LH – ratio between left quadríceps and left 
hamstrings; RQ/RH – ratio between right quadríceps and right hamstrings; RD – right distribution; LD – left distribution 
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INTRODUCTION  
One of the major reasons for a decreased quality of life in 
the elderly in society is falling. It has been reported that 
10% to 30% of elderly people have experienced falls at 
some time while participating in various daily activities [1]. 
These falls are often caused by unstable posture during 
walking. In particular, downhill walking challenges the 
elderly to maintain the stability of the body, which may 
increase the risk of falls. Therefore, this study was intended 
to investigate the effect of downhill angles on periodic 
movement patterns in the lower extremities' flexion-
extension during walking in the elderly.  

METHODS 
Eighteen elderly females (mean age: 66.6±1.4 yrs, mean 
mass: 56.1±7.5 kg, mean height: 1.57±0.04 m) participated 
in this study after signing the consent form which was 
approved by the ethics committee at the University.  

The subjects walked on a treadmill at their preferred speed 
(0.80 ± 0.12 m/sec) in three different downhill angles (0 º, 
7.5 º and 15 º). 

A system of six high speed cameras (Qualisys, Sweden) was 
used to collect the position data of the reflective markers 
attached to the lower extremities of each subject. Hip, knee 
and ankle flexion-extension angles were calculated using the 
joint coordinate system from 20 walking strides. 
Approximate entropy, non-linear time series analysis was 
then applied to determine periodic movement patterns based 
on the previous study [2]. Friedman and Wilcoxon signed 
rank tests were performed if there is any statistical 
difference between walking conditions with Bonferroni 
corrections. Significant level was set at P <  0.05. 

RESULTS AND DISCUSSION 
The results indicated an increasing  trend of approximate 
entropy as the downhill angle increased during walking. 
Significantly smaller approximate entropy for the hip was 
observed in level walking compared with walking on a 7.5 º 
and 15º  declined downhill slope conditions (Figure 1: left, 
P < 0.05).  

Significantly larger approximate entropy for the knee was 
observed in walking on a 15 º declined downhill slope 
condition compared with walking on a 7.5 º declined 
downhill slope and level walking conditions (Figure 1: 
middle, P < 0.05). However, no significant differences were 
found for the ankle  (Figure 1: right, P > 0.05). 

The distinct joint coordination across downhill angles would 
provide insights on the potential fall mechanism in the 
elderly. Periodic movement patterns of the lower 
extremities' flexion-extension may represent "white noise" 
as well as non-linear signals of movement, showing a 
dynamic function of the body's neuromuscular skeletal 
system during walking [3]. It has been suggested that a 
higher entropy indicates greater complexity or low 
regularity of human movement. In this study, entropy 
generally increases with increased downhill angles (i.e. from 
level to 15 º) for hip and knee joints but no changes for the 
ankle. Unstable movement patterns in hip and knee joints 
indicated by high entropy levels may induce constrained 
motion of the ankle, showing reduced complexity of motion 
in order to maintain the stability of the whole system during 
downhill walking.  

CONCLUSIONS 
The approximate entropy at hip and knee joints in the 
elderly are sensitive to environmental changes (i.e. downhill 
walking), showing more complexity or less regularity in 
periodic movement patterns, while the ankle seems to be 
less sensitive for terrain adaptation. Downhill walking may 
increase the risk of falls for the elderly regarding the 
increased entropy (i.e. degree of stability in the joint) 
compared with level walking. No changes of entropy in the 
ankle but increased entropy levels in hip and knee joints in 
this study may provide insightful information for 
understanding fall mechanisms and fall-prevention strategy 
during walking in the elderly.   
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Figure 1: Changes in approximate entropy between different downhill walking conditions (* indicates significant difference). 
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INTRODUCTION  
The balance ability usually decreases and the risk of falls 
increases with aging. The various tests have been applied to 
the study of balance ability and fall risks. Among them, the 
sit to stand five times (STS5) test is an established 
assessment of lower limb strength, balance dysfunction and 
fall risks [1]. The duration of STS5 was measured using a 
stopwatch and used an index for the evaluation. Recently, 
the IMU sensor has been used for balance test. The signals 
from accelerometer and gyroscope have allowed to extract 
some significant parameters related to the transition during 
STS5 and compared them with fall risks [1]. The 
discriminant analysis using STS5 has been reported to 
identify 60% of participants over 60 years with balance 
dysfunction from those without balance problems with an 
optimal cut-off time of 14.2sec [2]. It is an entire duration 
for STS5 test. However, the transition period and types of 
movement can be identified by IMU signal. The purpose of 
this study was to calculate whole STS5 duration as well as 
subdivided individual transition periods and to find the 
relationship between the balance ability by Berg Balance 
Scale (BBS) & fall experience and subdivided individual 
transition periods particularly. 

METHODS 
Eighty-six elderly subjects participated in this experiment 
(male: 23, female: 63, age: 75.8 ± 5.7years, height: 153.2 ± 
9.0cm, weight: 59.2 ± 9.2kg). The subjects were divided by 
BBS (HO: >52 (N=53), IO: ≤52 (N=33)) and fall experience 
(Faller: ≥1 (N=27), Non-faller: 0 (N=59)). The subjects 
performed the STS5 while a wireless inertial measurement 
unit sensor modules (APDM Inc., USA) on the posterior 
trunk at the L5 level near the body center of mass and right 
frontal thigh [2]. The acceleration signal of the sensor was 
collected with a 128-Hz sampling frequency, and filtered 
with a 3.5-Hz cutoff zero-phase low-pass Butterworth filter. 
The transitions were measured using thigh sensor. The time 
periods included 5 sit to stand to sit time, and total time. The 
total six time periods were measured by IMU sensor. The 
independent T-test was performed for statistical analysis 
(α=.05). 

RESULTS AND DISCUSSION 
There was not any significant difference between BBS score 
and fall experience (p=.16). The 5 sit to stand to sit time and 
total time (no. 1~6 period in Fig.1) were significantly 
different between HO and IO, between Faller and Non- 
faller. Results showed that IO and Non-faller groups moved 
with more restricted and cautious manner than HO and faller 
did. Published study showed that there was a close 
relationship between fall risks and total time of STS5 [1]. 
However, in this study, the times taken STS5 of Non-faller 
was longer than those of Faller, which is the differences in 
the characteristics of the subjects. It is believed that the 
strength of lower extremities is import for the execution of 
STS5. For further study it is necessary to investigate the 

characteristics of STS5 as well as the strength of lower 
extremities of the subjects (Faller and Non-faller).  

Table 1: Results of sixth time periods    (unit: sec) 

HO IO p Faller 
Non-
Faller 

p

①1st

stand-sit 

1.25 

±0.25 

1.38 

±0.33 
.04* 

1.21 

±0.25 

1.35 

±0.29 
.03* 

②2nd

stand-sit 

1.26 

±0.30 

1.45 

±0.38 
.01* 

1.20 

±0.30 

1.39 

±0.35 
.02* 

③3rd

stand-sit 

1.30 

±0.36 

1.48 

±0.39 
.03* 

1.23 

±0.35 

1.43 

±0.38 
.02* 

④4th

stand-sit 

1.32 

±0.37 

1.49 

±0.41 
.04* 

1.21 

±0.38 

1.46 

±0.38 
.01* 

⑤5th

stand-sit 

1.37 

±0.39 

1.54 

±0.47 
.04* 

1.26 

±0.38 

1.52 

±0.43 
.01* 

⑥Total
time

10.67 

±2.36 

12.17 

±2.95 
.01* 

10.11 

±2.42 

11.76 

±2.66 
.01* 

(mean±SD, Independent T-test, *p<.05) 

Figure 1: The subdivided time period of STS5 

CONCLUSIONS 
IO & Non-faller took a longer time than HO & Faller, which 
indicated that IO and Non-faller groups moved with more 
restricted and cautious manner than HO and faller did. It is 
necessary to investigate the correlation of the lower limb 
strength and fall experience & balance ability. 
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INTRODUCTION  
Total knee replacements (TKR) have been the main choice 
of treatment for alleviating pain and restoring physical 
function in advanced degenerative osteoarthritis of the knee 
[1].  Recently, there has been a rising interest in minimally 
invasive surgery TKR (MIS-TKR) but accurate restoration 
of the knee axis presents a great challenge.  Patient-specific-
instrumentation for TKR (PSI-TKR) was thus developed to 
address the issue [2].  However, the efficacy of this new 
approach has yet to be determined.  The purpose of the 
current study was thus to measure and compare the 3D 
kinematics and surface kinematics of MIS-TKR and PSI-
TKR in vivo during sit-to-stand using 3D fluoroscopy 
technology. 

METHODS 
Six patients with MIS-TKR (posterior stabilized) and six 
with PSI-TKR participated in the current study with 
informed written consent.  Each subject performed quiet 
standing to define joint neutral positions and then sit-to-
stand while under the surveillance of a bi-planar fluoroscopy 
system (ALLURA XPER FD, Philips).  For the 
determination of the 3D TKR kinematics, computer-aided 
design (CAD) models of the TKR for each subject was 
obtained from the manufacturer including femoral and tibial 
components and the plastic insert.  At each image frame, the 
CAD model was registered to the fluoroscopy image via a 
validated 2D-to-3D registration method [3].  The CAD 
model of each prosthesis component was embedded with a 
coordinate system with the origin at the mid-point of the 
femoral epicondyles, the z-axis directed to the right, the y-
axis directed superiorly, and the x-axis directed anteriorly. 
From the accurately registered poses of the femoral and 
tibial components, the angles of the TKR were obtained 
following a z-x-y Cardanic rotation sequence, giving 
flexion/extension, adduction/abduction, and internal/external 
rotation [4]. Since the insert was fixed to the tibial 
component, the contact area was obtained from the 
kinematics of the femoral and tibial components.  Surface 
kinematics was described in terms of the translations of the 
contact point (center of the contact area). 

RESULTS AND DISCUSSION 
During sit-to-stand the patterns and magnitudes of the 
translations were similar between MIS-TKR and PSI-TKR, 
with posterior translations ranging from 10-20 mm and 
proximal translations from 29-31mm.  Differences in 
mediolateral translations existed between the groups but the 
magnitudes were too small to be clinically significant.  For 
angular kinematics, both groups showed close-to-zero 
abduction/adduction, but the PSI-TKR group rotated 
externally from an internally rotated position (10° of internal 

rotation) to the neutral position, while the MIS-TKR group 
maintained at an externally rotated position of less than 5° 
during the movement. The patterns and magnitudes of the 
translations of contact points were similar between both 
groups, with anterior translations on medial compartment 
during knee flexion and posterior translations on lateral 
compartment during knee flexion (Fig. 1). For surface 
kinematics, paradoxical anterior translation is observed on 
medial compartment in both groups. 

Figure 1: Means and standard deviations of the 
anterior/posterior contact positions of MIS-TKR and PSI-
TKR. * indicates statistical significance. 

CONCLUSIONS 
The current study was the first attempt to quantify the 
kinematic differences between PSI and non-PSI MIS for 
TKR.  Compared to MIS-TKR, PSI-TKR showed a pattern 
similar to the screw home mechanism in a normal knee, 
which may be related to a more accurate restoration of the 
knee axis with the patient specific instrumentation during 
TKR surgery.  With close-to-normal rigid-body kinematics, 
PSI-TKR appeared to be better in maintaining accurate 
articular contact patterns, which may be helpful for the 
recovery of normal function of the knee.  For the design of 
TKR, it may help prevent the paradoxical anterior 
translations. 
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INTRODUCTION 
Signs and symptoms caused by mechanical compression of 
the median nerve in the carpal tunnel are called carpal 
tunnel syndrome (CTS), a neuropathy of high prevalence in 
the upper extremity. One of the conservative treatments for 
CTS consists in wearing a neutral custom-molded 
thermoplastic wrist orthosis nightly in addition to tendon 
and neural gliding exercises [1,2]. 

Several objective and subjective measurements are available 
to evaluate the evolution of CTS treatments. Two of the 
most used and responsive objective and functional measures 
are the pulp-to-pulp strength and the tripod pinch strength. 
The Boston Questionnaire is a common subjective and 
specific instrument used to evaluate the symptomatology 
(severity of symptoms and functional status) of patients with 
CTS [3]. 

The purpose of this study was to investigate whether a 45-
day treatment consisting of wearing a neutral custom-
molded thermoplastic wrist orthosis nightly in addition to 
tendon and neural gliding exercises could improve the pulp-
to-pulp and tripod pinch strengths, and reduce the score of 
Boston Questionnaire is persons with severe CTS. This is a 
preliminary report of the results of the study. 

METHODS 
Six volunteers with medical diagnosis of severe CTS in the 
dominant upper extremity and who had an electrodiagnosis 
exam to confirm the level of STC were enrolled. 
Participants wore a custom-molded thermoplastic wrist 
orthosis in the neutral position during 45 nights. They also 
performed tendon and neural gliding exercises twice daily 
for 45 days, with instructions from booklets containing 
images and written explanations on how to perform the 
exercises [4]. 

Before and after the treatment period, three measurements of 
pulp-to-pulp and tripod pinch strengths of the right hand 
were measured by the Pinch Gauge© dynamometer. 
Similarly, the Boston Questionnaire was applied before and 
after the treatment period. The domains of the Boston 
Questionnaire were scored separately to evaluate symptom 
(Symptom Severity Scale - SSS) and Manual Skill 
(Functional Status Scale – FSS) of CTS. The mean value of 

the pinch strength obtained for each pinch, and the scores of 
SSS and FSS domains of the Boston Questionnaire were 
compared pre- and post-treatment by descriptive analysis. 
The study was approved by the Research Ethics Committee 
of UNIFESP, process number 1.683.113. 

RESULTS AND DISCUSSION 
After 45 days of treatment, patients showed greater values 
of pulp-to-pulp pinch strength, going from a mean value of 
3.86 kgf (standard deviation = 0.60) to 4.30 kgf (0.69), and 
greater values of tripod pinch strength, going from 4.76 kgf 
(0.84) to 5.35 kgf (1.0). In the Boston Questionnaire, 
patients showed lower score in the Symptom Severity Scale 
domain, from a mean value of 2.52 (0.54) to 1.86 (0.49), and 
lower score in the Functional Status Scale domain, from a 
mean value of 2.81 (0.42) to 2.21 (0.80), both of which are 
interpreted as improvement. 

Previous studies have reported that surgery is the most 
indicated treatment for severe CTS, while conservative 
treatment can improve pinch strength and symptoms in mild 
and moderate CTS [5,6]. However, when surgery is not 
possible or need to be postponed (for example, lack of 
healthcare coverage or person’s comorbidities), the 
conservative treatment might be a reasonable approach for 
severe CTS also. 

CONCLUSIONS 
The results of this study showed that the proposed 
conservative treatment is potentially effective in persons 
with severe CTS. The next step is to design a larger study 
that will allow for confirmation of these results. 
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INTRODUCTION  
Sacroiliac joint (SIJ) biomechanics have been described in 
both in vitro as in vivo studies [2]. However, a standardized 
joint coordinate system for sacroiliac joint motion analysis 
is lacking, impeding interpretation of research results and 
communication between research groups. Grood et al [1] 
proposed a joint coordinate system for the description of 
knee biomechanics in clinical settings. Up to now, this 
technique has been applied to set standards for joint motion 
of most joints in the human body [3]. However, no such 
standard has been described for the SIJ. This paper proposes 
a joint coordinate system for the analysis of sacroiliac joint 
motion, based on the procedure developed by Grood et al. 
As SIJ motion is reported to be very small, standardization 
and reproducibility of this procedure is essential for the 
interpretation of future 3D biomechanical SIJ analysis.  

METHODS 
The procedure proposed by Grood et al [1] is used to 
develop a coordinate system for the sacroiliac joint. Firstly, 
a Cartesian coordinate system (CCS) for both sacrum and 
coxal bones is established, based on bony landmarks on 
these two bony segments. Secondly, a Joint Coordinate 
System (JCS) is developed based on the body fixed axis of 
each of the CCSs. Finally, movement is described by angles 
α, β and γ around e1, e2 and e3 axes. Translations q1, q2 and q3 
are described by vector H, directed from the origin of the 
CCS of one bone to the origin of that of the other.  

RESULTS AND DISCUSSION 
Sacral Cartesian Coordinate System 
The center of the auricular joint surface (AJS) is chosen as 
the origin of the sacral CCS (Os). The CCS for the sacrum is 
described by 3 axes: as nutation and counternutation are of 
interest in the SIJ,  a latero-lateral axis is chosen, connecting 
the AJS center of both left and right joint surfaces. This axis 
is selected as the sacral body fixed axis (X-axis = e1). The 
anteroposterior direction (Z-axis) is defined by the common 
perpendicular (normalized cross product) of the fixed axis 
(X-axis) and temporary axis ts - defined by the central 
craniocaudal axis through the sacral bodies. The third axis 
of the CCS, the Y-axis, is placed perpendicular to both X 
and Z axes (fig 1).  

Coxal Cartesian Coordinate System 
The center of the AJS of the coxal bone is set as the origin 
of the coxal CCS (Oc). The first rotation axis (x-axis) is 
defined by a line perpendicular to the coxal AJS. The 
craniocaudal axis (y-axis) is defined by the normalized cross 
product of the x-axis and temporary axis tc, defined by the 
line between the hip joint center and the coxal AJS center of 
mass. This axis is chosen as the body fixed axis e3. The z-
axis is defined as the axis perpendicular to both x and y-axes 
(fig 1). For both CCSs, the x-axis is positive to the right, the 
y-axis is positive in the proximal direction, and the z-axis is 
positive anteriorly. 

Joint Coordinate System 
Finally, the JCS is described: nutation- counternutation 
occurs about the sacral fixed axis (e1) and is described by 
angle α. Transverse plane rotation is described by angle γ 
about the coxal fixed axis (e3) (fig 1). Angle β describes 
lateral flexion, occurring about the floating axis e2, as 
determined by the normalized cross product of both e1 and e3 

axes. e2 is not fixed in either segment, but moves in relation 
to both. Translations q1, q2 and q3 are described by the dot 
product of the axes e1, e2 and e3 and vector H, connecting Os

to Oc. 

Figure 1: CCS of the sacrum with X, Y, Z axes and ts axis 
(green), CCS of the coxal bone with x, y, z axes and tc axis 
(green). JCS with body fixed axes e1 and e3, and floating axis 
e2.  

CONCLUSIONS 
This paper proposes a joint coordinate system for motion 
analysis of the SIJ, in order to improve standardization and 
reproducibility of future biomechanical research. 
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INTRODUCTION  
Fatigue of serratus anterior can cause shoulder muscular 
imbalances, compromising the scapular kinematics and 
predisposing the person to pain and shoulder injuries [1]. 
Photobiomodulation (PhM) showed been effective in muscle 
fatigue attenuation due to its action in the muscle 
bioenergetics [2]. This study aims to investigate the effect of 
PhM applied to the serratus anterior on the relative 
contribution of shoulder muscles during arm elevation. We 
hypothesize that changes on changes on muscles activation 
ratios were less on subjects who receive PhM (active group) 
compared with subjects of sham and control groups. 

METHODS 
Six males [Mean (SD) 23,5(2.0) years; body mass 70.2 
(14.0) kg; and height 1.75 (0.03) m] were randomized in 
three groups: Active, Sham and Control. Surface EMG 
(Ag/AgCl bipolar electrodes; 20mm inter-electrode 
distance) was sampled (2kHz) from the upper, and lower 
trapezius (UT, LT), medial deltoid (MD) and serratus 
anterior (SA) [4.5]. Upper arm kinematics with respect to 
trunk kinematic was recorded (Sample frequency: 60 Hz; 
Software Dvideow©). A trigger was used to synchronize 
EMG and kinematic. Subjects performed 5 repetitions of a 
weighted shoulder maximum elevation in scapular plane 
before and after an induced fatigue task. This task toward 
SA muscle fatigue and consisted of subjects placing their 
feet on a step and holding a pushup plus position until 
exhaustion. PhM was applied over SA, before the task 
fatigue, using a cluster [7 diodes of 850nm wavelength 
(GaAlAs), 100mW output power, and 2J per diode totalizing 
14J in 20 seconds]. Raw EMG signal was digitally full-wave 
rectified and filtered (low-pass filter; cutoff = 2.5 Hz). 
Following, the EMG data were windowed in 3 arc-of-
elevation, determined by kinematics: initial (~30°-60°); 
middle (~60°-90°); and final (~90°-to maximum) and the 
average value for each one was normalized by the mean 
value of 3 MVICs of the respective muscle. Finally, for each 
arc-of-motion on the ascending phase the relative activation 
ratios between deltoid and trapezius muscles (MD/UT and 

MD/LT) were calculated, as well as between the upper and 
lower parts of trapezius (UT/LT); and between the upper 
trapezius and serratus anterior (UT/SA). An exploratory 
statistical analysis was done. 

RESULTS AND DISCUSSION 
Results showed that most part of ratios was greater after 
fatigue compared to its respective values obtained before 
fatigue (Table 1). Fatigue of SA can cause alterations on 
scapulothoracic muscle ratio [5]. Moreover, altered synergic 
muscle ratios could cause alterations on the scapular 
biomechanics, leading to shoulder pain and injuries [6]. 
Thus, complementary treatments or physical resources that 
could reduce SA fatigue previously to exercises and daily 
life activities are important for clinical and coaches. 

CONCLUSIONS 
To use of photobiomulation on SA previously to fatigue was 
not effective in reducing the alteration in the muscular 
ratios. Although limited, this preliminary finding suggests 
that a study with larger sample size should be done to assess 
the benefits of this resource to reduce SA fatigue. 
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Table 1. Mean (standard deviation) of relative muscle ratios in three arcs of active elevation (initial, middle and final), before 
and after muscular induced fatigue task. 

Initial (~30°-60º) Middle (~60°-90°) Final (~90°-Maximum) 
Active Sham Control Active Sham Control Active Sham Control 

MD/UT 
BF 0.19(0.06) 0.40(0.61) 0.16(0.11) 0.20(0.06) 0.55(0.97) 0.17(0.13) 0.16(0.08) 0.48(0.87) 0.14(0.10)
AF 0.22(0.10) 0.42(0.71) 0.18(0.17) 0.23(0.07) 0.59(1.12) 0.19(0.19) 0.19(0.06) 0.44(0.78) 0.19(0.20)

MD/LT 
BF 1.27(0.74) 0.97(0.68) 0.86(0.59) 1.84(0.93) 1.50(0.99) 1.34(0.79) 2.54(1.84) 1.86(1.02) 1.97(0.74)
AF 1.25(0.76) 1.03(0.92) 0.96(0.62) 2.06(1.29) 1.61(1.11) 1.51(0.81) 2.79(2.44) 2.08(1.33) 2.04(0.75)

UT/SA 
BF 1.22(0.77) 1.59(0.99) 1.13(0.79) 1.16(0.54) 2.00(1.34) 1.31(0.83) 2.13(1.21) 3.13(2.18) 2.58(1.15)
AF 1.18(1.03) 1.57(1.04) 1.19(1.19) 0.93(0.51) 2.01(1.55) 1.44(1.29) 1.47(0.94) 3.22(2.88) 2.46(2.13)

UT/LT 
BF 0.69(0.36) 0.70(0.81) 1.00(1.05) 1.07(0.63) 1.12(1.31) 1.36(1.33) 1.92(1.18) 1.45(1.34) 2.33(1.82)
AF 0.63(0.35) 0.94(1.41) 1.05(1.14) 1.10(0.95) 1.42(1.79) 1.53(1.54) 1.64(1.32) 1.87(2.08) 2.28(2.11)

MD: medial deltoid; UT: upper trapezius; LT: lower trapezius; SA: serratus anterior; BF: before fatigue; AF: after fatigue 
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INTRODUCTION  
Rapid quadrupedal movement on granular media and other 
irregular terrain is an interesting area of research which is 
under-explored. Current methods of studying rapid 
quadrupedal movement involve the measurement of ground 
reaction forces (GRF) using a force plate and a simultaneous 
kinematics analysis by a High Frame Rate video (HFR). 
Although force plates provides highly accurate kinetic data, 
it is not always practical to deploy in the study of animal 
locomotion. For instance, it is often not possible to embed 
force plates in irregular terrains [1] characteristic of most 
ecologically relevant animals’ natural habitats [2]. An 
alternative method is to utilize an inertial measurement unit 
(IMU) equipped with a tri-axial accelerometer to analyze 
accelerations associated with different quadruped gaits. In 
this study, a tri-axial accelerometer is used to analyze 
sprinting locomotion dynamics of a greyhound in a 
simulated racing condition. Kinematics data from 
videography of the entire race was recorded in each trial for 
data calibration. In addition, the paw prints of the greyhound 
on a sandy-loam surface of a race track are also analyzed to 
sync acceleration data with each individual paw print.  

METHODS 
Tri-axial accelerometer (GPSports/SPI Pro X) sampling 
freq 100Hz has been deployed to analyze the sprinting 
locomotion dynamics of a greyhound in a simulated racing 
condition. Experiments were conducted at Wentworth Park 
racetrack, Sydney, NSW. The accelerometer was embedded 
into a sewn pocket located on the back of the greyhound’s 
racing jacket and positioned between its two forelegs. Paw 
prints were measured to obtain a track map which then 
facilitated alignment of each paw print with the acceleration 
data. The full race video and a HFR video of the run at the 
second straight of race track were also recorded. The trial 
started on a straight section (Home Straight) followed by a 
turn of 52m radius and the second straight (Back Straight). 
The race was 280m in length with a duration of 
approximately 26s. Constant velocity running was 
investigated through analysis of the fore-aft (Y-axis) 
acceleration data obtained during the greyhound running in 
the Back Straight.  

RESULTS AND DISCUSSION 
The fore-aft acceleration as a function of time for the first 
six strides of a run in the Back Straight as well shown in 
Figure 1. For each stride we observe three reoccurring local 
peaks of descending magnitude. These maxima were in the 
range of ~4.5g to 6.5g and corresponded to a stride each, as 
aligned foot prints are (Fig.1 C). This result correlates with 
previous findings that fast quadrupeds have approximately 
three strides per second in non-acceleration running [2]. The 
observed three bursts in fore-aft acceleration associated with 

Figure 1: Footfall pattern of a complete cycle of a greyhound running at 
Back Straight (A) Paw prints during six strides of a greyhound running at 
Back Straight (B). Fore-aft accelerations as a function of time coinciding 
with paw prints (C).  

the propulsive effort of the hind-legs (Fig. 1 B, C) was also 
seen in cheetahs [2]. The HFR video of the run in the Back 
Straight was also analyzed (Fig. 1A) showing that peaks in 
the forward acceleration were observed when the hind-legs 
contact the ground. Based on preliminary data from the 
accelerometer the mean stride frequency in Back Straight 
(M= 3.4 Hz, SD= 0.2) and Northern turn (M= 3.8 Hz, SD= 
0.5) was calculated and did not show a significant difference 
in an ANOVA [F (1, 20) = 1.6, P= 0.2] and t-test [t (10) = 
1.2, P= 0.1]. Comparing this with observed changes in stride 
length in both conditions allows for an estimate of the speed.  

CONCLUSIONS 
The conventional methods of gait analysis i.e. using force 
plates are not always a feasible option mainly on irregular 
terrains or for animals in their natural habitats. To overcome 
these difficulties, which exist in studying greyhounds 
running on real race tracks, in this study a tri-axial 
accelerometer was used. Results suggest that for a given 
stride duration greyhounds take greater strides when running 
straight versus when going around a bend.  
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INTRODUCTION  
In vivo studies have reported that dynamic mechanical 
loading on bone induces osteogenesis i.e. new bone 
formation. Recent research efforts have shown that loading 
induced interstitial fluid flow or pore-fluid-pressure 
typically governs the site-specificity of new bone formation. 
For example, Qin et al. have noticed that intramedullary 
pressure distribution positively correlates with sites of new 
bone formation in an avian ulna loading model [1]. 
Nevertheless, this relationship has not been substantiated 
with other in vivo studies on bone adaptation. Moreover, in 
vivo loading parameters such as frequency and cycles also 
affect pore-pressure, fluid flow distribution and magnitude, 
therefore it may also affect the site-specificity of 
osteogenesis [2]. Accordingly, this study attempts to 
investigate and substantiate the role of pore-pressure 
distribution in site-specific new bone formation reported in 
an in vivo cantilever loading study of Srinivasan et al. [3]. In 
addition, the effect of frequency on pore-pressure 
distribution is also studied.  

METHODS 
Present study estimates pore-fluid-pressure distribution at 
mid-diaphyseal cross-section (1.8 mm proximal to tibia-
fibula junction) of a 10-week-old female C57Bl/6J mouse 
tibia subjected to a continuous cyclic cantilever loading of 
0.5 N at 1 Hz. Accordingly, tibia is assumed as a poroelastic 
cantilever beam subjected to a load of 0.5 N at the distal end 
(Figure 1(a)). A model based on Biot’s theory of 
poroelasticity is developed to compute pore-fluid-pressure 
distribution as follows: 
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where steadyP is steady-state component of pore-pressure 

induced due to a sinusoidal bending moment of magnitude 

oM at an angular frequency of ; B is Skempton coefficient; 

c is diffusion coefficient; and u  are Poisson’s ratios of 

solid bone matrix under drained and undrained conditions, 
respectively; ‘i’ is the imaginary unit; a is the thickness of 
the cortex. 
Pore-pressure distributions at the cortex are estimated at 
loading frequencies of 1, 3, 5, 10 Hz which are site-
specifically compared with in vivo new bone distribution. 

RESULTS AND DISCUSSION 
A site-specific comparison between locations of in vivo new 
bone formation and pore-pressure distribution indicates that 
osteogenesis occurs at the sites of elevated/maximum pore-
pressure as illustrated with figures 1(b) and (c). It is also 
evident that pore-fluid-pressure magnitude increases with an 
increase in loading frequency as shown in figures 1(d) to (f), 
nevertheless, high frequency loading at 5 and 10 Hz presents 
localization of pore-pressure at specific sites of the cortex as 
depicted in figures 1(c) and (d); whereas loading at 1 and 3 
Hz (in physiological range) resulted in even pressure 
distribution at the cortex as shown in figures 1(c) and (d). It 
indicates that loading frequency may affect the distribution 
and the magnitude of pore-fluid pressure across the cortex; 
and hence, it may affect the site-specificity and amount of 
new bone formation. 
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Figure 1: (a) In vivo loading configuration of mouse tibia; 
(b) new bone distribution at mid-diaphyseal section a-a′ 
(adapted from Srinivasan et al. [3]); and pore pressure 
distribution at: (c) 1, (d) 3, (e) 5, and (f) 10 Hz. Arrow 
indicates site of the maximum bone formation and the pore-
pressure. 

CONCLUSIONS 
This study substantiates the fact that interstitial fluid 
pressure positively regulates the site-specificity of loading 
induced osteogenesis.  Moreover, loading parameters such 
as frequency may affect the pore-pressure distribution and 
new bone formation. 
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INTRODUCTION  
Traumatic brain injury (TBI) is a debilitating public health 
problem, with an estimated 1.7 million people diagnosed per 
year in the USA alone [1].  Defining TBI is difficult, 
particularly in humans, as it relies on subjective 
symptomology and neurocognitive changes. Animal models 
can be used as a tool to gain a deeper insight into TBI; 
however, the utilization of animal models requires a better 
understanding of the commonalities of TBI across species. 
Based on the hypothesis that microstructural damage 
dependent on the magnitude and rate of strain causes TBI 
[2], it is important to obtain similar strain and strain rate 
across species to achieve comparable levels of injury. Our 
goal is to study whether both the strain and strain rate can 
translate from humans to an exact match in smaller animals. 

Scaling laws have been developed to compare TBI across 
species, with scale factors defined as a function of body 
mass or brain mass, or defined by a physics-based scaling 
law [3].  Another scaling method describes strain as a 
function of the applied loads and radius of the brain [4]. 
While this method assumes a linear material model for the 
brain, adding the complexities of a non-linear material can 
more appropriately evaluate strain and strain rate under 
varying applied loads and brain sizes, and, thus, help better 
understand TBI across different species.   

METHODS 
A finite element (FE) model was created based on a 
validated continuum model using strain as a function of 
applied loads and brain radius [4]. The brain was defined as 
a cylinder with fixed motion along the axis of rotation to 
replicate the effect of an infinite length, and Ogden rubber 
material. A rigid outer cylinder surrounded the gel with a 
no-slip boundary interface to represent the skull.  Strain was 
evaluated at a non-dimensional radius of 0.3, the 
approximate location of the deep white matter in the corpus 
callosum where TBI is frequently associated [4]. Animal 
and human pathology data has shown that the midcoronal 
plane contains many regions of interest in TBI, and, thus, an 
angular acceleration load was applied in the representative 
coronal plane of the FE model. Angular acceleration was 
represented as a sinusoidal load with a peak magnitude of 
12.3 krad/s2 over an impulse duration of 15 ms, human loss 
of consciousness injury conditions [5]. Peak strain was then 
evaluated in the FE model with scaled radii to represent 
human, pig, and ferret sized brains at 6.8 cm, 3.0 cm, and 
1.68 cm, respectively.  

RESULTS AND DISCUSSION 
Under the described angular acceleration impulse, peak 
strains for human, pig, and ferret were 0.50, 0.10, and 0.013, 
respectively.  Obtaining similar peak strains of 0.50 required 
a peak angular acceleration of 74 krad/s2 for the pig-size 
brain and 430 krad/s2 for the ferret-size brain.  This showed 
an exponential increase in peak angular acceleration 
required to obtain human-level strain values with decreasing 
brain size.  At peak strain of 0.50 across all three species, 
the peak strain rate values were 380 s-1, 690 s-1, and 1050 s-1 

for human, pig, and ferret, respectively.  A comparison of 
peak strain rate vs. peak strain across the species was found 
by adjusting peak angular acceleration as a percentage of the 
peak acceleration required to obtain peak strain of 0.50 
across all species (Figure 1). 
Figure 1: Peak strain rate vs. peak strain at non-dimensional 

radius of 0.3 for human (blue), pig (red), and ferret (green) 
brain sizes, with r-squared values of 0.9989, 0.9999, and 
0.9997, respectively, fit to a 2nd order polynomial. 

There were three main observations found from the FE 
model: (i) a smaller brain size requires an increase in peak 
angular acceleration required to induce similar peak strains, 
(ii) a smaller brain size leads to an increase in peak strain 
rate for similar peak strains, and (iii) a smaller brain size 
leads to an increase in the ratio of peak strain rate to peak 
strain. 

CONCLUSIONS 
Animal models can help understand mechanisms of 
concussion if there is an understanding of how to apply 
animal model results to humans.  The developed FE model 
gives insight into the relationship of strain and strain rate 
values across species.  This information can be used to 
gauge values required for experimental testing, and, 
ultimately, better define and understand mechanisms of TBI. 
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INTRODUCTION 
Sports prosthesis for lower extremity amputees has a 
mechanical structure similar to leaf springs, and its elastic 
energy is expected to improve sports performance. 
Moreover, it is important to comprehensively optimize the 
material mechanics of the prosthesis as well as human body 
movement of the amputee to adapt to the dynamics of the 
prosthesis. In this study, we focus on a long jump event for 
track and field, in particular, on the takeoff action because 
the spring property of the prosthesis is very important in this 
phase. The purpose of this study is to construct a computer 
simulation system that derives a comprehensive optimum 
solution for both the mechanical design parameters of the 
prosthesis and takeoff action to improve the performance of 
amputee long jump. 

METHODS 
The simulation system comprises three parts: the human-
body-prosthesis dynamics, motion control, and parameter 
optimization. In the human-body-prosthesis dynamics 
system, the mechanical properties of the human body were 
simply represented by a 2-dimensional model with the 
following 10 rigid links: the lower and upper torsos, upper 
arms, forearms, thighs, right calf, and right foot. In our 
constructed model, it was hypothesized that the left thigh 
segment was cut in the middle and the lower extremity 
above the knee was replaced by the prosthesis. The joints of 
the normal human body model were driven by the joint 
moments corresponding to the muscle forces, and the 
prosthetic knee joint of the left lower extremity had a 
passive viscoelastic element. 
The below-knee prosthesis used in sports is similar to leaf 
springs and calculation formula of a flat spring was 
employed to represent the elastic properties. The elastic 
properties of the flat spring model were calculated by 
combining simple spring elements such as linear and arc 
elements. The flat spring model only represents the 
mechanical relationship between deflection and force; 
therefore, inertia properties, such as mass of the prosthesis, 
were independently represented by a single rigid body 
model without deformation. The ground reaction force was 
calculated as the force synthesized by the deflection of the 
prosthesis. Moreover, dumping properties were included in 
the prosthesis-ground contact model to represent the 
restitution and friction characteristics on the ground. 
In the control system, each driving joint moment was 
generated by proportional-derivative (PD) control. In this 
case, the input value to the control system corresponds to the 
joint angle that was parametrically changed using the cubic 
spline interpolation function and its node points. Therefore, 
joint moments could be varied by adjusting the node points 
in the parameter optimization method described later. In this 
simulation, the takeoff motion during the 0.3-s period was 
only synthesized by solving the forward dynamics of the 

human-body-prosthesis model, and the approach run and 
landing motions were not considered. 
In the optimization system, a performance index was 
represented by a weighted linear combination of various 
fundamental criteria for the simulated jumping motions. 
These include the jumping distance calculated via a 
parabolic motion by assuming the human body as a particle 
after takeoff, the angular momentum of the entire body at 
takeoff, and the period of time when the right leg touches 
the ground.  
Parameters for motion control, such as the referred joint 
angle, and mechanical design of the prosthesis, such as the 
element lengths and curvatures and the widths of the cross 
section, were adjusted to maximize the performance index 
during the optimization process. The genetic algorithms 
were employed as the optimization method. The initial 
condition of the parametric referred joint angle was 
determined by the motion data collected from an actual 
amputee jumper. An actual sports prosthesis was used as the 
reference for the initial condition of mechanical design of 
the prosthesis. 

RESULTS AND DISCUSSION 
In the initial condition of the optimization process, the 
model could not synthesize jumping motion and the 
amputee model fell down, as shown in Figure 1(a). As the 
optimization proceeded, the model could acquire jumping 
motion with the distance of over 7 m although the current 
world record for this is 6.77 m [1]. Figure 1(b) indicates the 
jumping motion generated after 100,000 searching 
iterations. As the optimization proceeded further, the cross 
section of the upper part of the prosthesis became smaller, 
i.e., the stiffness reduced. The direction of curvature of the
lower part of the prosthesis reversed. The obtained 
mechanical properties were considered to be useful for 
increasing the vertical ground reaction force during takeoff. 
However, these properties did not seem suitable for the 
approach run of a long jump. 

(a) (b)

Figure 1: Simulation result. (a) Initial condition and (b) 
optimized result. Each stick figure is traced at 0.05-s 
intervals.  
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INTRODUCTION  
The importance of rehabilitation in the treatment for 
walking disorders due to such illnesses as strokes continues 
to increase. When physical therapists instruct a patient 
during rehabilitation, information about joint moment of 
lower limb is very useful. Joint moment of lower limb has 
been calculated by inverse dynamics applied to data 
obtained from a force plate and three-dimensional motion 
analysis system and their use conditions and measurable 
amount of steps are limited because they must be installed at 
a purpose-built structure. A method to resolve problems can 
be converting analysis devices into wearable systems. 
Therefore, the wearable gait motion analysis system using 
mobile force plate [1] and attitude sensor has been 
developed. However, structural optimization of the mobile 
force plate based on the ground reaction force during gait as 
the experimental evidence consistent with biomechanics has 
not been investigated yet. In this paper, we showed a new 
optimum design example of the mobile force plate through 
the numerical simulation by applying proposed the multiple 
objective structural optimization technique using finite 
element analysis, response surface method, desirability 
function, design of experiments and mathematical 
programming. Especially, position and number of three-axis 
force sensor in the mobile force plate are considered. 

METHODS 
We suggest the method [2, 3] to optimize the design 
variables of the mobile force plate as shown in Figure 1. We 
determine the objective function by finite element analysis, 
response surface method and desirability function as the 
proposed techniques. We can effectively determine 
approximate functions by this method if relational 
expressions between design variables and evaluation indices 
are unknown. In the proposed techniques, we perform 
structural optimization of the mobile force plate as follows. 
Firstly, we determine approximate values from applied loads 
as the ground reaction forces during human normal gait. 
Secondly, we determine objective functions, constraint 
conditions and design variables. Thirdly, we generate 
response surfaces of objective functions and constraint 
conditions. Fourthly, we determine desirability functions by 
response surfaces. Fifthly, we obtain optimum solution by 
sequential quadratic programming. Finally, we validate 
effectiveness of optimum solution by finite element analysis. 

Figure 1: Mobile force plate as the wearable sensor system. 

RESULTS AND DISCUSSION 
We obtain maximum principle strains on the force plate 
under each load condition by using finite element analysis of 
the prototype. Then, we perform the initial characteristics 
evaluation and calculate optimum parameters. Used finite 
element models are shown in Figure 2 and Figure 3. 
Moreover, three-axis force sensor position and number are 
determined by the stress distribution as shown in Figure 4. 

Figure 2: Finite element model of the prototype concerning 
the mobile force plate. 

Figure 3: Finite element model of the optimized mobile 
force plate. 
 

Figure 4: Stress distribution on the mobile force plate. 

CONCLUSIONS 
As a result of inputting each load condition by using the 
ground reaction force during gait as the locomotion, we 
could optimize the structure of the mobile force plate as the 
minimization of several dimensions based on the 
maximization of strains to each axis direction of the 
elements and nodes of maximum principle stresses on the 
force plate. Furthermore, sensor position and number are 
approximately determined as the improvement by the 
distribution of maximum principle stress on the force plate. 
Finally, we performed characteristics evaluation by applying 
optimum design variables to the simulation model of finite 
element analysis and validated the effectiveness of the 
proposed optimum design example of the mobile force plate 
concerning each contact condition to the floor. 
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INTRODUCTION  
Feet are often categorised into three general structures: 
planus (low-arch), rectus (moderate-arch) and cavus (high-
arch). Disorders such as hallux valgus and first 
metatarsophalangeal (1st MTP) joint osteoarthritis (OA) 
have been qualitatively associated with a lower arch 
alignment [1, 2]. Presence of moderate to severe 1st MTP 
joint OA is reported in 27% and 34% of men and women, 
respectively, ≥50 years of age [3]. Patients often 
accommodate with reduced stride length and walking speed, 
presenting with pain, stiffness, and in more severe cases 
substantial disability. It is unclear why certain pedal 
structures are more affected than others.  

Despite extensive investigation, physiological structure and 
joint function in the aetiology of OA have been difficult to 
assess. Increased joint loading and concomitant stress 
affecting the articular cartilage are considered to be some of 
the primary factors in OA onset and progression. The 
difficulty in studying these mechanisms in vivo are the 
potential risks associated with such invasive measurements. 
Subject-specific musculoskeletal simulations enable 
researchers to non-invasively predict individual mechanical 
behavior that may increase the risk of developing 
pathological conditions 

METHODS 
Three-dimensional (3D) subject-specific finite element (FE) 
models of the 1st MTP joint were created from MRI datasets 
of two cadaveric first rays (metatarsal, proximal phalanx, 
sesamoids, and hallux), without OA, and were previously 
developed and compared with in vitro testing to provide 
experimental validation. Tissues were segmented in Mimics 
(Materialise, Belgium), assembled in CATIA (Dassault 
Systèmes, France) and meshed in Abaqus (Dassault 
Systèmes, France). Bones (E=7.3 GPa, v=0.3) and cartilage 
(E=25MPa, v=0.4) were modelled as linear elastic parts for 
this quasi-static analysis. Fourteen ligaments (tension-only 
‘wires’: E=260MPa, v= 0.4) and the plantar fascia (E=350 
MPa, v=0.4) were also modeled.  

Vertical forces of 28N and 50N were applied to the hallux 
and sesamoid bones, respectively, to simulate one quarter of 
the physiological loading conditions experienced during 
gait, taken from the original forces applied to the model 
during experimental validation. A horizontal force of 150N~ 
was applied to the plantar fascia to achieve static 
equilibrium. The metatarsal declination angle of each FE 
model was then modified in the sagittal plane to simulate a 
planus (10°), rectus (20°) and cavus (30°) foot structure. 

RESULTS AND DISCUSSION 

The virtual representations of the planus foot presented peak 
compressive and shear stress values in the proximal phalanx 
base cartilage of -8.1MPa and 6.3MPa for specimen 1 and -
5.5MPa and 4.7MPa for specimen 2, respectively. Peak 
minimum principal stress increased in specimen 1 by 32.1% 
and decreased in specimen 2 by 14.5% between planus and 
rectus foot structures. Peak shear stress decreased in 
specimen 1 by 17.4% and increased in specimen 2 by 14.9% 
between planus and rectus foot structures. A Cavus foot 
structure resulted in the lowest peak shear stress in both 
specimens. The highest minimum principal stress was 
presented in the cavus and planus foot structure for 
specimen 1 and 2, respectively. 

Figure 1: Peak compressive and shear stress for 1st MTP 
joint loading for simulated planus, rectus and cavus foot 
structure for each specimen. 

CONCLUSIONS 
The ability to calculate internal 1st MTP joint stress can 
provide insight into the phenomena that may lead to OA in 
certain pedal structures. This is a step towards understanding 
the interaction between foot structure and stress in the 
articular cartilage of the 1st MTP joint on a patient-specific 
basis.  
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INTRODUCTION  
Osteoarthritis (OA), a degenerative joint disease, was 
reported to account for 1% of total deaths in 2002 
worldwide [1]. About 14% of men and 23% of women over 
45 years of age in the United States and Europe show 
radiographic signs of knee OA [2]. Excessive joint pressure 
is considered the common pathway that damages tissues 
within the diarthrodial joint. The Atlas™ knee implant, 
placed subcutaneously alongside the medial aspect of the 
knee joint, is designed to offload the medial-compartment of 
the knee. This may halt the debilitating symptoms associated 
with OA progression. A polycarbonate urethane (PCU) 
absorber of the implant provides an opposing force to reduce 
a portion of the total compressive load experienced at the 
medial-compartment during the weight-bearing phases of 
gait and posture. The goal of this study is to investigate the 
effect of the Atlas™ knee implant on knee joint contact 
stress. 

METHODS 
A three-dimensional subject-specific validated finite 
element model (FE) of a left cadaveric knee joint [3] was 
used in this study. Computer aided design models of the 
Atlas™ components were meshed, assigned material 
properties and boundary conditions in Abaqus FE software, 
and virtually fixed to the medial aspect of the knee model to 
simulate treatment of medial knee OA. To evaluate the 
compressive stress distribution within the medial 
compartment of the knee in response to the Atlas™ implant, 
the FE knee model was driven by the simulated flexion 
angle and compressive force experienced during the gait 
cycle of a healthy 68-kg subject. The femur was fixed and 
the tibia was rotated in the sagittal plane and free to move in 
six degrees of freedom in response to the loading conditions. 
Peak compressive stress was computed in the medial 
compartment of the knee with and without the Atlas™ 
implant at 3, 10, 20 and 30 degrees of knee flexion. 
Compressive force of 408N, 408N and 670N for 10 degrees 
at 5%, 30% and 50% of stride, respectively. At 20 degrees a 
compressive force of 811N and 340N was applied at 15% 
and 55% of stride respectively. For 3 degrees a compressive 
force of 220N and 670N at 0% and 40% of stride, 

respectively. Note that the 20 degrees of knee flexion 
corresponds to the end of weight acceptance.  

RESULTS AND DISCUSSION 
Peak compressive stress in the medial tibial cartilage with 
and without the Atlas™ implant at different knee angles are 
shown in Figure 1.  

Figure 1: Compressive stress reduction in the medial knee 
compartment in response to Atlas™ knee system. 

CONCLUSIONS 
Compressive stress was reduced in the medial knee 
compartment throughout various stages of stride as a result 
of the Atlas™ knee system. The findings of this study 
suggest that this approach for managing varus knee OA may 
be a viable treatment option. 
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INTRODUCTION  
Epidemiological studies recently have showed that a hand 
for a long-lasting exposure to high-frequency vibration 
might cause a complex of vascular, neurological, and 
musculoskeletal disturbances. These injuries include the 
peripheral nerve endings of fingertip and capillaries 
damaged to carpal tunnel syndrome (CTS) associated with 
musculoskeletal disease, etc. However, the 
pathophysiological mechanisms behind these effects are not 
still fully understood in these days. To provide a better 
understanding of the pathophysiological mechanisms of 
these vascular and neural diseases, a numerical model of a 
fingertip can be use serve as a useful tool to simulate the 
mechanical response of the soft tissue to high-frequency 
vibration loading. In clinical dental treatment, the dental 
handpieces are the typical instruments utilized by dentists 
and dental technicians. Due to the quality of the turbine 
rotor, the rotor rotating with high-speed process might 
develop imbalances and generate a dramatic high-frequency 
vibration. According to research statistics, if they exposed to 
high-frequency vibration from ultrahigh-speed handpieces 
all day, they will acquire a deficient vibration perception.. 
Therefore, this study developed a numerical biomechanical 
model of a finger based finite element technique to discuss 
this issue. With simulations of the model by different testing 
conditions, the response of finger soft tissue due to dental 
handpiece can be obtained and analyzed to understand this 
injury described above. 

METHODS 
The proposed model (Figure 1) is three-dimensional and 
incorporates the essential anatomical structures of a finger: 
skin, subcutaneous tissue, bone, and nail. The simulation 
tests were conducted by using the fingertip model to obtain 
the responses of a fingertip with/without wearing gloves, 
suffering different high-frequency vibration loading, and 
contacting with the different surface property of the 
handpieces.  
Two series of numerical tests were performed. The first 
series of tests was to verify the response of finite element 
model with experimental data. The second series of tests 
were conducted to study the dynamic response of a fingertip. 
The reaction motion of the handpiece was subjected to 
triangular wave with peak displacement of 1 and 100um at 
two frequencies of 1000 and 5000Hz in pure X, Y, and mix 
X and Y vibration direction. The numerical tests are 
performed using a constant pressing displacement of 2.5mm 
in 0.2sec, and then alternating the different types of 
vibration after 0.2sec. The numerical data is collected and 
compared with each other in vibration power absorption 
density (VPAD) and kinetic energy method 

RESULTS AND DISCUSSION 

The result obtained from the first series of numerical tests 
shows the force-displacement loop has a good agreement 
with the experimental data [1]. The second series of 
numerical tests were performed to investigate the responses 
of a fingertip under different vibration loading. The results 
show: (a) After the finger wore gloves in the vibration of 
amplitude 100um, the soft tissue suffered less kinetic energy 
than without gloves. But, wearing gloves is not absolute to 
reduce the kinetic energy. In the vibration of amplitude 1um 
testing condition, wearing gloves only reduced the soft 
tissue suffering kinetic energy when the contact surface 
between the finger/gloves and handpiece had relative sliding. 
(b) The dental handpiece with textured surface increased the 
contact friction between finger/gloves and handpiece. The 
soft tissue suffered more kinetic energy than smooth surface. 
(c) Comparison with smooth and textured surface series. 
The dental handpiece with nitrile rubber surface reduced the 
kinetic energy transmitting to the soft tissue. (d) The kinetic 
energy of the soft tissue which suffering mixed X and Y 
direction vibration simultaneously equaled the total kinetic 
energy of the soft tissue which suffering pure X and pure Y 
direction vibration. use to the skin layer is close to vibration 
source, the kinetic energy per volume in skin layer is larger 
than in subcutaneous layer. And, the simulation results were 
calculated by VPAD method is similar to the kinetic energy 
of skin layer. The reason is that both of them were 
calculated from the velocity and contact force of the contact 
surface. This result shows the VPAD method cannot predict 
the vibration energy of the subcutaneous layer accurately. 

Figure 1:  Proposed FE  model . 

CONCLUSIONS 
A numerical model of a fingertip based on finite element 
method was established successfully in this study. The 
results show encouraging to understand some injury 
syndrome due to dental handpiece. Howe ever, some further 
development and validation is still needed to add to the 
study. 
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INTRODUCTION  
The scaphoid fracture is the most common carpal bone 
fracture (60% of all carpal fractures) and often occurred 
from a fall on an outstretched hand. Cast treatment of the 
scaphoid fracture is conservative but some complications, 
such as joint stiffness, decreasing of the grip strength and 
avascular necrosis, might lead to bone nonunion. Internal 
fixation of the scaphoid fracture is an alternative treatment. 
The stability of the fixation to the scaphoid fracture was 
evaluated to find out the optimal placement of the bone 
screw [2].  However, the placement of the bone screw of the 
internal fixation to different fracture type is still a 
biomechanical issue. 

Clinically, Russe classification of the scaphoid fracture is 
commonly used to distinguish among horizontal oblique 
fracture, transverse fracture and vertical oblique fracture [1]. 
Nevertheless, the eccentric and concentric placement of the 
bone screw to the scaphoid was still a debate. Since the 
scaphoid played an important role in wrist biomechanics for 
support and force transmission from the hand, this study is 
to compare the biomechanical effect of eccentric and 
concentric placement of the bone screw for the scaphoid 
fracture fixation by finite element analysis. 

METHODS 
The scaphoid was scanned to obtain the serial CT images for 
the solid model reconstruction. In addition, the solid model 
of the bone screw (Headless Multi-Use Compression Screw, 
20 mm in length and 3 mm in diameter) was also 
reconstructed in CAD environment. Both transverse and 
horizontal oblique fractures were simulated and a 2 mm gap 
was generated to simulate the fracture site. Concentric 
placement was to place the bone screw along with the 
longitudinal axis of the scaphoid. Eccentric placement was 
to insert the bone screw from the proximal apex to the 
midpoint of the distal pole. The complete models of the 
scaphoid fracture with internal fixation were then imported 
to finite element software for further calculation. Proximal 
surface was fixed and a 215 N force with 45 degrees 
inclination to the horizontal surface was applied to the distal 
end of the scaphoid. The nodal displacement of the fracture 
surface and the stress distribution of the entire structure 
were analyzed. 

RESULTS AND DISCUSSION 
For transverse fracture, the displacement of the fracture 
surface for concentric and eccentric placement were 0.012 
(SD 0.009) and 0.027 (SD 0.019) mm, respectively. The 
stress concentration was observed in the screw and bone 
junction. The maximum stress of the concentric placement 
(322.48 MPa) was lower than that of the eccentric 
placement (608.40 MPa).  

For horizontal oblique fracture, the displacement of the 
fracture surface for concentric and eccentric placement were 
0.012 (SD 0.004) and 0.043 (SD 0.005) mm, respectively. 
The stress distribution was similar to the results of the 
transverse fracture. The maximum stress of the concentric 
placement (299.00 MPa) was lower than that of the 
eccentric placement (656.46 MPa). 

Figure 1: Von Mises Stress distribution of the scaphoid 
fixation (Unit: MPa). (A: Concentric placement for 
transverse fracture; B: Eccentric placement for transverse 
fracture; C: Concentric placement for horizontal oblique 
fracture; D: Eccentric placement for horizontal oblique 
fracture) 

Although the concentric placement of the bone screw 
showed good biomechanical performance, it is not easy to 
be achieved due to interference of the trapezium. Therefore, 
the surgeon was suggested to place the bone screw along the 
longitudinal axis of the scaphoid as possible. 

CONCLUSIONS 
The concentric placement of the bone screw provided better 
stability than the eccentric placement for both the transverse 
and horizontal oblique fracture of the scaphoid. 
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INTRODUCTION  
Clarifying the mechanism of motor dysfunctions such as 
gait disorder is necessary for treatment and rehabilitation. 
To meet this demand, many types of gait simulators have 
been developed. Aoi [1] suggested a simulator that considers 
muscle synergy of the lower limbs and trunk during gait. 
Ogihara [2] proposed the two-dimentional neuro-musculo-
skeletal model with the antagonism of muscles. However, 
few simulators adequately model the mechanism of neurons 
and three-dimensional movement. The purpose of this study 
is to propose a three-dimensional neuro-musculo-skeletal 
model that considers mechanical characteristics of muscles 
and neurons such as stretch reflex and reciprocal inhibition 
and to analyze the relationships between the mechanical 
characteristics of the human body and gait pattern. 

METHODS 
The three-dimentional rigid link model created by Hase [3] 
was applied in our study. The inertial properties of the entire 
human body were represented by 14-rigid-link system. The 
interaction between foot and ground was modeled as a 
combination of springs and dampers. The body dynamic 
model is driven by 70 muscle models composed of Hill type 
properties [4] for the entire body. The upper diagram of 
Figure 1 shows the outline of the neuronal model, where un 
is the state of the nth neuron, xn is the output of the nth 
neuron, u0n is the constant input from the cerebral cortex, ln 
is the muscle length, sn is the output from the muscle 
spindle, U is the signal to control the sensitivity of the 
muscle spindle, A is the transmission rate of the spinal cord, 
K is the transmission rate for reciprocal inhibition, and G is 
the transmission rate for the Golgi tendon organ. Central 
pattern generators (CPG) are well-known systems that 
generate basic neural rhythms for locomotion. In this study, 
the model of CPG proposed by Matsuoka [5] was applied, in 
which a pair of neural models is used to model each degree 
of freedom of the joint. Muscle spindle model proposed by 
Hase [6] was applied to express the stretch reflex. The 
threshold values of the muscle spindle model parallel to the 
muscle length are changed and the sensitivity is controlled 
by the cerebral cortex. The antagonism model of muscle 
suggested by Ogihara [2] was applied to express the 
reciprocal inhibition. A model of the Golgi tendon organ, 
which is a force sensor that is assumed to be inhibitory and 
to exist only between the corresponding α motor neuron, 
was also introduced. In this paper, a genetic algorithm (GA) 
was used for tuning the neural parameters to generate 
locomotion. 
Dietz [7] suggested that the lower limb muscles, especially 
knee extensor muscles, become stiffer because of spinal 
cord injury (SCI), so it is likely that the stiffness of the 
muscle disturbs the gait. Therefore, the stiffness of the knee 
extensor muscle (vastus) was changed and the relationship 
between stiffness of the muscle and gait was analyzed in this 
study. 

Figure 1: The overview of neuronal model and simulation 
result 

RESULTS AND DISCUSSION 
Figure 1 shows the result of the simulation through 50,000 
iterative calculations of GA. As the figure shows, the model 
could walk normally. This gait pattern was considered as the 
normal gait, and the stiffness of the left vastus was changed 
to simulate the gait of SCI patients. In this case, as Figure 1 
shows, the model stumbled because the stiffer vastus 
prevented the knee joint from bending. This result shows 
that this model could express stiff-knee gait, which is a type 
of typical gait pattern of SCI patients.  

CONCLUSIONS 
A three-dimensional neuro-musculo-skeletal model was 
proposed to simulate the relationship between the physical 
parameters and gait patterns. As per the result of the study, 
the model walked normally and the gait pattern when the 
stiffness of the knee extensor muscle was strengthened was 
simulated.  
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INTRODUCTION  
Collagen is a structural protein widely distributed throughout 
the body, providing mechanical properties to different tissues. 
It is the most prevalent component of the extracellular matrix 
(ECM), comprising one-third of the body’s total protein [1]. 
Physiological, pathological and psychological conditions, as 
well as exercise and drugs, can temporarily cause the local 
temperature of tissues to shift from its set point. Since 
collagen is such an abundant protein in the body, we are 
interested in whether or not and in what way will a change in 
tissue temperature alter the mechanical properties of 
collagen. 

Some groups have studied the temperature effects on the 
mechanical properties of collagen by directly measuring the 
mechanical properties using mechanical testing devices, X-
ray diffraction and Atomic Force Microscopy [2,3,4], 
research using Molecular Dynamics(MD) Simulation as an 
approach is rare. MD Simulation has the following benefits: 
(1) Experimental results are consistent, they will not be 
affected by samples or human errors. (2) Collagen at different 
hierarchical levels can be analyzed easily, despite its scale 
and complexity. (3) Different parameters can be manipulated 
at will. (4) Detailed data of intra- and inter-molecular 
interactions can be obtained. Therefore, the aim of this study 
is to investigate the effect of tissue temperature on the 
mechanical properties of collagen using MD Simulation. 

METHODS 
LAMMPS is Large-scale Atomic/Molecular Massively 
Parallel Simulations, a free open source code distributed by 
Sandia National Laboratories for Molecular Dynamics 
Simulation. VMD is a molecular visualization program for 
displaying, animating, and analyzing large biomolecular 
systems using 3-D graphics and built-in scripting. Our tested 
molecule is a triple helix tropocollagen with 30 residues. 
First, those molecules were immersed in a water box to mimic 
the physiological condition. Second, simulation at a certain 
temperature was calculated until the system reaches 
equilibrium, where its total energy reached the minimum. 
Temperatures being tested are 305K, 310K, and 315K, which 
are 5K below and above normal body temperature (310K) (K: 
Kelvin). Third, atoms Root-Mean-Square-Deviation 
(RMSD), hydrogen bonds, end-to-end distance, and other 
information were collected and investigated from output files. 
Fourth, we modify parameters like initial velocities, flow and 
friction at different temperatures to further investigate the 
effects of temperature. Fifth, Steered Molecular Dynamics 
which will fix one end of the collagen and pull the other end 
with a constant force or velocity were applied. Then the 
persistence length, bending stiffness and Young’s Modulus 
were estimated. Finally, all the information obtained at 
different temperatures were compared to clarify the effects of 
temperature on the mechanical properties of collagen.  

RESULTS AND DISCUSSION 
Equilibration of the molecules was reached for all the 
temperatures after running the simulation for 5 nanoseconds. 
Average end-to-end distance, average number of hydrogen 
bonds and their standard deviations were calculated from 2.5 
nanoseconds to 5 nanoseconds (Table 1). We only evaluated 
data at later time steps to avoid erroneous data derived from 
non-equilibrated molecules. An inverse relationship between 
end-to-end distance and temperatures and a direct 
relationship between the number of hydrogen bonds and 
temperatures were revealed respectively. Simulation with 
more different temperatures and different parameters will be 
conducted to clarify this finding in our further studies. 

Table 1. Average distance and the average number of 
hydrogen bonds of the collagen at three temperatures. 

Temp (K) Average distance±SD Average H bonds±
SD 

305 85.8±1.0 Å 71.0±10.4 
310 85.7±0.9 Å 79.2±7.0 
315 85.1±1.1 Å 82.5±8.0 

CONCLUSIONS 
Medical science studies have long been focusing on the 
chemical and biological aspects of cells and tissues, but now 
more and more attentions have been drawn to their physical 
properties. As in biotechnology and tissue engineering, 
scientists discovered that physical properties of the 
extracellular matrix (ECM) or hydrogels can govern stem 
cells growth and differentiation [5,6]. They want to find ways 
to accurately modify the physical, especially the mechanical 
properties, and temperature may be a good approach. If the 
relationship between temperature and the mechanical 
properties of collagen can be established, it may save 
scientists much time and effort in regulating stem cell fate. 
This is the reason why this study is significant. 
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INTRODUCTION  
The cornea is the transparent anterior part of the eye and 
acts as the aspherical lens to refract light and focus on the 
retina. Since the cornea maintains its asphericity under the 
intraocular pressure (IOP) on its internal surface at the 
equilibrium state, changes of its mechanical properties and 
IOP may induce abnormal changes of the corneal geometry 
resulting in the refractive error such as the irregular 
astigmatism. The ultimate goal of this study is to develop a 
computational mechanical model of the human cornea to 
improve our understandings of the pathogenesis of the 
refractive error in the mechanical sense. As a first step 
toward this goal, we introduce the computational cornea 
model with considering its material properties. 

METHODS 
Geometrical model of the cornea was represented by using 
two biconic functions, which expresses the internal and 
external surface geometries in vivo, respectively [1]. A 
volume mesh was created by using the second-order brick 
elements (27-node).  

In the cornea, there are two collagen fiber families mainly 
orienting along the nasal-temporal and inferior-superior in 
the center whereas orienting along the circumferential 
direction in the limbus of the cornea [2]. To represent these 
fiber orientations, we modeled the direction of the fiber 
orientations as the unit vector of the spatial gradient of the 
scalar variables  and  in each fiber families. The spatial 
distribution of  and  was determined by solving the 
Laplace equation by the Galerkin finite element method. 

Because the cornea is a soft biological tissue consisted of 
the collagenous matrices, its mechanical properties should 
be modeled as a nearly incompressible and anisotropic 
materials. The strain energy density function of the cornea 
W is thus, described by following three terms, given by  

     4 6 31 , ,iso aniso volW W I W I I W I p      ,  (1) 

where Wiso and Wansio are the chronic parts and expresses the 
isotropic and anisotropic characteristics, respectively. They 
are determined by the modified invariant of the right 
Cauchy-Green strain tensor, in which the volumetric 
deformation was eliminated. The symbol 1I is the modified 

first invariant and 4I and 6I are the modified invariants 

expressing the deformation along the direction 
corresponding to the orientations of two fiber families. For 
more details of the mathematical description, one can see [3]. 
The volumetric part Wvol is determined by the third invariant 
I3 and the isostatic pressure p being understood as the 
Lagrange multiplier. The strain energy density function 
proposed in [4] was adopted to the chronic parts Wiso and 
Waniso. The volumetric part Wvol was determined by means of 
the perturbed Lagrangian method [5].  

The corneal geometry at the equilibrium state was obtained 
by solving the stationary condition of Eq. (1) with respect to 
the displacement vector u and the isostatic pressure p by the 
Galerkin finite element method. On the boundaries, the 
fixed displacement condition was set in the edge and the 
uniform pressure condition on the internal surface with 
considering the physiological IOP.  

RESULTS AND DISCUSSION 
Figure 1(A) shows the orientation of the two fiber families. 
Two fiber families were perpendicular in the center and 
oriented along the circumferential direction in the limbus, 
which is consistent with the experimental observation [2]. 
Figure 1(B) shows the spatial distribution of the anterior 
displacement at the equilibrium state. The displacement 
distributed axisymmetrically and its magnitude was in good 
agreement with the in vitro experimental measurements [6].  
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Figure 1: The orientation of the two fiber families (red and 
blue arrows) (A) and the spatial distribution of the anterior 
displacement under IOP of 16 mmHg (B). 

CONCLUSIONS 
We developed the computational model of the cornea 
considering its material properties. The results successfully 
exhibited the consistency with the measurement results in 
terms of both the fiber orientations and the mechanical 
characteristics under loading. For the further considerations, 
the corneal geometry at the unloaded state, e.g., without IOP 
should be estimated to represent the physiologically accurate 
condition. 
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INTRODUCTION  
We address the open problem of estimating rower 
kinematics from monocular images in unconstrained 
environments. Since 2D intensity images remain the most 
readily available method for capture of unrestricted motion 
in-natura, feature tracking via direct manual annotation of 
anatomical landmark locations is the most common form of 
analysis. Unsatisfactorily, this approach is hindered by 
tedious, time consuming and highly variable processing. 
Motivated by these limitations, we present a supervised 
machine learning approach for markerless estimation of 
rower kinematics from colour images. 

Markerless pose estimation is a challenging computer vision 
task due to changing scene illumination, background clutter 
and weak appearance support compounded by deformation, 
rotation, and occlusions caused by the articulated body. We 
use a discriminatively learned mixture-of-parts model [1,2] 
to estimate skeletal kinematics in a given image with one or 
more rowers. Our technique simultaneously detects and 
estimates the rower’s pose characterised by the joints' spatial 
locations and limbs' orientations. 

METHODS 
We construct a probabilistic tree undirected graph 
representation to model the configuration and appearance of 
the rower, whose vertices correspond to the body’s joints 
and edges correspond to the body's segments [1]. We model 
the appearance of each joint by a concatenated Histogram of 
Oriented Gradients (HOG) feature vector, which we 
compute over an image patch centred at the joint. Further, 
we encode a richer family of appearances for each joint by 
modelling its appearance by a mixture of templates, instead 
of a single fixed template [2]. We represent the spatial 
relations between adjacent joints by a quadratic deformation 
vector from the relative position of the connected joints.  

The tree graph structure leads to an efficient and tractable 
inference such as belief propagation. We produce candidate 
pose proposals by using a sliding window detection scheme 
over an image pyramid. We use our models to compute a 
score for each joint, at every pixel location, and for all 
appearance mixture components. The optimal match of a 
model to an image is found by maximizing the score 
function over all pixel locations and mixture components.  

A score associated with a particular pose is a function of the 
joints’ appearance and pose deformation. A unary scalar 
term measures the appearance discrepancy for each joint 
with a local template, and is based on convolving the image 
with a family of underlying linear local templates. Similarly, 
a pairwise scalar term measures the deformation cost for a 
given pair of connected joints. A low negative score 
indicates that a joint’s location and orientation with respect 
to its parent (proximal joint) is close to the learnt prior 

spatial relations model. We retain the best-scoring candidate 
rower poses using a threshold and apply non-maxima 
suppression to prune overlapping proposals.  

We learn joints appearance and spatial relations models by 
training a classifier using a structured support vector 
machine  on 146 manually annotated positive examples of 
joint locations and 1245 negative examples that are split for 
model training and cross validation (Fig. 1). Learning is cast 
as obtaining a weight vector and scalar bias, and is 
equivalent to solving a quadratic programming optimisation 
problem. It is underpinned by the notion that a collection of 
weak classifiers collectively creates a strong class classifier. 

Figure 1: A supervised learning framework of our approach. 
Appearance and spatial relations features are extracted from 
both positive and negative images to train an object model. 

RESULTS AND DISCUSSION 
We evaluate the precision of our method on task-specific 
datasets using loss functions, and achieve scores of 78.4 and 
73.3 on the Probability of Correct Keypoint (PCK) and the 
mean Average Precision of Keypoints (APK) measures, 
respectively, which is comparable to the state-of-the-art.  

It is impossible to design a discriminative classifier for the 
general case due to the high variability in the appearance of 
human motion. The performance of the approach critically 
relies on the availability of a large quantity of training 
samples. Therefore, addition of adequate training samples is 
needed to achieve generalisation of the approach. 

CONCLUSIONS 
We present a supervised learning method for markerless 
pose estimation of rowers on-water. Our method 
simultaneously yields detection and pose estimation for 
skeletal kinematics extraction. Our technique finds multiple 
quality hypotheses for the pose. 
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INTRODUCTION  
Calculating center of mass (COM) is a critical component of 
falls risk analysis in a clinical setting and is observed and 
calculated both statically and dynamically [1]. When COM 
goes outside the base of support, the risk of falling is 
increased [2, 3, 4]. The ability to track these components has 
been explored using force platforms as well as motion 
capture technology [4, 5]. In clinical settings, pressure mats 
are often used to estimate gait parameters. The 
ProtoKinetics Zeno walkway (PK) (ProtoKinetics, 
Havertown, PA, USA) utilizes data from thousands of 
pressure sensors to assess center of pressure (COP) 
throughout the gait cycle. The center of mass estimated 
(COMe) is a ProtoKinetics proprietary algorithm which 
estimates COM based on the changing patterns and values 
of the pressure sensor activations over time. At least one 
second of data, both before and after any given point in 
time, is needed to project the COMe. The purpose of this 
study was to determine the accuracy of the PK COMe 
algorithm to predict the body COM in gait. 

METHODS 
13 college aged males served as participants (height: 
1.80±.08 m, mass: 83.43±12.24 kg). A full body 60-marker 
set using de Leva’s segmental inertial parameters was used 
to define 15 segments: head and neck, trunk, pelvis, upper 
arms, forearms, hands, thighs, lower legs, and feet [6]. 
Reflective markers (12.5 mm) were placed over bony 
landmarks and 4-marker clusters were used for tracking 
markers on the trunk, arms, and legs. Walking trials were 
collected using a 16-camera 3D motion analysis system 
(MX-T40S, Vicon, Oxford, UK) and synced to the Zeno 
walkway (PK) at 120 Hz. Each participant performed 10 
walking trials at a self-selected speed where the participant 
walked to one end of the mat, turned and returned back to 
their starting position. The marker data were interpolated 
and low pass filtered at 6 Hz using a 4th order Butterworth 
filter. The X, Y coordinates of the body COM were 
translated into the Zeno walkway coordinate using a custom 
C# program.  The validity of the PK COMe algorithm was 
determined using linear regression to predict the body COM 
from the COMe data. The standard error of estimate (SEE), 
R2 and RMS errors (RMSE) were computed and then 
averaged across all subjects and trials. 

RESULTS AND DISCUSSION 
The PK COMe predicted the X coordinate (mediolateral) of 
the body COM with an average RMSE of 5.14 ± 0.80 cm 
(95% CI: 5.00 – 5.28 cm), R2 = 0.99, SEE = 3.13 cm. Low 
pass filtering of the PK COMe X coordinates at a cutoff of 
0.6 Hz improved prediction of the COM X position with an 
average RMSE of 3.53 ± 0.37 cm (95% CI: 3.46 – 3.59 cm), 
R2 = 0.99, SEE = 2.04 cm. The PK COMe predicted the 
body COM Y (anteroposterior) coordinates with an average 

RMSE of 3.40 ± 0.87 cm (95% CI: 3.25 – 3.55 cm), R2 = 
0.99, SEE = 3.31 cm. Low pass filtering of the PK COMe Y 
coordinates at a cutoff of 0.8 Hz improved prediction of the 
COMY position with an average RMSE of 1.99 ± 0.37 cm 
(95% CI: 1.93 – 2.06 cm), R2 = 0.99, SEE = 2.00 cm. An 
overview of the PK COMe RMSE is presented in Figure 1. 

Figure 1: Average RMSE of PK mat COMe X and COMe 
Y before and after additional filtering.

CONCLUSIONS 
The PK COMe algorithm has a prediction error of 5.14 ± 
0.80 cm and 3.40 ± 0.87 cm in X, Y, respectively. After 
additional filtering to remove noise from the PK mat, the 
error was decreased significantly in both planes. Although 
the error may remain too large for research purposes, it can 
serve as a quick reference for clinical applications. The 
larger PK COMe amplitude could be attributed to the 
variability seen in the COP transition throughout the 
footstrike, which resulted in a larger sway amplitude when 
compared to Vicon COM data.  
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INTRODUCTION  
Modern living and contemporary work both involve 
increased sedentary behaviors including more frequent and 
prolonged sitting, which usually required sustained muscle 
activity at low-load levels. Measuring muscle fatigue is one 
important method to quantify the effect of prolonged low-
load exposure. Changes of median frequency of muscle 
Electromyography (EMG) is a common indicator to 
quantify such muscle fatigue.  However, measuring muscle 
fatigue using EMG-based methods have shown conflicting 
results under low-load exposure condition.  Measuring 
muscle twitch responses, on the other hand, provides an 
alternative means for identifying muscle fatigue, which is 
defined as a reduction in measured twitch responses after 
muscle fatigued [1].  However, an accurate measurement of 
evoked twitch response highly relies on the direct 
measurability of targeted muscles.  To avoid such 
constraints, a computer vision based approach is developed 
here to quantify the changes of the contractile properties of 
targeted muscle.  Computer-vision can be used as a non-
invasive technique for determining muscle contractile 
properties through measuring the displacement of muscle 
belly evoked by external muscle stimulation. The changes 
of such muscle belly displacements can be further used as a 
measurement of muscle fatigue.   

Therefore, the goal of this research was to develop a 
computer-vision based stimulation method to quantify 
potential muscle fatigue resulted from prolonged low-load 
exposure.  We hypothesize that muscle fatigue developed 
during low-load prolonged sustained exposure would be 
associated with reduced muscle belly displacements evoked 
by muscle stimulation. 

METHODS 
Six subjects (gender balanced) were recruited. The right 
Middle Deltoid muscle were selected to stimulate using a 
dual-channel, current-controlled muscle stimulator (Grass 
S88, AstroMed, Inc., West Warwick, RI) in series with a 
stimulus isolation unit (SIU5, AstroMed, Inc., West 
Warwick, RI) and a constant current unit (CCU1, 
AstroMed, Inc., West Warwick, RI). Two pairs of 3.4 x 5.1 
cm bipolar stimulating electrodes (PALS® Platinum Model 
NC89201, Axelgaard Manufacturing Co.Lltd., Fallbrook, 
CA) were placed over the middle Deltoid muscle belly.  To 
minimize voluntary muscle activity during stimulation, one 
bipolar wireless surface EMG electrode was placed at the 
center of middle Deltoid to monitor the voluntary activities 
of Deltoid muscle. At the beginning of data collection, 
participants were placed in the customized fixture in a 
seated posture with the right arm placed in a horizontal 
position. Participants’ skin around Middle Deltoid muscle 
region was prepared and then stimulated using the protocol 
developed in our previous study [2].  The sitting posture and 
arm position were marked to minimize the potential 
repositioning differences.  After completing the first 
stimulation session, participants were asked to complete a 

up-to one-hour constant-loading fatiguing trial.   Right after 
the fatiguing trial, participants were required to repeat the 
stimulation protocol at the marked position.   During both 
stimulation sessions, the twitch responses (i.e., muscle belly 
displacements) were captured using an action camera at 120 
frame per second with 1080P resolution. The OpenCV 
Lucas Kanade method was applied [3] to identify the 
displacement of muscle belly and the maximum 
displacement is identified using the peak detection. Data 
was filtered with bandpass at [0.5, 5] Hz with 4th order 
butterworth filter.   

RESULTS AND DISCUSSION 
As shown in Figure 1, muscle belly displacement was 
successfully identified using the developed computer-vision 
based method. The changes in the displacements before and 
after the fatiguing trial were observed, i.e., muscle fatigue 
introduced by the fatiguing trial were observed. 

Figure 1: Illustration of detected twitch responses 
(displacement) before and after fatiguing trial. 

Across all 6 subjects, peak detected after fatiguing trial yield 
a smaller amplitude. No significant gender differences were 
observed in identified twitch response. Further study is 
needed to extend current method to account for more inter-
subject variabilities, more realistic tasks conditions, such as, 
prolonged sitting or driving task, and various exposure 
duration. 

CONCLUSIONS 
This study demonstrated the ability of a computer-vision 
based stimulation method on detecting muscle fatigue. 
Current results will be used as a foundation to develop a 
sensitive and reliable method to quantify the effects of 
prolonged automated driving tasks. 
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INTRODUCTION  
Patients suffering from low back pain report frequently 
about serious pain when performing activities of daily life. 
This pain is related to specific movement tasks, can be 
reduced by coping movements and may even not occur at all 
under certain circumstances. It is known that low pain is 
associated with false muscular activation of back and 
abdominal muscles. However, these findings have mostly 
obtained in artificial movement conditions, e.g. isometric 
contractions, which do not reflect the daily life situation and 
the transfer to daily life might be questionable. Furthermore, 
information even on the physiological activation of back and 
abdomen muscles during daily activities is heterogeneous in 
literature. This might be due to the fact that freely performed 
movements related to activities of daily life are complex, 
differ in their execution between different subjects and 
repetitions and are, therefore, hard to analyze. On the other 
hand, correct interpretation of the muscular activation 
pattern needs the information about the performed 
movement. Additionally, to achieve comparability between 
different subjects or groups the performed movement has to 
be reproducible with less tolerance as possible.  

Consequently, systematical assessments of the activation of 
low back muscles during painful activities of daily life needs 
guidance and control of the performed movement in such a 
way that reproducibility and comparability is reached. 

METHODS 
In a first step activities of daily life have been identified, 
which cause pain and which are most difficult for the 
patients. For this purpose, 20 patients with specific low back 
pain have been asked about tasks of daily living causing 
pain. From that survey movement components have been 
identified which are common to most of the painful 
activities. Afterwards, exercises have been defined, which 
include mainly these pain causing movement components. 

In a next step an exercise course of different assistive 
devices has been developed, in which the exercises can be 
performed by the subjects in their individual movement 
rhythm and velocity. These devices are mechanically built in 
such a way, that coping movements are reduced. In this way, 
guidance is given to the subjects while performing the 
exercise. Additionally, die devices are equipped with 
sensors in such a way that body position, movement speed 
and direction of movement can be detected. In this way, the 
performed movement can be controlled and spatio-temporal 
synchronization between movement and muscular activation 
becomes possible.  

RESULTS AND DISCUSSION 
From the survey can be concluded, that those daily activities 
are difficult for the patients which include movements 
components related to stabilizing the trunk, flexing and 

extending the hip or rotating and/or bending the spine. Six 
exercises have been identified which incorporate these 
movement components: 1. walking at self-selected speed, 2. 
climbing stairs up and down, 3. chair-rising without the help 
of the arms, 4. non-leaning upright standing, 5. holding the 
upper body in a forward flexed position and 6. bending the 
trunk to one side with simultaneous rotation. 

Figure 1 shows the resulting 5 devices which are needed to 
guide the movement during each task. 

Figure 1: Devices to guide and to control the movement 

Switches are included in the steps of the stairs (2), in the 
seat (3) and in the device controlling non-leaning upright 
standing (4). 5 magnetic sensors have been embedded in the 
arc to control the position of hand and trunk (5) and (6). 
Additionally, one accelerometer has been mounted to the 
chest of the subject to control movement in those phases in 
which no physical connection between subject and device 
was possible (1) and partly (2). Since each of the sensors 
integrated in the device give binary information (on or off), 
a string consisting of sequences of “0” and “1” can be 
defined, which is unique for each combination of exercise 
and body positon. In this way, spatio-temporal information 
about individual movement during the task is gained. 

Spatio-temporal information about the individual movement 
in combination with the containment of coping movements 
is necessary to achieve comparability between different 
subjects or groups and to analyze muscular activation 
correctly. In contrast to tracking systems, which would gain 
spatio-temporal information too, the shown approach 
reduces the variability in the execution of the movement 
task. This becomes more pronounced, when additionally the 
sensor information is used to give feedback to the subjects. 

CONCLUSIONS 
This paper presents a measurement set-up, which guides and 
controls movements relevant for patients with low back pain 
in their daily activities and which enables in this way the 
systematical assessment of their muscular activation in 
painful conditions.  
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INTRODUCTION  
The outdoor environment consists of various terrains. 
Recognizing and distinguishing those terrains is necessary 
when using a walking assist device for daily activities. In 
particular, stair walking transitions were reported to be 
dangerous compared to level walking [1]. When 
transitioning from level to stair walking, movements of 
lower extremity must be modified to adapt to the changed 
terrain. However, some detecting systems, such as a camera-
based motion system and a Kinect, used for human activity 
recognition are limited to using a wearable device [2]. Using 
a pressure sensor, which has higher portability and a lower 
cost than other recognition systems, could be beneficial for 
classifying level walking and level to stair transition. Thus, 
the purpose of this study was to develop a new detection 
algorithm for classification of level walking and level-to-
stair transition based on plantar pressure. 

METHODS 
Fourteen male (age: 24.5±2.7 years, mass: 74.5±10.2 kg, 
height: 1.76±0.03 m) participated in this study. The subjects 
were instructed to walk in the following three conditions: 
level walking, level to stair ascent transition (L-SA) and 
level to stair descent transition (L-SD). The subjects walked 
at their self-selected speed and underwent three valid trials. 
A five step staircase was built and used in this study. The 
plantar pressure data during stance phase was collected at 
100 Hz. The stance time, mediolateral (ML) center of 
pressure (COP), anteroposterior (AP) COP, ML range of 
COP, AP range of COP, ML COP excursion and AP COP 
excursion were calculated. The data was smoothed using a 
zero-lag fourth-order Butterworth low-pass filter with a 
cutoff frequency of 6 Hz using Matlab® R2016b. To find the 
parameters for logistic regression model, independent two-
tailed t-tests were performed at significance level of 0.05. 
Then parameters which were significantly different between 
each movement were adopted. 

To classify the level and level to stair transition walking, the 
parameters that distinguish the situations were selected 
based on result of t-test. The polynomial logistic regression 
method was used to classify the situations. When the 
polynomial logistic regression model was generated, the 
regression coefficient can be obtained and the probability 
was calculated using the regression coefficient. A detection 
algorithm consists of four tasks (Figure 1). To detect the 
situation, first task was to classify the test data and the 
model data to make the model randomly. The 42 trials were 
randomly selected for prediction test and 92 trials were 
selected for the model development. Second task was to 
make a model that used to detect the probabilities of the 
different possible outcomes using the selected data to make 
the model. Third task was to carry out a polynomial logistic 
regression to classify level walking and transition walking 
from level to stair. The final step was to perform a 
polynomial logistic regression to classify transition from 
level walking to stair ascent and descent. In the third and 
final steps, probabilities of successful detection were 

calculated respectively. The overall probability calculated by 
multiplying probability of third and final task. 

Figure 1: Proposed algorithm flow 

RESULTS AND DISCUSSION 
The stance time, AP COP at initial contact, AP range of 
COP and AP COP excursion were significantly different in 
the comparison among level, L-SA and L-SD walking (all 
three pairs, p<0.001). The ML COP at initial contact, ML 
range of COP and ML COP excursion were not significantly 
different among three situations. Therefore, the stance time, 
AP COP at initial contact and AP range of COP were 
selected as the classifying parameters between level and 
transition walking. The AP COP excursion, stance time and 
AP range of COP were selected as the classifying 
parameters between L-SA and L-SD.  

The probability (sensitivity) of distinguishing between level 
walking and transition from level to stair walking was 0.952. 
The probability of distinguishing between L-SA and L-SD 
was 0.893. Thus the overall probability of successful 
detection was 0.850. The results indicate that level walking 
and transition from level to stair walking is easier to be 
classified than L-SA and L-SD. The overall probability of 
0.85 suggests that it is difficult to distinguish between two 
situations by only the parameters extracted using the plantar 
pressure. Further study is needed to increase the probability 
of detection by adding other modalities such as joint 
kinematics for classifying the transition from level to stair 
ascent and stair descent. 

CONCLUSIONS 
The classification of level walking and level-to-stair 
transition is fundamental to detection algorithms. The main 
advantage of the proposed approach comes from the fact that 
the statistical model takes into account the algorithmic 
changes over the selected parameter through the hidden 
logistic process. This work gives interesting perspectives in 
terms of automatic segmentation and characterization of the 
gait situation detection for the walking assist device. 
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INTRODUCTION  
Low back pain is the leading cause of limited physical 
activity, affecting 80-85% of adults in their lifetime [1]. 
Development of low back pain can result from elevated, 
prolonged and/or repetitive forces on the spine, which 
commonly occur during daily activities such as leaning and 
lifting. Wearable assistive devices (e.g., exoskeletons) are 
emerging as a potential means of mitigating low back injury 
risks and associated pain, by offloading the lumbar spine. 
The majority of these exoskeletal devices have bulky form-
factors (designed for use in industrial settings), but are 
impractical for daily use at home or in other business, social 
or clinical settings. An appealing, low-profile alternative 
may be to adapt clothing by embedding structures that assist 
movement biomechanics. These structures could be entirely 
passive (springs), quasi-passive (clutchable springs), or 
active (actuated); where both quasi-passive and active might 
be controlled via feedback from wearable sensors. The 
purpose of this initial study was to investigate the degree to 
which a biomechanically-assistive garment could passively 
offload lumbar muscles and discs during leaning and lifting. 

METHODS 
We developed a biomechanically-assistive garment 
prototype that passively assists lumbar extension during 
leaning and lifting, and is sufficiently low-profile to be worn 
as (or under) clothing. We then tested 7 healthy subjects 
performing leaning and lifting tasks with vs. without the 
prototype to assess its effect on lumbar muscle activity, 
which was used as an indicator of biological tissue loading. 
The prototype consists of an upper-body interface (shirt), a 
lower-body interface (shorts), and elastic bands which run 
along the back, connecting the upper and lower interfaces 
(Fig. 1A). As the user leans forward, the elastic bands 
stretch, providing a lumbar extension moment, which 
reduces moments required by the muscles. Because the 
elastic bands act with larger moment arms about the spine 
(than muscles), they provide equivalent extensor moments 
with smaller force magnitudes, resulting in reduced 
compressive forces on the spine. Subjects performed 10 
trials: (3 leaning angles + 2 lifting weights) x (2 conditions, 
i.e., with and without the prototype), while we recorded 
kinematics, force and electromyography (EMG) data. Each 
subject gave informed consent prior to participation. 
Subjects leaned forward to a pre-determined angle (30°, 60°, 
90°) for 30 seconds while holding a 4.5 kg weight to their 
sternum. Subjects then lifted a weight (12.7 or 24 kg) using 
a squat posture. Mean and peak EMG were the main 
outcomes for the leaning and lifting trials, respectively. 
Intersubject means and standard deviations were computed. 
T-tests were performed to assess significance (alpha = 0.05). 

RESULTS AND DISCUSSION 
Wearing the prototype during leaning and lifting tasks 
reduced erector spinae EMG activity (Fig. 1B). Mean EMG 
was reduced by 15% ± 19% (p=0.07), 27% ± 10% (p=0.001) 
and 43% ± 33% (p=0.02) for the 30°, 60° and 90° leaning 

conditions, respectively (Fig. 1C). Peak EMG was reduced 
by 10% ± 22% (p=0.12) and 11% ± 22% (p=0.07) for the 
12.7 kg and 24 kg lifting trials, respectively.  

These EMG reductions suggest that the prototype reduced 
lumbar muscle forces. Since these muscle forces constitute 
the majority of compressive force on the lumbar spine [2], 
these findings suggest that lumbar disc loading may also be 
reduced. These results demonstrate the feasibility of 
biomechanically-assistive garments to reduce lumbar muscle 
and disc loading, which may help mitigate overuse and/or 
overloading risks that can lead to low back injury and pain. 
Future prototypes will integrate quasi-passive structures and 
wearable sensors in order to control the magnitude and 
timing of assistance. 

CONCLUSIONS 
We found that passive, biomechanically-assistive garments 
are capable of offloading low back muscles, and potentially 
discs, during leaning and lifting, which may reduce force-
induced injury risks. 
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Figure 1: (A) Wearable prototype. (B) Representative 
EMG vs. time plot for leaning. (C) Mean erector spinae 
EMG was reduced during leaning With (blue) vs. Without 
(green) the biomechanically-assistive garment prototype. 
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INTRODUCTION  
Quantitative gait analysis (QGA) is rarely used in India as 
the gait analysis systems currently available are very 
expensive. Unfortunately, India, the world's second most 
populous country, is facing the emergence of a hitherto 
"hidden" epidemic: neurologic disability[1]. This epidemic 
will potentially add over 3.5 million people to the disabled 
population annually. Hence, an affordable and accessible 
QGA tool is need of the hour in India.   
Earlier studies have shown Microsoft (MS) Kinect can be a 
simple affordable robust gait analysis system [2].Unlike 
marker systems Kinect do not require any external fiducial 
markers. Kinect tracks skeletal motion of a person. The 
skeleton is framed by finding the joint positions of the 
human body inside the field of view of the Kinect sensor. 
Since the measurement of kinematics is based on this 
skeleton, the skeleton of a person has to be captured as 
accurately as possible for robust kinematic measurements. It 
was observed that the clothing (of a person) affects the 
skeletal tracking. It should be noted that in a culturally 
diverse country like India, it is imperative to understand the 
effect of clothing on the kinematics when using the Kinect 
system. To our knowledge the effect of clothing on Kinect 
system for gait analysis has not yet been studied. 

METHODS 
Microsoft Kinect Xbox 1 (http://www.xbox.com/en-
IN/Kinect) was used as a gait analysis system. Figure 1 
shows schematic of our gait analysis setup. The distances 
shown in the schematic i.e. the distance between the camera 
and walkway, length of the walkway were determined after 
several experimental trials. In order to capture more accurate 
gait data the subjects were asked to start walking from a 
faraway distance such that, when the person reaches the 
field of view, he/she is in normal gait. This starting point is 
about 3 to 3.5 meters away from the sensor. With this setup 
1- 1.5 gait cycles for each subject was achieved. Since 
Kinect data also depends on the ambient lighting, tilt angle 
of the Kinect and the height at which it is placed above the 
ground, it was ensured that all the above parameters were 
same throughout our experiments.  
Thirteen healthy volunteers 18-21 years of age participated 
in this study. Subjects were asked to wear different dress 
codes (dress code 1 Shirt and Jeans Pant, dress code 2 Shirt 
and Shorts). For each combination of subject and dress code 
5 trails of gait data was collected. From the Kinect data 
information of each joint was obtained in 2.5D frame and 
converted into real world coordinates.  Here only the knee 
joint flexion/extension angle measured using Kinect are 
reported.  

RESULTS AND DISCUSSION 
For each subject average knee flexion /extension angle was 
calculated using all the five trials. In order to evaluate the 
consistency of the data across all the trails, the knee angle 
(y-axis) data for all the trails against frame rates (x-axis)  

were plotted. Since the frame rate is uniform across all the 
trails for a subject, at each frame the difference between 
maximum and minimum values were calculated. This gives 
us the range of knee angle values for a subject. Similarly 
range is calculated for all the 13 subjects and for the both 
the dress codes. To compare the knee angle values for 
different dress codes across the subjects, the x-axis was 
converted to percentage of gait cycle. We measured range at 
each % of the gait cycle to compare the dress codes.  

Figure 1: Kinect Experimental Setup. 
Standard deviation was also calculated along with the 
average curve and a 95 % confidence interval was set. For 
each dress code the number of subjects whose knee angle 
fell within this 95% interval was found. It was observed that 
9 out of 13 subject’s knee angle was within the 95% when 
wearing shorts as opposed to 7 out of 13 with jeans. We also 
compared the average of all the subject's knee angle for both 
the dress codes with the normative adult database [3]. 
Percentage error was calculated across the entire gait cycle 
and the average value for the entire gait cycle was measured. 
For jeans the average error is 38% and for shorts it is 27%.  
Our observation showed that gait data obtained using shorts 
seemed to be closer to normative data as opposed to jeans. It 
was observed that knee angle for a fully clothed subject with 
a tight fit closely followed normative database values 
whereas; when the clothing is not tight these values deviated 
substantially. Since in shorts the knee joint is more visible to 
the Kinect sensor, the error in knee angle is less.  

CONCLUSIONS 
Our results show that Kinect an affordable sensor and can be 
used to acquire knee flexion/extension angles. Our results 
indicate that the kinematic data obtained by wearing shorts 
are very consistent across all the trials and among the 
subjects.  
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INTRODUCTION 
Falling is a major cause of injuries and deaths in elderly 
adults [1,2]. As for intervention strategies, one of the 
important problems in preventing or reducing the severity of 
injury in the elderly is to detect falls before impact [3]. 
Many studies have been done to prevent from falling by 
using alarms or airbags. However, there were limitations 
such as a poor effectiveness of the detection algorithm and 
the usage of gunpowder for the airbag inflator. A pre-impact 
fall detection algorithm using an inertial sensor and a spring-
trigger type airbag system to protect from fall damages were 
developed in this study. The effectiveness of the algorithm 
was also tested in daily activities and simulated falling 
conditions. 

METHODS 
Four different simulated falls tests were performed to 20 
healthy volunteers (23.4 ± 4.4 years), and six different daily 
activities were also tested for fourteen elderly subjects (71.8 
± 4.0 years). An inertial sensor unit (MPU-9150, 
Invensens®, USA), placed at the waist, was used to measure 
acceleration, angular velocity, and vertical angle during all 
those activities. Acceleration of 0.9G, the angular velocity 
of 50º/s, and vertical angle of 25º were set as the threshold 
of the pre-impact fall algorithm based on the fall data.  

The belt-type airbag system with a buckle wearing structure 
was composed of a polyurethane inner skin and an artificial 
leather outer shell. A spring-trigger type inflator and a 
helium gas cartridge were used to inflate the airbag when 
falls were detected based on the algorithm (Figure 1). 

Figure 1: Air bag system and spring-trigger type inflator 

RESULTS AND DISCUSSION 
For the evaluation of the developed airbag system, a human 
model dummy and ten healthy adult males (28.5 ± 2.7 years 
old) were fitted with an airbag system and performed the 
same activities three times. The simulated fall test results 
showed that for every fall, the airbag inflated (100% 
sensitivity) by detecting a fall before 401.97 ± 46.94 ms of 
impact. In all daily activities, no airbag inflation was noticed 
(100% specificity).  

In the assessment of successful balance recovery from the 
complete loss of balance in a fall, Thelen et al. [4] found 
that the maximum lean angle where subjects could recover 
balance with a single forward step was 32.5° for young men 
and 23.9° for older men. Our threshold of 25° of trunk 
inclination is well within the limits of balance recovery 
during the fall process. In addition, the spring-trigger type 
inflator is advantageous to be licensed because it is much 
safer than the gunpowder type inflator.  

CONCLUSIONS 
In this study, the pre-impact fall detection algorithm with 
the acceleration of 0.9G, the angular velocity of 50 º/s, and 
tilt angle of 25º was developed by measuring accelerations 
and angular velocity signals during fall and daily activities. 
The developed algorithm was embedded in a belt-type 
airbag system to protect hip joints before the impact caused 
by falls. Test results showed both 100% sensitivity and 
100% specificity of the developed algorithm for all 
simulated falls and fully inflated by detecting 402 ± 46.9 ms 
before the impact. In this study, a spring-trigger type inflator 
for the airbag system was also successfully developed to 
overcome the limitation of the gunpowder system. 
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INTRODUCTION  
According to the World Health Organization [1], more than 
1.9 billion adults are overweight and 13% of those adults are 
obese. Obese has lower base area of support and, 
consequently, worse postural balance when compared to 
lean population [2].  

The objective of this study was to analyze the effects that 
the change in the body mass has on the static and dynamic 
balances of obese who were submitted to bariatric surgery. 
The hypothesis is that obese patients will improve their 
static and dynamic balance after surgery. 

METHODS 
These are preliminary results of a non-probabilistic cross-
sectional study. A convenience sample of 5 subjects with 
class II and class III obesity that were submitted to gastric 
bypass were enrolled. Subjects were evaluated 30 days 
before and 30 days after surgery. Static and dynamic 
balances were evaluated by kinematic and the MiniBESTest, 
respectively. The marker for kinematic tracking was fixed at 
the sacral region (S2). The kinematic sampling involved 24 
trial of 30s each, with 30 seconds of rest interval between 
trials, i. e., 6 trials under the following randomized 
conditions: opened eyes-stable surface (oe_ss); closed eyes-
stable surface (ce_ss); opened eyes-unstable surface (oe_us); 
and closed eyes-unstable surface (ce_us). During kinematic 
data acquisition, subjects were in orthostatic position, 
barefoot and with arms at the body sides. The MiniBESTest 
was performed and scored based on the authors´ 
recommendations [3]. The reconstruction of the kinematic 
was done through the software Dvideow© and the data 
obtained from the marker were used to analyze the CoP 
oscillations in the anteroposterior (AP) and mediolateral 
(ML) directions. The calculation of the kinematic variables 
was done by Matlab© 7.9. Anova with repeated 
measurement was performed to analyze AP and ML 
oscillations, and t-Student test was applied for MiniBESTest 
data. A significance level of 0.05 was set. 

RESULTS AND DISCUSSION 
There were no significant differences in AP oscillation for 
time (p=.12), condition (p=.26) and interaction (p=.86). 
Also, there were no significant differences in ML oscillation 
for time (p=.35), condition (p=.21) and interaction (p=.47) 
(Figure 1). 

No significant differences were found between 
MiniBESTest results before (M = 24; SD = 2,56) and after 
(M = 26; SD = 2,64) surgery. 

Moreover, weight loss determines a decrease in CoP 
velocity resulting in an improvement in postural balance, 
also due to body mass reduction. (5). 

The results of the present study may have been influenced 
by the short time of reassessment of balance after surgery. 
Significant changes in postural balance, as demonstrated by 
previous studies, evaluated patients after 3 and 6 months 
[4,5]. During this period of time, a greater adaptation 
involving the somatosensory system associated to weight 
loss may occur [4]. 

The sample size of the study is a limiting factor. However, 
besides results showed no difference in the static and 
dynamic balance, it is important to emphasize that this is a 
preliminary study and the data cannot be generalized to the 
obese population. 

CONCLUSIONS 
No improvement in static and dynamic balance of obese 
patients submitted to bariatric surgery was demonstrated one 
month after gastric bypass surgery by the present study. The 
short period of time for balance reassessment after surgery 
may be the main responsible factor.  
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Figure 1: Means values of (a) AP oscillation and (b) ML 
oscillation in the 4 conditions before and after surgery. 
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INTRODUCTION 
Patellofemoral pain (PFP) is a common and disabling 
condition and is believed to have a mechanical aetiology. 
[1]. Muscle forces play a critical role in distributing loads 
through the patellofemoral joint and activation strategies are 
expected to be different in patients who experience 
patellofemoral pain [2]. Muscle synergies are groups of 
muscles activated by the same signals from the central 
nervous system. Synergies in patients with neurological 
disorder, such as stroke, experience changes in muscle 
synergies as a result of their condition [3]. Chronic patients 
who experience PFP might also undergo changes in their 
control strategies as an adaptation to pain, particularly 
during tasks such as stair climbing, that exacerbate loading 
of the joint. We investigated synergies in muscles that cross 
the knee during walking and stair climbing in PFP patients 
and pain-free controls. 

METHODS 
Muscle synergies were extracted from the 
electromyography (EMG) signals of 7 muscles crossing the 
knee joint during walking gait (15 healthy subjects and 28 
PFP patients) and stair climbing (14 healthy subjects and 26 
PFP patients). See Figure 1 for a list of muscles.  
Stair climbing and walking EMG data were extracted from 
the stance phase of the step or gait cycle. EMG data were 
band pass filtered (30-450 Hz), band stop filtered (49-51 
Hz), detrended, rectified, low pass filtered (6 Hz), time 
normalized (cubic spline) and magnitude normalized to 
peak value per muscle. The linear envelopes of each muscle 
were averaged for each subject over three to five trials. Non-
negative matrix factorization was used to find the muscle 
synergies for each subject. Muscle weighting coefficients 
(W matrix) and activation coefficients (H matrix) were 
obtained for each subject. The number of synergies needed 
to reconstruct the input data was found by calculating the R-
squared value of the reconstruction (W matrix times H 
matrix) with a threshold of 0.9. 

For each synergy, the mean and standard deviation of the 
muscle weighting coefficients were calculated. The muscle 
synergies and the R-squared values of the reconstruction of 
the PFP patients were compared to pain-free controls in both 
the walking and stair climbing condition. First, normality of 
the data was checked using a Shapiro-Wilk test; if the R-
squared values were parametric, an unpaired t test was used, 
and if non-parametric, a Mann-Whitney U test was used. If 
the synergy weighting coefficients were parametric, an 
ANOVA was used, if non-parametric a Kruskal-Wallis H 
test was used. In all statistical tests an alpha value of 0.05 
was used. 

RESULTS AND DISCUSSION 
For walking gait, 34/43 subjects met the condition of 
requiring three synergies to reconstruct 90% of the EMG 
signal. As expected, the three synergies presented the three 
functional muscle groups. Patients with PFP used similar 
synergies to pain-free controls (p=0.54). The R-squared 
value did not differ between both groups (0.92 PFP vs 0.94 
control).   

Figure 1. Synergy weighting coefficients of Control and 
PFP group during the stair climb task. Synergies during 
walking gait were similar to the stair climb task.  

For the stair climbing data, 33/40 subjects required three 
synergies to reconstruct the EMG data to an R-squared 
threshold of 0.9. The synergies during stair climbing were 
similar for Control and PFP groups (p=0.39, Figure 1). The 
R-squared value of both groups was also similar (0.92 PFP 
vs 0.93 control). The use of three synergies was adequate to 
reconstruct the EMG data for most subjects, with ~20% 
requiring four synergies. This was expected due to the 
functional grouping of the muscles. Had we included 
muscles that cross the hip and ankle we would expect a 
greater number of synergies required to reconstruct the 
EMG data. The functional knee joint moment demands of 
walking and stair climbing possibly limit the variability in 
muscle synergies required to perform the task, even when 
patients experience pain.  

CONCLUSIONS 
Synergies of muscles crossing the knee are similar in 
patients with patellofemoral pain compared to pain-free 
controls during walking and stair climbing. 
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INTRODUCTION  
The knee adduction moment (KAM) has been used as a 
surrogate measure of the medial compartment knee load 
and has been associated with the progression of knee 
osteoarthritis (OA). The reduction of peak KAMs is 
therefore one strategy to modify gait parameters such as 
foot progression angle (FPA), trunk sway, tibia angle, foot 
centre of pressure, and step width (SW) during walking; 
collectively termed gait retraining. 

Despite gait retraining delivering promising results, 
retraining multiple gait parameters is difficult and 
cumbersome with current haptic (tactile) retraining 
systems due to the need for multiple devices [1]. We have 
designed a wearable haptic ankle bracelet which is capable 
of retraining multiple gait parameters, namely FPA and 
SW. FPA and SW were initially chosen due the ease at 
which these parameters could be modified and has been 
demonstrated to be easily trained using our ankle bracelet 
in a previous study [2]. This paper uses a data-driven 
method of modelling both the first and second KAM peaks 
of one subject at various FPA and SW in the attempt to 
find gait recommendations that reduce the peak KAM.  

METHODS 
One healthy male subject (25 years) walked on a Bertec 
Instrumented treadmill at 1.2m/s while making random 
variations to his FPA and SW within what he found to be a 
comfortable range of motion. Retroreflective markers were 
placed on the calcaneus, second distal phalanx, medial and 
lateral epicondyle of the femur, medial and lateral 
malleoli, with a rigid cluster of four markers on the shank. 
Using ground reaction forces and marker measurements 
from a Vicon optical motion capture system, the first and 
second KAM peaks were calculated, along with the 
corresponding FPA and SW (Figure 1). A regression 
model (generalized additive model with smoothing 
splines) was constructed for both the first and second 
KAM peaks for the FPA and SW values extending through 
the range of motion. 

The regression model suggested that a toe-in and increased 
step width gait would reduce first and second KAM peaks. 
The subject was then asked to walk at three new gaits in 
addition to his normal gait: (1) toe-in (2°) with normal SW 
(165mm), (2) normal FPA (7.4°) with wide SW (500mm), 
and (3) toe-in (2°) with wide SW (500mm). The peak 
KAMs of these new gaits were then compared with the 
subject’s normal gait to evaluate the predictive capability 
of the model. A one way ANOVA with a Tukey HSD post 
hoc test was used to determine differences between the 
normal and modified gaits (α  = 0.05). 

RESULTS AND DISCUSSION 

The subject had a FPA of 7.4° and a SW of 165mm during 
normal walking. The first and second peak KAMs for the 
four different walking gaits were different to the normal 
gait (p<0.001). The toe-in modification alone condition did 
not reduce either the first or second peak. The wide SW, 
along with the toe-in with wide SW modifications 
however, both reduced the second KAM peak from 0.28 ± 
0.02 Nm/kgm to 0.23 ± 0.04 Nm/kgm and 0.24 ± 0.03 
Nm/kgm, respectively (p < 0.001), but increased the first 
KAM peak from 0.43 ± 0.05 Nm/kgm to 0.57 ± 0.08 
Nm/kgm and 0.59 ± 0.10 Nm/kgm, respectively (p < 
0.001). These results suggest that regression models only 
gave recommendations suitable for reducing the second 
KAM peak but not the first. Toeing-in by 5° for this 
particular subject did not have a noticeable effect, only 
increasing the SW did. One possible reason for the 
disparity between the model and experimental values is 
that the model was constructed from data during random 
walking, which could inevitably involve abnormal changes 
in other gait parameters like trunk sway etc. as compared 
with if the subject was asked to change his gait more 
systematically. 

In summary, our data-driven method was successful in 
reducing the second KAM peak but adversely increased 
the first. A systematic method of varying the parameters 
will be explored to determine whether or not this creates a 
more suitable regression model. 
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Figure 1. Scatter matrix of subject showing correlations 
between FPA, SW, first and second KAM peak. 
Correlation coefficients are shown in the top right triangle 
of matrix, with *, **, *** denoting statistical significance 
at the p < 0.05, p < 0.01, and p < 0.001. 



P072 - THE EFFECT OF AGE ON REACTIONS EVOKED BY SUDDEN BALANCE LOSS: 
MODULATION OF PERTURBATION-EVOKED ARM REACTIONS FOR BALANCE RECOVERY 

AND/OR FALL-IMPACT PROTECTION
1,2 James R Borrelli, 2Jeanie Zabukovec, 2Simon Jones, 2Christiane A Junod, and 2,3Brian E Maki 

1University of West Florida, Pensacola, FL 
2Toronto Rehabilitation Institute – University Health Network, Toronto, ON 

3Department of Surgery and Institute of Biomaterials and Biomedical Engineering, University of Toronto, Toronto, ON 
Corresponding author email: jrborrelli@gmail.com 

INTRODUCTION  
Falling is a leading cause of serious injury, loss of 
independence and nursing-home admission in seniors [1]. 
Arm reactions evoked by sudden loss of balance can play an 
important role in preventing falls and protecting against 
serious injury; however, the control of these reactions is 
very complex and likely to be impaired by aging. Effective 
arm reactions require the brain to rapidly make several 
critical decisions which are dependent on situational factors 
such as the direction and speed of the fall and the proximity 
of objects that can be touched or grasped for support. A 
fundamental decision is whether to use the arms to aid in 
recovering balance or to prepare to protect the head and 
torso during a pending impact with the ground. This study 
aimed to probe the capacity to select and execute effective 
arm reactions based on age, fall speed and direction and 
availability of handholds. Large perturbations were included 
to force falling in some trials. 

METHODS 
The Challenging Environment Assessment Laboratory 
(CEAL, Fig. 1) was used to deliver unpredictable platform 
motion to evoke arm reactions. Participants were exposed to 
small, medium and large, forward and backward platform 
translations that allowed balance recovery or resulted in a 
“fall” (safety harness load > 10% body weight). To counter 
adaptation, analyses were limited to the initial trials (n=6) 
experienced by each subject. To heighten reliance on arm 
reactions, stepping movements were prevented by barriers. 
Thirteen healthy young adults (YA; 20-28 yrs; 6 women; 7 
had a handrail present) and twelve older adults (OA; 65-74 
yrs; 8 women; 6 had a handrail present) were tested. EMG 
onset latency was measured bilaterally for tibialis anterior, 
gastrocnemius, medial deltoid and biceps. Motion-capture 
markers on the third metacarpal and acromion were used to 
calculate hand kinematics and timing. Repeated-measures 
ANOVA was used to test effects of age, perturbation 
direction/magnitude and handrail (HR) presence/absence on 
the features of the arm reactions and EMG onset latencies. 

Figure 1: The inset shows the exterior of the CEAL motion 
platform that we used to deliver forward and backward 
platform-translation perturbations. The main photo shows 
the CEAL interior. Subjects stood with a handrail (HR) 
within reach (position 1) or out of reach (position 2). Foam 
barriers used to prevent stepping are shown in position 1.  

RESULTS AND DISCUSSION 
The majority of trials (> 97%) exhibited rapid arm reactions 
(biceps and/or deltoid latencies <200ms). Preliminary 
analyses indicate that these reactions were significantly 
modulated according to perturbation direction/magnitude 
and handrail presence/absence. Age-related effects were 
largely limited to onset of EMG activity. Onset of the right 
upper arm EMG was delayed in OA (157±33ms) compared 
to YA (143±40ms; p=0.015). These results are consistent 
with observations that ageing results in slowed activation of 
muscle responses of the lower [2] and upper limbs [3].  

Some direction-related differences in early-onset arm 
orientation (100 ms after onset of arm movement) that YA 
exhibited were not exhibited by OA. For example there was a 
significant interaction between age, HR presence/absence and 
fall direction (F(1,42)=21.56, p<0.0001) in the early-onset 
lateral right-hand displacement. Post-hoc comparisons 
revealed a difference in YA, in the no HR trials, while falling 
backward versus falling forward (0.0090±0.030 versus 
0.032±0.021 m/height). The difference was not found in OA 
(0.0196±0.0217 versus 0.0247±0.0234 m/height).  

In all cases, however, the direction of the early arm move-
ment was consistent with balance recovery, i.e. gravito-
inertial 'counter-balancing' or reaching to touch or grasp a 
handhold. There was no clear evidence of early-onset 
impact-protection reactions, even though more than 64% 
(64% for YA and 66% for OA) of trials resulted in a “fall”.  

As noted above, the analyses that we have completed to date 
have revealed some modest age-related differences in early-
onset arm orientation and a small age-related slowing in the 
onset of arm-EMG activity. However, these differences 
apparently were not sufficient to influence whether or not 
the subject was able to recover balance without falling.   

CONCLUSIONS 
The preliminary results of this study support the remarkable 
ability of the CNS to modulate early-onset arm reactions in 
such a way as to aid in balance recovery. However, we saw 
no clear evidence of early-onset reactions that served impact 
protection. These initial results suggest that impact-
protection reactions may be "strategies of last resort" that 
are invoked when initial balance-recovery reactions fail to 
restore equilibrium. Further investigation is needed, using 
protocols that allow the body to fall to a larger extent than 
allowed in the present study.  
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INTRODUCTION  
Decrease in plantar cutaneous sensation (PCS) is one of the 
factors that contribute to the deficits in postural control 
observed after stroke [1]. Asymmetry between paretic limb 
(PL) and non paretic limb (NPL) may further compromise 
the maintenance the balance [2]. This study evaluated the 
correlation between the PSC and center of pressure (COP) 
variables, since adequate understanding of the balance 
indicators may be of great importance in the clinic, not only 
for a correct assessment, but also to design specific 
rehabilitation programs.  

METHODS 
This study was approved by the Ethics Committee of the 
Pontifícia Universidade Católica do Paraná, Curitiba, Brazil 
(nº 256.523), and informed consent was obtained from all 
subjects. The sample was composed by 8 stroke patients (5 
women and 3 men), with median (Q1-Q3) age of 53 (51 - 
53) years old, and time course post stroke of 3 (2 - 8)
months. The participants performed three trials of 
posturography on two force plates (AMTI, OR6-7-1000)
during 60 s in a comfortable feet position, and instructed to 
stay in this position as quiet as possible, looking at a fixed 
point one meter away. The signals were sampled at 300 Hz 
and low-pass filtered using a 4ª order dual-pass Butterworth 
filter with a cut-off frequency of 10 Hz prior to processing. 
The variables selected to study were root mean square 
(RMS) of the amplitude of displacement in the 
anteroposterior (AP) and mediolateral (ML) directions, total 
mean velocity (TMV) and COP sway area. The average 
value of the three trials were used in the analysis. The PCS 
was assessed using the median of 10 points distributed in 
each foot evaluated by the Semmes-Weinstein 
monofilaments, calculated according to Mueller (1996) [3]. 
The higher scores represent reduced sensation. For this 
population a cut-off score of 4.31 log (mg), was considered 
as an indicator for sensory retraining [1]. The Wilcoxon test 
was applied to determine difference between PL and NPL, 
and Spearman Correlation Coefficient was used to calculate 
the association between PCS and COP variables (α = 0.05). 

RESULTS AND DISCUSSION 
In the comparison between limbs, statistically significant 
difference was found for TMV (p=0.012) and for PCS 
(p=0.018). For the other variables, no statistical significance 
was found when PL and NPL were compared. Positive 
correlation was found only between PSC and TMV for the 
PL (Table 1). In this limb, greater PCS deficits were 
associated with a larger COP oscillation velocity. However, 
higher values of TMV were present in NPL, which possibly 
occurs due to the greater contribution of this member in 

supporting the body weight and, consequently, in the 
maintenance of balance [2]. 

Median 
Spearman's 

rho

(Q1-Q3)  (p values)

PSC (log (mg)) 5.37 (4.56 - 5.74) -

TMV (mm/s) 9.3 (7.9 - 9.9) 0.830 (0.011)*

Sway area 
(mm²)

42.7 (28.7 - 73.2) 0.268 (0.520)

RMS AP (mm) 4.9 (3.9 - 6.1) 0.512 (0.194)

RMS ML (mm) 1.2 (1.0 - 1.3) - 0.098 (0.818)

PSC (log (mg)) 4.30 (4.30 - 4.45) -

TMV (mm/s) 15.5 (12.6 - 17.7) 0.103 (0.809)

Sway area 
(mm²)

54.8 (45.9 - 72.8) 0.217 (0.606)

RMS AP (mm) 6.3 (5.2 - 7.1) 0.077 (0.857)

RMS ML (mm) 1.6 (1.1 - 2.0) 0.358 (0.385)
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Table 1: Values of plantar cutaneous sensation (PSC), COP 
variables and correlations between them. 

No significant correlation were found between the PCS and 
the other COP variables, reasserting the previously 
published results with the same population but in acute 
phase [1], where only the RMS AP (eyes closed condition) 
had a moderate correlation with the sensitivity of the heel.  

CONCLUSIONS 
As expected, higher PSC values were found in the paretic 
foot, evidencing the greater impairment of sensitivity in this 
limb. The positive correlation identified between PSC and 
TMV in PL may indicate that treatment strategies aimed at 
stimulating sensitivity, providing symmetry between limbs, 
may possibly aid in the process of recovery of balance. 
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INTRODUCTION 
Foot morphology and biomechanics are affected by age and 
gender. As far as the age is concerned, this is consequence of 
biological alterations of joints and soft tissues which can also 
be detected by modifications in plantar pressure 
measurements. While the relationship between some 
pedobarographic-based parameters - such as the arch-index 
and the centre of pressure excursion index - and different foot 
types has been reported in a study involving a large 
population [1], our current understanding of how specific age 
groups and gender relate to the main pedobarographic 
parameters during walking is still limited. 

Aim of the study was to characterize plantar pressure data 
during walking according to gender and age in a population 
of healthy subjects with normal-arched feet. The 
pedobarographic-based foot parameters are expected to 
provide useful information for gender- and age-specific 
populations. 

METHODS 
From January to July 2016 more than three hundred subjects 
were visited by an experienced podiatrist at the Movement 
Analysis Laboratory of Istituto Ortopedico Rizzoli, and also 
in other locations: a primary school; a gymnastic training 
center; a volleyball training center, and a swimming pool 133 
subjects (70 M, 63 F) with BMI < 29 presenting 
asymptomatic feet with normal heel alignment (heel varus < 
5 deg) and medial longitudinal arch, and with no previous 
history of lower limb trauma or surgery, were acquired using 
a 2304-sensor pressure plate (P-walk, BTS, Italy). 5 steps for 
each left and right foot were recorded for each subject while 
walking at comfortable speed. 

A custom software was developed and used to determine 
pedobarographic-based parameters from plantar pressure data 
[1]: arch-index (AI, %); centre of pressure excursion index 
(CPEI, %); peak pressure (PP, kPa); pressure-time integral 
(PTI, kPa*s); foot progression angle (FPA, deg); foot length 
and foot width (mm). 
Subjects’ data were pooled according to gender, and to age in 
four groups: 6-12; 13-20; 21-40; and 41-60 years. For each 
gender, differences in pedobarographic parameters between 
age groups were determined via Kruskall-Wallis test with 
significance at 0.05. Mann-Whitney test was used to 
determine differences in each parameter between age-
matched gender groups. A Bonferroni correction was applied 
to the significance level to account for the multiple 
comparisons in each age group (α=0.01). 

RESULTS AND DISCUSSION 
Differences were found in all parameters across age groups, 
with the exception of AI and CPEI. The 5-12 years group 

showed the smallest PP, PTI and foot dimensions for both 
genders. In general, FPA increased with age: the oldest group 
showed larger FPA than the youngest group (Figure 1). 
With exception of the youngest group, foot dimensions were 
always larger in males. Differences between males and 
females in several parameters were found in the 13-20 years 
group. For example, median PTI in the left foot was 111 
kPa*s [94 - 132] in the female group and 142 kPa*s [119 - 
171 ] in the male group (p=0.009). 

Figure 1: Boxplot of the left FPA [deg] in the male, female, 
and total male and female sample in the four age groups. 
Statistically significant differences between age groups are 
shown in the plot. 

CONCLUSIONS 
Pressure plates are useful and reasonably priced 
instrumentation for the analysis of plantar pressure. While 
this instrumentation is increasingly used by podiatrists to help 
with the diagnosis of foot ailments, the relevant 
pedobarographic parameters are often assessed on a 
qualitative basis only, as gender- and age-specific normative 
pressure data are missing or incomplete. 

According to this study, several pedobarographic-based 
parameters characterizing foot biomechanics during walking 
are age- and gender-dependent. Age- and gender-specific 
normative data are thus recommended when assessing foot 
biomechanics and in the diagnosis of foot ailments. This data 
may help assist with the diagnosis of foot pathologies and/or 
morphological alterations, and with the interpretation of foot 
biomechanics in healthy subjects. 
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INTRODUCTION  
Measurement Unit sensor (IMUs) was first brought out in 
the 1930s, due to the confidential circuit design, high price, 
bulk size, and high power consumption, it had limited 
applications [1]. The recent blossoming of the mobile device 
promoted the design and fabrication of the sensors to a 
really attractive feature of affordable price and accuracy. 
Nevertheless, due to the data drift caused by the integration 
of acceleration/velocity over time, data latency caused by 
the transmitting rate, and others. The accuracy and 
repeatability is the main drawn back off in the 
Biomechanical motion analysis [2]. The purpose of this 
study was a systematic review the accuracy and repeatability 
of several on-market systems. 

METHODS 
Four commercial products, namely Xsens (Xbus, Xsens, 
Netherland), APDM (USA), STT (Spain), YOST Labs 
(USA), and a low cost self-developed IMU (YM) were 
evaluated by utilizing an industrial robot (Denso, VS6556, 
Japan), with a figure 8 traction in three different speeds, 
namely speed 1 (48,48,41 deg/s), speed 2 (24,25,20 deg/s), 
and speed 3 (12,11,9 deg/s) for yaw (abduction/adduction), 
pitch (flexion/extension), roll (axial rotation), respectively 
(Fig. 1). The sensor specifications as shown in Fig 2. The 
sensor was attached on the end effector of the robot with a 
wooden extension bar to avoid the metallic interference. 
Root mean square error (RMSE) and standard deviation (SD) 
of 10 continue motion were compared with the angular 
motion of joint actuators.   

RESULTS AND DISCUSSION 
The results showed that each system has its strength and 
weakness in different motion directions. The 10 repeated 
figure 8 showed that the accuracy in Yaw at the speed1  
APDM> Xsens> STT> YM> YOST, in Pitch Xsens> 
APDM> STT> YOST> YM, in Roll, Xsens> YOST> STT> 
YM> APDM, deYaw Xsens> APDM> STT> YOST> YM; 
(Fig. 3);at speed 2, in Yaw APDM> Xsens> YOST> YM> 
STT, in Pitch, Xsens>YOSTI>YM>APDM>STT, in Roll, 
Xsens> YOST> YM >APDM >STT; deYaw, Xsens> 
APDM> STT> YOST> YM; at  speed 3, in Yaw, APDM> 
>STT >Xsens >YOST >YM, in Pitch, APDM >Xsens >STT 
>YOST >YM; in Roll, Xsens >YOST >YM >STT >APDM; 
deYaw, Xsens> APDM> STT> YM >YOST.  The error 
ranged from 2 to 25 degrees. And SD ranged from 0.01 to 
3.68 degrees.  Each system has different accuracy and 
repeatability in three motion directions. Overall, the Xsens 
provides the best accuracy and repeatability among the 
tested sensor.  

CONCLUSIONS 
This systematic comparison provides the first review of the 
commercial IMU systems, The IMU may be good for a 

game or animation application, but for a pathologic gait 
analysis, the markers-video system is preferred. 

Figure 1: A Denso Robot was used to generate a figure 8 
motion pattern in three different speeds 

Figure 2: The Specification of each tested sensor 

Figure 2: The Root mean square error (accuracy) and 
standard deviation in 10 repeated movement (repeatability) 
at speed 1 test 
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INTRODUCTION  
The physical activity performance of adolescence with 
intellectual disabilities (ID) is frequently ignored. 
Development of movement registration and training devices 
for use in special education settings are relatively 
overlooked. Different from the regular population, 
movement performance of this group is relatively unstable 
and is highly variable [1]. In order to get a complete picture 
of their sport performance, simple measurement of 
movement time and distance provides insufficient detail. 
Our research team has developed and validated a special-
designed smart soccer ball based on the movement data of 
these adolescence. The embedded algorithm is able to 
register and analyze the movement data, including the 
reaction time, movement time, and distance travelled of the 
soccer ball during soccer dribbling. The purpose of this 
present study was to collect the above-mentioned movement 
data of the adolescence with ID during soccer dribbling and 
compared them with those of the typically-developed (TD).  
METHODS 
The smart soccer ball contained a 3-axis accelerometer, a 
gyroscope, and a magnetometer. With these sensors and a 
special-designed algorithm, it was able to measure the time 
and the distance variables of the movement of the soccer 
ball, including the reaction time of the participant, the total 
time and the total distance of the soccer ball motion. This 
way it can register the motor performance of the adolescents 
with ID and the TD. The experiment was performed in a 
special school and a regular school in northern Taiwan. A 
total of 59 participants aged 15 to 21 years participated in 
the experiment. Among them, 29 TD students (aged 
16.7±1.1years) were recruited from the mainstream senior 
high school, and 30 students (aged17.6±0.6years) with ID 
were recruited from the special school. These adolescents 
with ID were able to follow simple commands and walk 
without support, and had no serious heart or lung conditions. 
The test was supervised by a physical therapist and an 
assistant to ensure the safety of the children. Informed 
consent forms were signed by the participants and their legal 
guardians. All participants underwent 2 different tests: the 
straight-line dribbling test, and the zigzag test. The 
participants waited at the start line, and they were told to 
begin dribbling along the straight line / zigzag as soon as 
they heard the beep. They were encouraged to dribble the 
soccer ball all the way to the end zone at self-selected speed. 
Each test was repeated 3 times. The reaction time, the total 
time and distance of the dribbling, the times of crossing the 
boundary (OUT) were recorded. Mean and standard 
deviation (SD) for the variables were calculated from the 3 
repetitions. For group comparison, independent t-test was 
used. The significance level was set as p = 0.05. 
RESULTS AND DISCUSSION 
The descriptive data for each test is presented in Table 1. 
The inferential statistics for the straight line test indicated a 
significant differences between groups for the total time 

(p=.000), the total distance (p = .000), and the number of 
OUTs (p = .000), but not in the reaction time (p=.158). 
Similar results were found in the zigzag test with significant 
between-group differences for  total time (p=.000), total 
distance (p = .000), and the number of OUTs (p = .000), but 
not in the reaction time (p=.073). These findings indicated 
that adolescents with ID took more time and distance from 
start to finish, and they also went out of the boundary more 
than the TDs. 
Table 1. Performance variables during dribbling 

Straight line  Zigzag

Group Mean+SD  F  Mean+SD p

Total 
distance 
(cm) 

TD  1243.1+80.6  42.1 
*** 

1713.8+156.
1 

21.0
*** 

ID 1427.7+134.8  1997.0+295.8

Total time 
(s) 

TD 9.1+2.1  28.7 
*** 

17.5+4.4 44.2
*** ID 14.6+5.3  30.6+10.7

Reaction 
time 
(s) 

TD 1.1+0.1 
2.1 

1.0+0.1
3.4 

ID  1.3+0.7  1.5+1.4 

Out of 
bounds 
(number) 

TD 0.0+0.1 
20.5 
*** 

0.3+0.5
28.7
*** ID  0.2+0.3  1.3+0.9 

Cone miss 
(number) 

TD ‐
‐ 

0.1+0.3
4.8* 

ID ‐ 0.4+0.7

Number 
of trials 

TD 3.0+0.2  8.7 
** 

3.3+0.5
4.1* 

ID 3.5+0.8  3.7+1.0

CONCLUSIONS 
The present study indicated that the motor performance of 
the ID in soccer dribbling was significantly poorer than their 
typically developed peers. With this soccer ball assistive 
device, one can collect and analyze movement data of these 
children, and design an ID-specific algorithm, sensor 
module, and application for use in movement evaluation and 
training for children with ID. In cooperation with the 
disabled community and special schools, the research team 
is going to promote the use of this smart assistive device, 
and to continue collecting and expanding the movement 
database in the cloud platform. These data can be retrieved 
for movement evaluation, exercise program design and 
modification, and also serve as references for future device 
design and policy modification. 
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INTRODUCTION  
The shoe plays an important role in the mechanics of human 
walking. Since the shoe is the only end-effector in the 
human walking apparatus that interacts with the ground, it 
has many essential functions such as shock absorption, 
weight-bearing stability, and push-off [1]. Previous studies 
have found that changing shoe design can significantly alter 
the plantar pressure in specific regions of the foot[2]. 
However, there have been almost no studies which deal with 
the dynamic contribution of the heel, which are connected 
with elastic and viscous components of acting force on the 
spring shoe, to the body propulsion and support based on 
ground reaction forces(GRFs) and accelerations(ACC). The 
purpose of this study was to determine the effect of the new 
spring shoe using a custom-made unit of acceleration 
sensors and force plates. 

METHODS 
Twelve healthy male volunteers (age: 26.2 ± 2.6 years; 
height: 172.8 ± 4.7 cm; weight: 71.9 ± 6.5 kg) with no 
musculoskeletal diseases participated in this study. The 
subjects were informed about the purpose of the study and 
the experimental protocol. Two footwear conditions were 
used in this study: a general walking shoe(no spring) and a 
new design(spring inserted) for a walking shoe. Three 
different stiffness were also applied to the spring module: 
high, middle, and low. A 3-axis acceleration sensor (LIS311 
(STMicroelectronics, USA) and two force platforms (AMTI, 
USA) were used to measure the kinetic transition from 
breaking to propulsive phase with the functional shoe during 
walking at a sampling rate of 1kHz. An ACC sensor was 
positioned at the heel. x denotes anterior-posterior (AP) 
direction, y medial-lateral (ML) and z superior-inferior (SI). 
Statistical analyses were performed using IBM SPSS 
Statistics (SPSS INC., Version 19, IBM, USA), and the 
significance level was set by p <0.05. 

RESULTS AND DISCUSSION 
Significant differences in accelerations of heel transient(at 
the impact after heel-strike) for AP & SI directions were 
found. Overall, the heel transient value of the spring module 
was small. The recovery right after the impact in the 
acceleration curve appeared to be more gentle in the spring-
module functional shoe with the small stiffness than the 
general one, particularly in SI. Vertical ground reaction 
forces of the general and functional shoes showed that the 
impact in the braking phase was significantly different. 
Interestingly, loading response and mid-stance were 
significantly elongated in the functional shoe than the 
general shoe. 

CONCLUSIONS 
The impact characteristic of a spring-module functional shoe 
was determined in this study. An acceleration and GRFs 
were significantly different for AP & SI directions. In 
functional shoes, the peak value in acceleration and the 
recovery rate was small showed the gentle slope. Therefore, 
it was concluded that the shock absorption in the heel of the 
spring-module shoe in the present study was better than that 
of the general shoe. 
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Table 1. Acceleration and Ground Reaction Force
Variable Value Variable Value

A
C

C
 

A
P

 

Heel 
Transient 

(g) 

General shoe 2.309 ± 0.282 

G
R

F
 

A
P

 

Breaking 
Phase 

(%, body 
weight) 

General shoe -18.038 ± 0.408 
High spring 3.031 ± 0.147* High spring -20.494 ± 0.828* 

Middle spring 3.175 ± 0.081* Middle spring -20.588 ± 0.561* 

Low spring 2.534 ± 0.597* Low spring -21.222 ± 2.076* 

Recovery 
Rate 

General shoe -0.101 ± 0.011 

S
I 

Breaking 
Phase 

(%, body 
weight) 

General shoe 123.66 ± 2.72 

High spring -0.091 ± 0.002 High spring 127.09 ± 1.40 

Middle spring -0.088 ± 0.002 Middle spring 126.14 ± 2.86 

Low spring -0.059 ± 0.003* Low spring 124.74 ± 1.88 

S
I 

Heel 
Transient 

(g) 

General shoe 3.288 ± 0.062 
Mid-stance 

Cycle 
(%) 

General shoe 28.41 ± 1.41 

High spring 3.030 ± 0.012* High spring 28.83 ± 1.40* 

Middle spring 2.341 ± 0.024* Middle spring 29.33 ± 0.68* 

Low spring 2.282 ± 0.019* Low spring 29.63 ± 0.85* 

Recovery 
Rate

General shoe -0.159 ± 0.032 

A
C

C
 

S
V

M
 

Recovery 
Rate 

General shoe -0.019 ± 0.002 

High spring -0.104 ± 0.012* High spring -0.013 ± 0.001* 

Middle spring -0.101 ± 0.009* Middle spring -0.012 ± 0.001* 

Low spring -0.095 ± 0.007* Low spring -0.011 ± 0.001* 
* Denotes significance at p<0.05   . 
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INTRODUCTION  
When walking on a flat terrain, humans exchange potential 
and kinetic energy with an efficiency of up to 70% by using 
the so-called inverted pendulum mechanism which is a 
result of our relatively stiff-legged gait (compared to other 
primates). Is this highly efficient mechanism preserved on 
complex substrates? Answering this question is relevant 
from an ultimate perspective (humans evolved on complex 
terrains) and from a proximate perspective - how efficient 
are we “in the real world”? We hypothesise that walking on 
a complex terrain involves changes in gait leading to a more 
variable and overall smaller pendular exchange.  

METHODS 
Ten healthy subjects (5/5 male/female, age 27±7 years, 
height 1.76±0.12 m, mass 67±9 kg) walked at preferred 
speed over two 14.4 m long walkways: one smooth and one 
complex with vertical variation up to 27 mm. Subjects were 
marked using a 67-marker set consisting of anatomical and 
tracking markers. Kinematics were recorded using a 12 IR-
camera system (Qualisys, Oqus-7, 200fps) and analysed in 
Visual3D 6.0 and MatLab 2016b (Figure 1). Two footwear 
conditions were tested: the subjects’ own walking boots and 
a standard minimal shoe (Vivobarefoot “The One”). Five 
trials were analysed per condition (total 200 trials). 

Figure 1: A, smooth and B, rough substrate. Width of the 
substrates is 0.61 m. C, biomechanical model used. 

For every trial, we calculated basic spatiotemporal gait 
parameters (including step width), potential and kinetic 
energy of the Centre of Mass, CoM (Figure 2), pendular 
energy Recovery and Congruity [1,3]. 

Figure 2: Example plots for potential, kinetic, and total 
energy of the CoM for four consecutive strides in a trial with 
minimal footwear on the rough substrate. 

Statistics were performed in SPSS 24 using a Generalised 
Linear Model with Subject as a random factor. 

RESULTS AND DISCUSSION 
Spatiotemporal gait variables show small differences 
between conditions and subjects, but variation is higher on 
the complex substrate. In contrast, we found no significant 
differences and similar variation between conditions for 
Recovery or Congruity (Figure 3). 

Figure 3: Mean pendular recovery and congruity between 
the four conditions. Error bars indicate 95% confidence 
intervals. 

This study focused on walking on a moderately complex 
substrate with vertical variation similar to normal toe 
clearance. Extending the data set with more subjects and 
variables will allow for a more fine-grained analysis. 

CONCLUSIONS 
Based on the data from 10 subjects, we conclude that 
mechanical efficiency is preserved on a substrate of 
moderate complexity versus a smooth substrate. This 
suggests that humans have evolved to be efficient when 
moving over irregular terrain [3, 4]. 
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INTRODUCTION  
Mechanical work is often used to quantify and describe 
human movement, because it is a summary measure of 
energy generated (positive) and absorbed (negative) at the 
joint and segment levels. Therefore, work done by the limb 
constituents (hip, knee, ankle, distal foot [2]) can identify 
the overall strategy used by individuals with impairments to 
walk. Even in the case of an impairment, the net mechanical 
work of the limb is theoretically zero over the gait cycle as it 
is a cyclic task [1]. However, the strategy to maintain net 
work near zero is unclear when one constituent (e.g. ankle) 
is restricted such that work at that constituent is significantly 
decreased. We can investigate work over the entire gait 
cycle for each constituent as well as the summed constituent 
work (absolute limb work). We hypothesize that a partial 
reduction in ankle work will not affect the absolute limb 
work compared to normal walking. Furthermore, constituent 
work relative to absolute limb work can identify the work 
distribution of the limb. The objective of this study is to 
quantify the compensatory strategies used by lower limbs in 
the presence of unilateral and bilateral ankle restriction.  

METHODS 
Nine healthy subjects (34 ± 10 years, 75.6 ± 16.2 kg) were 
fitted for rigid ankle foot orthotics (AFOs) for each limb. 
Subjects walked on an instrumented split belt treadmill at 
0.8 statures/s for ten minutes while motion and force data 
were collected. The subjects walked with standard shoes 
(Shoes), with an AFO on their right limb (RiAFO), and with 
AFOs on both limbs (BiAFO). Using Visual3D software, 6 
DOF powers of each constituent (hip, knee, ankle, distal 
foot) were calculated bilaterally using methods described 
elsewhere [2,3]. Work was calculated as the integration of 
power over the gait cycle and scaled by body mass. Limb 
work was the sum of the constituent work values. Absolute 
limb work was the sum of the positive limb work and 
absolute value of the negative limb work. Relative work was 
positive or negative constituent work divided by the 
absolute limb work. Metrics were compared between 
conditions using repeated measures ANOVAs (overall 
p=0.05); all post-hoc comparisons were adjusted using 
Bonferroni corrections.  

RESULTS AND DISCUSSION 
There was no significant difference in stride length across 

conditions with individuals walking at a typical normalized 
speed. The AFO was effective in significantly reducing 
relative ankle work compared to Shoes by an average of 
32% (Table 1). Net limb work remained near zero and 
absolute limb work did not significantly differ across 
conditions except between the RiAFO and Shoes conditions 
on the right limb. Interestingly, the relative constituent work 
distribution across hip, knee, ankle, and negative distal foot 
was between 8.2% and 20.4% in Shoes, suggesting load 
sharing across constituents. However, once the ankle was 
restricted, positive and negative relative knee work 
increased compared to Shoes on the ipsilateral limb with the 
AFO. Right positive relative hip work increased in BiAFO 
(23.5 ± 2.4%) from Shoes (21.3 ± 1.5%) (p = 0.02). 
Previously, researchers reported restriction of the ankle joint 
leads to compensations at the proximal lower limb joints, 
such as increased bilateral hip power generation with 
unilateral ankle restriction [4] and increased knee work with 
bilateral ankle restriction [1]. Our results suggest with a 
32% reduction in relative ankle work, the absolute limb 
work remains constant but there is a shift from ankle to knee 
in constituent work distribution. 

CONCLUSIONS 
Overall, absolute limb work does not differ with partial 
unilateral and bilateral ankle restriction, indicating speed 
can be maintained without additional mechanical cost. Work 
by the limb is re-distributed such that the contribution of 
knee work increases with decreased ankle work. Thus, 
constituent work is balanced so absolute limb work over a 
cycle remains constant.  
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Table 1. Net, absolute (abs), positive (+), and negative (-) work (W) and relative work (RW) values (mean ± SD). A † denotes 
significant difference from the Shoes value, and a ‡ denotes significant difference from the RiAFO value.  

Left Right 
Shoes RiAFO BiAFO Shoes RiAFO BiAFO 

netWlimb (J/kg) -0.01 ± 0.06 0.00 ± 0.06 0.09 ± 0.07†‡ 0.04 ± 0.06 0.07 ± 0.09 0.11 ± 0.08† 
absWlimb (J/kg) 1.51 ± 0.23 1.52 ± 0.21 1.48 ± 0.19 1.54 ± 0.21 1.47 ± 0.22† 1.49 ± 0.20 
+RWknee (%) 12.8 ± 1.6 12.8 ± 1.7 16.0 ± 2.4†‡ 12.6 ± 2.2 15.5 ± 1.8† 16.2 ± 2.2† 
-RWknee (%) 17.9 ± 2.2 18.8 ± 2.4 20.8 ± 2.2† 17.7 ± 3.0 19.3 ± 2.5 19.5 ± 2.6† 

+RWankle (%) 14.8 ± 2.3 14.0 ± 1.7 11.1 ± 3.3† 14.9 ± 1.6 12.4 ± 1.5† 11.8 ± 2.0† 
-RWankle (%) 10.0 ± 2.1 9.9 ± 1.8 5.0 ± 1.4†‡ 10.3 ± 2.6 6.0 ± 2.1† 5.8 ± 1.4† 



P080 - EFFECTS OF ARTIFICIAL WEAR-INDUCED BILATERAL 
DEVIATION OF THORAX ON GAIT PATTERN, FOCUSED ON 

TRANSITIONS OF COM AND GRF VECTORS
1 Tatsuya Endou, 2 Naoya Nishida, 3 Tatsuya Ishizuka, 4 Yukisato Ishida, 4 Fujiyasu Kakizaki 

１KANG Rheumatology&Orthopedics clinic 
２Department of Rehabilitation, Sonoda Second Hospital 

３Ai-Tower Clinic, IMS group Itabashi Chuo Medical Center 
４Graduate School of Health Care Sciences, Bunkyo Gakuin University 

Corresponding author email: hito.ugoki01@gmail.com 

INTRODUCTION  
Gait is performed smoothly by various kinetic strategies 
such as adjustment of center of mass (COM). Thorax 
includes the upper body COM. The shape and placement of 
the thorax affects the gait. Thoracic deformation often 
accompanies with gait deficit in patients with respiration 
disorder. Here we have made special body wears to induce 
lateral thorax deviation and investigate effects of the 
bilateral thorax deviation on the lateral transitions of thorax, 
COM and ground reaction force (GRF) during stance phases 
of the gait.  

METHODS 
Subjects were healthy men (27.7 ± 2.7 years old, 172.1 ± 6.9 
cm in height and 68.0 ± 6.6 kg in body mass, n=11) without 
a history of orthopedic diseases. The tasks were the free 
walking with or without bilaterally thorax deviated 
conditions induced by putting on the leftward- or rightward-
deviation inducing artificial wears woven by strong wires 
(termed as “Left-shift” or “Right-shift”); wires-unwoven 
wear served as control. Each task was repeated 3 times and 
average value was regarded as the representative value. 
Transitions of thorax and COM during stance phases of left 
and right legs were measured using 3-D motion analysis 
system (VICON-MX, VICON) with 39 markers on the trunk 
(plug-in-gait full body model). Lateral thorax transition was 
estimated by measuring the distance of perpendicular line 
from COM to the vertical line across the xiphoid process on 
the frontal plane. GRF was measured using the force plates 
(AMTI Japan) linked to 3-D motion analysis system, and the 
left/right component (outside/inside) of GRF during the 
stance phase of each leg was estimated every 10% of each 
stance phase (a stance phase as 100% time). All obtained 
parameters were normalized by body mass. Statistics: 
multiple comparison; repeated one-way analysis of variance 
for normal distribution, or Friedman-test followed by 
Tukey-test for non-normal distribution, p<0.05 as 
significance.  

RESULTS AND DISCUSSION 
Left- or Right-shift of thorax induced by the artificial wear 
did not significantly alter the lateral transition of COM 
during either left or right stance phase. In the Left-shift, the 
lateral transition of thorax was significantly increased at the 
left stance phase, but not at the right stance phase. Left- and 
Right-shifts both, when compared with control, significantly 
reduced the GRF left/right component at 40 and 50% of the 
right stance phase, but not the left stance phase (Fig. 1).  

Figure 1: Left/right component (Outside/Inside) of GRF 
during left and right stance phases (100 % time) with Left-
shift, Right-shift and Control of the thorax induced by the 
special wears. 

Forced bilateral thorax deviation-induced reduction in 
left/right components in the right stance phase suggests that 
the right leg functions for COM to kinetically keep or retain 
its location inside the body by reducing the leftward force of 
the right leg.  

CONCLUSIONS 
The results suggest that the left stance in the gait is 
kinetically stable irrespectively with or without thorax 
transition. In contrast, the right stance phase is relatively 
instable. The characteristic difference in bilateral stance 
phases accompanied by the thoracic lateral deviation may 
provide a hint for treatments of patients having gait deficit.  
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INTRODUCTION 
The inverted pendulum model (IPM) has been proposed to 
explain, wholly or in part, the cyclical aspect and the 
energetic performances of walking in human and terrestrial 
living animals. When this model is associated with the poly-
articulated one, it can be shown that every segments of the 
human body must be considered to study this human-like-
pendulum motor behavior [1]. The oscillations of the center 
of gravity (Cg) in the sagittal plane during walking allow 
potential energy to be transferred in kinetic energy and vice 
versa on each gait cycle, which explains the mechanical 
efficiency of walking [2]. 
The aim of our study is to verify the validity of the IPM in 
the case of the locomotion of a pair of subjects carrying an 
object. 

METHODS 
One pair of healthy subjects (subject 1 (S1): 25 yr, 1.726 m 
and 76.46 kg; subject 2 (S2): 24 yr, 1.725 m and 70.34 kg) 
took part in the experiment. The weight of the box the 
subjects had to carry was 13.41 kg and its size was 
0.40x0.40x0.28 m (LxWxH).  
Thirteen infrared video cameras (Vicon©) were used to 
acquire the kinematic data of forty two markers placed on 
each subject according the anatomical landmarks of De 
Leva’s model. An additional 14 markers were placed on the 
box. The sampling frequency was set at 200 Hz. The 
subjects positioned themselves on opposite sides of the box 
that they carried by grasping a handle fixed on each side. 
They performed 3 walking trials at self-selected speed on a 
12m-long walkway. Verbal or gesture communication 
between the subjects were prohibited during the test. Four 
walking cycles per trials were defined between the first left 
heel strike of S1 and the second right heel strike of S2. 
The whole segments and body mass were considered to 
compute the centers of gravity of S1, S2, the box and the 
Poly-Articulated Collective System (PACS) that was 
formed by both subjects and the box. 
Data analysis was conducted to investigate the pendulum-
like behavior of the PACS and of the 2 subjects and the box 
separately. In each case, the relationship between the 
vertical oscillations of the Cg and time was used to 
determine the sinusoidal function from the average cycle. 
The amplitude (A = ሺ௫ି୫୧୬ሻ

ଶ
	; in	meter), the pulsation 

(ω ൌ
ଶ

்
, in	radian. secondିଵ;with	T	the	period) and the phase 

shift (߂φ ൌ τ ∗
2π

T
, in	radian; with	τ	the	time	shift	) allowed 

us to determine the function (Zሺtሻ ൌ 	A. sinሺωt  φሻ). The 
accuracy between the experimental data and the functions 
was then measured by the linear correlation (r) and the Root 
Mean Square Deviation (RMSD). 

RESULTS AND DISCUSSION 
The amplitudes (0.014m, 0.020m, 0.030m, 0.017m), the 
pulsations (11.28	݀ܽݎ. .݀ܽݎ	ଵ, 11.87ିݏ .݀ܽݎ	ଵ, 12.03ିݏ  ,ଵିݏ
.݀ܽݎ	11.61 - ,ଵ) and the phase shifts (-1.52 rad, -1.60 radିݏ

1.56 rad, -1.56 rad) were computed from the vertical 
oscillations of the Cg of S1, S2, box and PACS, respectively 
(Figure 1). 

Figure 1: Vertical displacement of the center of gravity of 
the subject 1 (red), the subject 2 (yellow), the box carried 
(purple) and the PACS (blue) along with the reconstructed 
model at 5 times along the cycle. 

The correlation coefficient (all with a P<0.05) and RMSD 
[r,  RMSD] computed from the equation and experimental 
data were [0.9635, 0.0027] for S1; [0.9789, 0.0034] for S2; 
[0.7123, 0.0158] for the box and [0.9761, 0.0028] for the 
PACS. 
We observed a high variation of the amplitude of the box 
movement along the cycles. The other amplitudes were 
more stable while a phase shift between the subjects and the 
box was observed. These results show that the subjects are 
not coordinated as a mirror movement but for an overall 
result. 

CONCLUSION 
The trajectory of the center of gravity of the PACS is a 
sinusoidal and periodic signal showing that the coordination 
between the two subjects leads to a pendulum-like trajectory 
of the Cg of the whole system. This demonstrates the 
capacity of collaborative behavior to generate an efficient 
strategy at the level of the whole despite the disturbances of 
the optimum at the individual level. 
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INTRODUCTION  
Magnetic and inertial measurements unit (MIMUs), due to 
their limited weight and size represent a recent solution for 
motion analysis. [1]. In overweight/obese subjects [2], the 
changes in gait biomechanics, combined with increased joints 
load, are considered responsible for the development of 
musculoskeletal pathologies, and particularly knee 
osteoarthritis. A normal weight subject (NW) and an 
overwheight (OW) subject were tested during 6 gait trials 
using H-Gait, a MIMUs based system. The aim was to 
evaluate the test-retest reliability of the system for joint center 
trajectory, in the transverse plane, for both knee and ankle. 
Secondly, to assess differences between the trajectories 
obtained in the two cases. 

METHODS 
One NW and one OW young male subjects (BMI 21.2 and 
30.4 kg/m2 respectively), were involved in this pilot study. H-
Gait system was used to acquire gait signals. H-Gait consists 
of 7 MIMUs (TSDN121, ATR Promotions, Japan) [3]. The 
sensor units were fixed to the subject as described in [4]. 
Anatomical and static calibration were performed to obtain 
transformation matrixes between the sensor local reference 
systems and the global reference system. The subject was 
requested to walk along a 14 m straight path, at self-selected 
speed. Gait analysis data were evaluated in all the three 
planes. The joint center trajectory in the transverse plane was 
calculated for both knees and ankles. Then, the 
approximation line [5] of each mean trajectory was estimated. 
Finally, knee (θk) and ankle (θa) angles between the left and 
right approximation lines were calculated. A total of 53 gait 
cycles for the NW and 54 for the OW. 
In addition, conventional gait spatio-temporal parameters 
(speed, cadence and step length), were also assessed. 

RESULTS AND DISCUSSION 
Figure 1 shows the knee and ankle joint center trajectories, in 
the transverse plane. The medial part of the trajectories 
corresponds to the stance phase, while the lateral part to the 
swing phase. The approximation lines are also reported. 
We found that the standard deviations across the 6 trials, for 
the knee and ankle angles, were small, for both subjects, and 
in any case compatible with clinical gait analysis.  
We found that the knee angle θk is definitely higher in the OW 
(36.5°±1.8°) with respect to the NW (12.2°±1.0°). For what 
concerns the ankle angle θa values are comparable: 8.5±0.7° 
for NW and 10.1±0.9° for OW. The area of the knee and ankle 
joint center trajectories for the OW are greater with respect 
the NW, especially at the middle of stance and swing phase. 
These differences joints kinematics could be explained by a 
higher thigh volume that probably forces OW to establish a 
different gait biomechanics. Concerning the spatio-temporal 
parameters, the self-selected 

Figure 1: Knee and ankle joint center trajectories for the NW 
and OW subjects. Approximation lines of the trajectories are 
drawn in black.  

velocities where comparable (NW=0.97±.01 m/s 
OW=1.03±0.01 m/s). This allows a comparison of the 
kinematic patterns of the two subjects, not biased by a 
different walking speed. According to literature, a shorter 
step length was found for the OW (50.2±2.1 cm) compared to 
the NW (55.1±8.0 cm). Consequently a higher cadence 
55.1±0.3 cycles/min in OW with respect 46.9±0.7 cycles/min 
in NW was assessed. 

CONCLUSIONS 
Joint center trajectory in the transversal plane obtained with 
H-Gait system showed small standard deviation, also in OW, 
for which it is usually challenging to obtain reliable gait 
measurements. In addition, the higher knee angle between the 
left and right joint center trajectories in the OW compared to 
the NW suggests a difference in gait biomechanics, which 
could be due to larger tight volume and/or different load 
distribution in weight-bearing joints.  
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INTRODUCTION  
Muscle–tendon units about the ankle joint generate a burst 
of positive power during the step-to-step transition in human 
walking, termed ankle push-off. However, the functional 
role of this push-off has been debated for decades, without 
scientific consensus. One school of thought has emphasized 
that this push-off power primarily contributes to accelerating 
the swing leg, while another school of thought has empha-
sized the effect on accelerating the body’s center-of-mass 
(COM). There is reasonable empirical evidence to support 
each perspective, yet these descriptions appear prima facie 
to be in contradiction. The purpose of this work was to unify 
these seemingly polarized perspectives, and to show that 
these two possibilities are not mutually exclusive. We 
demonstrate that both descriptions are valid, and that the 
principal means by which ankle push-off affects COM me-
chanics is by a localized action that increases the speed and 
kinetic energy of the push-off limb. This abstract summariz-
es findings from our recent JEB Commentary [1]. 

METHODS 
We reanalyzed level-ground walking data from [2], and 
computed several energy change and work estimates. First, 
we partitioned Total (whole-body) mechanical energy 
change into (a) energy changes due to the motion of the 
body’s COM (using individual limbs method), plus (b) en-
ergy changes due to motion relative to the body’s COM, 
which we termed Peripheral energy change. Second, we 
used an alternative way to partition Total mechanical energy 
change, into contributions from individual body segments 
and segment groups. For simplicity, we identified three 
segment groups: (a) push-off limb (trailing limb thigh, 
shank, and foot), (b) leading limb and (c) head-arms-trunk. 
Third, we computed how much of the push-off limb seg-
mental energy change also appears as COM energy change 
during the push-off phase of gait. 

RESULTS AND DISCUSSION 
We found that under normal walking conditions (1.4 m/s), 
the vast majority (>85%) of push-off limb energy change 
contributes directly to COM energy change during push-off 
(Fig. 1). This observation is consistent across gait speed: 
>80% at 0.9 m/s , and >90% at 2 m/s. Work provided by 
ankle push-off manifests principally as increased speed of 
the push-off limb. The push-off limb increases in segmental 
kinetic energy with little energy transferred to the torso 
through the hip. But because the limb is included in body 
COM computations, this localized segmental acceleration 
also accelerates the COM, and most of the segmental energy 
change also appears as COM energy change. Thus, ankle 
push-off primarily contributes to accelerating both the swing 
leg and the COM during human walking. It is, in fact, the 
same energy change in both the push-off limb and the COM, 
with only a small part of limb energy being purely Peripher-

al (non-COM). Thus, interpretation of ankle mechanics 
should abandon an either-or contrast of leg swing vs. COM 
acceleration. Instead, ankle function should be interpreted in 
light of both mutually consistent effects. This unified per-
spective informs our fundamental understanding of the role 
of ankle push-off, and has implications for the design of 
clinical interventions (e.g. prostheses, orthoses) that restore 
function to individuals with disabilities. 

Fig 1. Estimates 
of the rate of en-
ergy change (Ė) 
and power (work 
rate) for an indi-
vidual limb dur-
ing human walk-
ing. (A) Ankle 
power (red line) 
overlaid on Total 
Ė (gray line, due 
to motion of and 
about the COM). 
(B) The majority 
of Total Ė during 
Push-off (gray 
box) is attributa-
ble to COM Ė 
(blue line), and 
smaller contribu-
tions are from 
Peripheral Ė (due 
to segmental mo-
tion relative to the 
COM, dashed 
cyan line). (C) 

The majority of Total Ė during Push-off is also attributable 
to segmental Ė from the push-off limb (green line). (D) The 
contribution of limb segmental Ė (green) to overall COM Ė 
(solid blue) is shown here in dashed blue. During Push-off, 
the majority of the limb Ė goes into this contribution 
(dashed blue), which in turn accounts for the majority of 
COM Ė. Data depicted are inter-subject means at 1.4 m/s 
(N=9, [1,2]). 

CONCLUSIONS 
The debate whether push-off from ankles  
powers leg swing or COM rankles.  
    But a unified view 
    indicates both are true:  
two effects inextricably tangled. 

REFERENCES 
1. Zelik & Adamczyk, J Expt Biol, 2016.
2. Zelik, Takahashi & Sawicki, J Expt Biol, 2015



P084 - BIOMECHANICAL ANALYSIS IN PATIENTS  WITH LUMBAR SPONDYLOSIS DURING 
FUNCTIONAL ACTIVITIES  

1,2 Ting-Chun Huang, 2Tung-Wu Lu 
1 National Taiwan University Hospital Chu-Tung branch 

2 Institute of Biomedical Engineering College of Medicine and College of Engineering National Taiwan University 
Corresponding author email: twlu@ntu.edu.tw 

INTRODUCTION  
Lumbar Spondylosis is a major health issue in developed 
country.  It affects otherwise healthy individual from a 
productive life qualities, mainly because functional activities 
were limited.  Activities such as balance, level walking, 
crossing obstacles [1], and sit-to-stand are essential but are 
underperformed by lumbar spondylotic patients.  
The effect of decompressive surgery [2] has been proved to 
improved patient’s life qualities clinically. However, there 
has not been qualitative biomechanical research on the 
effect of  decompressive surgery on spondylotic patients. 

METHODS 
This was a prospective case control study approved by the 
Institutional Research Board. 20 patients were recruited 
from the PI’s clinic. 10 patients were treated by 
decompression Surgery (lumbar spondylotic group). 10 age-
matched healthy adults were also recruited to serve as 
controls (Control Group).  The inclusion criteria were: (a) 
Spondylosis on AP and lateral plain film, (b) no previous 
spine surgery, (c) ability to cross obstacles without 
assistance, and (d) no excessive pain affecting their gait.   

Each participants walk at self-selected pace and cross a 
height-adjustable obstacles. Motion capture system of 41 
infrared retroreflective markers was used to record the 
motion.  The subjects were allowed to familiarize 
themselves with the walkway before data collection.  Before 
the test, EMG of the maximal voluntary contraction of the 
muscles will be obtained using manual muscle testing 
(MMT).  Test conditions included level walking, crossing 
obstacles of three different heights (10, 20 and 30% of leg 
length) and sit to stand.  A cardanic rotation sequence (Z-X-
Y) was used to describe the rotational movements of each of 
the joints of the body. With the measured ground reaction 
forces (GRF) and kinematic data, intersegmental internal 
forces and moments were calculated using inverse 
dynamics. Six successful trials, three for each leg, for each 
condition will be obtained. Angular displacements were 
normalized. Angular velocity values were normalized by the 
maximum absolute velocity. Phase plots of normalized 
angular velocities (x’) against normalized angular 
displacements (x) for each joint were then generated, and 
the phase angle (φ ) was calculated as φ =tan-1(x’/x). 

Relative phase angles (RPA) between two adjacent joints 
were then calculated by subtracting the phase angle of the 
distal joint from that of the proximal, namely φhip-knee and 
φ knee-ankle. Deviation phase (DP) was then calculated by 
averaging the standard deviations of the ensemble RPA 
curve points for the stance and swing phase for each 
obstacle height. The statistical methods were  non-
parametric Mann-Whitney U test and Wilcoxon signed 
ranks test with α＝0.05. 

RESULTS AND DISCUSSION 
As center of pressure indexes indicated, patients with 
lumbar spondylosis manifest greater index, suggesting a 
degradation of balance performance during quiet standing, 
especially in the medial-lateral direction.  During level 
walking, patients with lumbar spondylosis were unable to 
maintain normal temporal-spatial parameters with slower 
walking speed and wider step width.  The patients with 
patients in the current study retain normal swing toe-
clearance.  However, slower crossing speed and smaller 
heel-obstacle distance were noted in patients with lumbar 
spondylosis as this sign was similar to that found during 
level walking.  For the inter-joint coordination, continuous 
relative phase curves revealed that the two groups had 
relatively different inter-joint coordination patterns.  During 
the task of sit-to-stand, the hip and knee joint were relatively 
movable compared to the fixed joint part. 

CONCLUSIONS 
 In conclusion, patient group had altered postural control, 
joint biomechanics and inter-joint coordination. 

REFERENCES 

1. Chou LS, Song SM, Draganich LF. Predicting the
kinematics and kinetics of gait based on the optimum
trajectory of the swing limb. Journal of Biomechanics
1995;28:377-385

2. Peul WC, Moojen WA. Fusion Surgery for Lumbar
Spinal Stenosis., N Engl J Med. 2016 Aug
11;375(6):601.



P085 - EFFECTS OF VOLUNTARY CONTROL ON THE BODY SWAY DURING QUIET 
STANDING: MOTION ANALYSIS OF THE CENTER OF PRESSURE, CENTER OF MASS 

AND BODY SEGMENTAL CENTER OF MASS  

1 Ryosuke Imai 1Tsutomu Fukui 
1 Health Care Science, Graduate School, Bunkyo Gakuin University 

Corresponding author email: hybridrainbow0930@gmail.com  

INTRODUCTION  
This study compared parts of the body sway during quiet 
standing between relax (RC) and voluntary control (VC). The 
purpose of this study was to investigate the characteristic of 
VC by using three dimensional motion capture.  

METHODS 
Fifteen subjects stood on a force plate to measure the center 
of pressure (COP) during quiet standing. Subjects were 
captured by using 3D motion analysis system to create the 
segment models. Displacement of the center of mass (COM), 
head, thorax, pelvis and shank were measured to some 
outcome variables. Mean velocity (MV) and standard 
deviation (SD) of the amplitude, mean power frequency 
(MPF) of the displacement of each body parts were 
calculated.  

RESULTS AND DISCUSSION 
MV of the COM and each segmental COM of VC were 
significantly lower in those of RC. The SDs of amplitude of 
the thorax, COM, pelvis, shank and COP were significantly 
lower in status of the VC than those of RC. MPF of the COP 
of the VC was significantly higher than RC. Increased MPF 
of the COP may indicate higher posture adjustment frequency 
by ankle strategy during quiet standing [1]. 

CONCLUSIONS 
The characteristic of VC during quiet standing suggested 
higher posture adjustment frequency by ankle strategy. VC 
had stabilizing function of body COM and each segmental 
COM sway. 

REFERENCES 
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Figure 1: Mean velocity (MV), standard deviation (SD) of amplitude, and mean power frequency (MPF) of the head, thorax, 
center of mass (COM), pelvis, shank, and center of pressure (COP) sway in the relaxed control and voluntary control conditions 
during quiet standing. * indicated the significant difference between relaxed control and voluntary control conditions (*p<0.05, 
**p<0.01). Values are mean ± SD. 
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INTRODUCTION  
High-heeled shoes are a popular fashion item and are worn 
by many women and even young girls. Numerous studies 
have investigated the effects of heel height, but few studies 
on the lateral movement of the heel axis exist. In this study 
we investigated and analyzed the angle of inversion and 
eversion of the foot, adduction and abduction of the hip, 
joint moment inversion and eversion of the foot, joint 
moment adduction and abduction of the hip and ground 
reaction force X, in the hope of gaining a better insight into 
injuries that may be experienced when wearing high-heeled 
shoes, such as a sprained ankle. 
METHODS 
Eleven healthy female students participated in this study. 
Their mean (standard deviation) age, height, and weight 
were 19.8 (1.2) years, 158.1 (4.5) cm, and 50.6 (4.3) kg, 
respectively. Prior to measurements, the purpose and 
procedure of this study were explained in detail, and 
informed written consent was obtained from all subjects. 
The subjects wore two pairs of shoes with a different lateral 
axis: lateral 3 mm, 0 mm, medial 3 mm and medial mm 
(Figure 1). Before the measurements were taken, subjects 
were allowed to practice walking with each pair of shoes to 
achieve a comfortable gait. A VICON system was used to 
capture three-dimensional movements. The sampling 
frequency was 100 Hz. The system was equipped with 6 
infrared cameras and 4 force plates, and there were 35 
markers (plug-in gait) for each subject. VICON data were 
recorded while subjects walked, from the time of heel 
contact to the completion of the walking cycle. Data were 
recorded throughout the right stance phase of the walking 
cycle. We defined the stance phase of the walking cycle, 
ankle joint inversion, as the ‘reaction phase’. The latter 
phase, ankle joint eversion, was defined as the ‘recovery 
phase’. Statistical analyses were conducted using one-factor 
ANOVA and the Bonferroni correction test. 
RESULTS AND DISCUSSION 
No significant difference was found in relation to inversion 
and eversion of the foot and adduction and abduction of the 
hip. No significant difference was found in joint moment 
data of inversion and eversion of the foot and adduction and 
abduction of the hip. One-factor ANOVA with Bonferroni 
correction revealed a significant increase in ground reaction 
force X between lateral 3 mm and 0 mm, but not among the 
other combinations. Therefore, we speculated that a lateral 
shift in the axis of the heel contributed to hip adduction as a 
compensatory movement, resulting in an increase in the 
lateral component of ground reaction force. 

Figure 1: Shoes with a different lateral axis 

CONCLUSIONS 
There are few studies on the lateral movement of the heel 
axis. We investigated and analyzed the data of joint angles,   
joint moments and ground reaction forces. One-factor 
ANOVA with Bonferroni correction revealed a significant 
increase in ground reaction force X between lateral 3 mm 
and 0 mm. We speculate that a lateral shift in the axis of the 
heel contributes to hip adduction as a compensatory 
movement, resulting in an increase in the lateral component 
of ground reaction force. However, further research is 
necessary to investigate these findings in more detail. 
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INTRODUCTION  
Unweighting treadmill devices with lower body positive 
pressure (LBPP) technology have been recently used as a 
tool for the postoperative rehabilitation after lower limb 
injuries. The advantages of these devices can reduce impact 
forces, rates of force development and muscle activities 
during the LBPP running [3,4]. However, the effects of 
unweighting on neuromuscular system have not been fully 
investigated during human locomotion. For example, the 
tendon loading can influence the contributions of afferent 
feedback to locomotor muscle activities [1] and muscle and 
tendon behavior can be muscle and intensity specific during 
human locomotion [e.g. 2]. The question is how unweighing 
and reloading situations would influence our neural and 
mechanical systems to our human body.  
Therefore, the purpose of the present study was to examine 
the responses of muscle fascicles of synergistic 
gastrocnemius and soleus muscles and Achilles tendon as 
well as background muscle activities in a standing position 
with different unweighting and reloading conditions.  

METHODS 
Ten healthy men subjects recruited and they are in a 
standing position with different low body positive pressure 
conditions. The low body positive pressure was set from 
10% body mass (10%BM) to 80% body mass (80%BM) 
with each 10%. During the LBPP conditions, ankle and knee 
joint angles with kinematics and the vertical ground reaction 
force (Fz) with the shoe-mounted potable force plates was 
measured to calculate Achilles tendon force (ATF). 
Simultaneously, the background muscle activities with 
surface electromyogram (EMG) as well as muscle fascicle 
and Achilles tendon length of medial gastrocnemius (MG) 
with ultrasonography were measured during standing.  
Values are presented as means and standard deviations. A 
repeated one-way analysis of variance was used with a post 
hoc Tukey’s test to compare the parameters between 
conditions. Relationships between variables were 
investigated using Pearson’s product-moment correlation 
coefficient. A criterion alpha level of p < 0.05 was used to 
determine statistical significance for all data. 

RESULTS AND DISCUSSION 
The reliability test for the setting of the LBPP device was 
performed by the relationship with Fz and ATF. The 
significant linear relationship was observed between the 
setting values of the LBPP device and the changes of Fz 
(also ATF) with LBPP (r=-0.99, p<0.001). However, the 
setting values of the LBPP device was undervalued by 
5%BM relative to Fz at the standing conditions. 
The muscle fascicles of MG and soleus muscles are getting 
longer (7.5% and 8.0% at the 20%BM, respectively) and 
Achilles tendon are shorter (2.0%, at the 20%BM) with 
unweighting. The background muscle activities of MG and 
soleus muscles were decreased with unweighting. However, 

those reduction patterns with unweighting were different 
between muscles. The MG showed the rapid reduction 
during the early unweighting conditions. However, there 
were not any significant differences between in the 
following 50-20%BM conditions. In SOL, the reduction of 
EMG was significantly related to the lower body positive 
pressure conditions (Figure 1). 
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Figure 1: The relationship between the background EMG 
reduction and muscle fascicle lengthening of medial 
gastrocnemius and soleus muscles. 
In the initial 90%BM condition, MG muscles were 
modulated dominantly. In the following 80-60%BM 
conditions, MG and SOL muscles were regulated differently 
to each condition. Further 50%BM conditions, the MG 
lengthening was occurred without the EMG reduction due to 
the increased dorsiflexion with the TA muscle activation.   

CONCLUSIONS 
These results clearly showed the muscle specific to 
unweighting responses in a standing condition. This muscle 
specificity to LBPP cannot be explain by the modulation of 
Ib afferent activities to changes of Achilles tendon forces 
and points out the need for future detailed investigation 
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INTRODUCTION  
Recent advances in technology have prompted the use of 
robotic devices to assist walking, and the developments in 
microprocessor technologies have attempted to optimize the 
walking change [1]. From the viewpoint of the control 
system of assistive walking devices, the walking intention 
provides a real-time reference trajectory for the motion 
controller [2]. Therefore, it is important to study the walking 
intention to identify gait characteristics based on kinematic 
data to cope with the walking change such as stair-climbing. 
Stairs are frequently encountered obstacles in daily life and 
studying the kinematics of lower limbs during stair-climbing 
has shown to be useful to understand the walking intention 
and the gait rehabilitation [3]. The objective of this study 
was to measure the walking intention using the inertial 
measurement unit (IMU) and to identify stair-climbing in 
advance before foot contact on the first stair. 

METHODS 
Twenty healthy volunteers (age: 24.8 ± 2.3years; height: 
171.56 ± 2.96cm; weight: 67.66 ± 7.3kg) participated in the 
walking experiment. Before starting the experiment, 
subjects took sufficient time to get used to the experimental 
procedure. According to the national construction standards, 
the 3-floor stairs were made with a height of 18cm and a 
width of 30cm. The last stair was made with a width of 
50cm for the subject’s safety. Two IMUs were attached to 
the right thigh and the right tibia of the subject and the x, y, 
and z axes were directed to the anterior-posterior (AP), 
superior-inferior (SI), and medial-lateral (ML) directions, 
respectively. The acceleration data were collected at 100Hz 
and analyzed by using Matlab. The 3D motion analysis 
system (VICON Motion System, UK) was also used to 
measure the timing of the gait event with a sampling 
frequency of 200Hz. For each subject, the walking from the 
level to the stair was performed five times respectively. The 
level walking (LW) was performed from the initial contact 
(IC) of the right leg to the next contact of the right leg on the 
ground and the stair-up walking (SW) was performed from 
IC of the right leg on the ground to the next contact of the 
right leg on the first stair. Student’s t-test was conducted for 
the statistical analysis on the peak acceleration in each 
direction under the LW and SW to compare gait 
characteristics with p < 0.05. 

RESULTS AND DISCUSSION 
The peak acceleration in each direction was observed 
between 50% and 70% of the gait cycle. No significant 
differences were found between LW and SW conditions in 
both the peak AP acceleration and the peak ML acceleration 
in the thigh. However, the peak SI acceleration in the thigh 
was significantly larger in SW than that in LW for all 
subjects during the initial swing phase. No significant 
differences were also found between LW and SW conditions 

in both the peak AP acceleration and the peak ML 
acceleration in the tibia. However, the peak SI acceleration 
in the tibia was significantly larger in SW than that in LW 
for all subjects during the preswing phase (Table 1). The 
peak SI acceleration was observed earlier in the tibia than in 
the thigh, and the vertical acceleration in SW was 
significantly larger than that in LW. 

Table 1. Peak accelerations for LW and SW conditions 

condition
peak

acceleration(g) 
time(%) p-value

Thigh

AP
LW 0.99 ± 0.26 56.56 ± 1.26

0.1932 
SW 1.11 ± 0.15 55.08 ± 3.29

SI 
LW -2.03 ± 0.27 65.28 ± 1.62

0.0065*
SW -2.54 ± 0.25 63.20 ± 3.96

ML
LW 0.14 ± 0.16 58.75 ± 2.19

0.1476 
SW 0.24 ± 0.08 57.50 ± 4.57

Tibia

AP
LW 0.89 ± 0.37 59.75 ± 2.64

0.1793 
SW 1.09 ± 0.17 58.30 ± 4.43

SI 
LW -2.11 ± 0.29 56.92 ± 0.94

0.0190*
SW -2.61 ± 0.34 55.80 ± 2.60

ML
LW -0.64 ± 0.04 66.60 ± 1.19

0.0555 
SW -0.84 ± 0.24 64.04 ± 3.33

( * : p < 0.05 ) 

CONCLUSIONS 
We analyzed gait characteristics to identify the transition 
from the level walking to the stair-up walking by using IMU. 
For all subjects, peak SI accelerations in both the right thigh 
and the right tibia were larger in SW than in LW. In addition, 
they were observed just before toe-off or very early in swing 
before contacting the first stair. The present experimental 
results would be used as an indicator to identify stair-
climbing in advance before climbing the first stair.  

ACKNOWLEDGEMENTS 
This research was supported by The Leading Human 
Resource Training Program of Regional Neo Industry 
through the National Research Foundation of Korea(NRF) 
funded by the Ministry of Science, ICT and Future Planning 
(No.2016H1D5A1909760). 

REFERENCES 
1. Aldridge Whitehead JM, et al., Clinical orthopaedics

and related research, 472:3093-3101, 2014.
2. Wakita K, et al., IEEE/ASME transactions on

mechatronics, 18:285-296, 2013.
3. Costigan PA, et al., Gait & posture, 16:31-37, 2002.



P089 - GAIT ANALYSIS IN TRANSFEMORAL AMPUTEES DURING SLOPE AND UNEVEN SURFACE WALKING 

1 Bora Jeong, Chang-Yong Ko, Yoonhee Chang, Jeicheong Ryu and Gyoosuk Kim 
1 Korea Orthopedics and Rehabilitation Engineering Center, Incheon, Korea   

Corresponding author email: jeongbora77@gmail.com 

INTRODUCTION  
Human walking plays important role in daily activities, and 
has been studied widely in normal subjects during level 
walking. However, since our surroundings are not always 
same level, it is important to be able to various types of 
surface [1]. Unlike normal subjects, trans-femoral amputees 
(TF) may have experience functional limitations when 
walking in slope and uneven surface. There are asymmetry 
between prosthetic limb and non-affected limb during 
walking, which may cause loss of balance. Consequently, 
TF need adjustment strategies during slope and uneven 
surface walking. Nevertheless, to date, walking in lower 
limb amputees during slope and uneven surface has not been 
studied variously. The purpose of this study was to 
determine the gait characteristic of TF during slope and 
uneven surface walking and finally, determine the 
adjustment strategy in TF during slope and uneven surface 
walking. 

METHODS 
Three trans-femoral amputees (all males, age: 51 ± 13yrs, 
height: 176.9 ± 1.4cm, and weight: 80.8 ± 11.7kg) 
participated in this study. Before the gait analysis, the helen-
hayes full body marker set was applied to the subject. Static 
trial was performed with 29 markers, and then 4-medial 
markers were removed before dynamic trials. Throughout 
experiment, all subjects wore their won habitual shoes. All 
subjects were asked to walk at a self-selected velocity on 
level, slope and uneven surface. Walking surface order was 
randomized for each person. The procedure was: 

1) Level walking: Walk at self-selected velocity on a 10m
walkway 
2) Slope walking: Walk at self-selected velocity on 6m slope
of 7° (up and down) 
3) Simulated uneven surface: Walk at self-selected velocity
on bumpy mat. 

During walking, a three-dimensional motion capture system 
(Eagle4, Motion Analysis, USA) with 11-infrared cameras 
was used to record marker trajectories at a sampling rate of 
120Hz. 

RESULTS AND DISCUSSION 
During upslope walking, gait velocity was decreased 
compared to level walking in both non-affected limb and 
prosthetic limb. The hip flexion angle was increased during 
initial contact in prosthetic limb. The knee flexion angle at 
terminal swing phase was reduced in prosthetic limb. The 
hip extension angle at initial contact was decreased in non-
affected limb. However, the knee flexion angle at toe-off 
was increased in non-affected limb. 

During downslope walking, the hip joint angle showed 
reduced progressively extension compare with level walking 
in prosthetic limb. Furthermore, maximum flexion angle 

was founded slightly early mid swing phase in prosthetic 
limb. The knee flexion angle reduced in non-affected limb 
during stance phase. And maximum knee flexion angle 
during swing phase in prosthetic limb was remarkably 
reduced.  

During simulated uneven surface walking (bumpy mat), the 
gait velocity was reduced in both non-affected limb and 
prosthetic limb. Since the uneven surface was irregular and 
different with general indoor environment, the TF felt 
functional limitations to walk. 

Since TF were not able to control prosthetic knee flexion or 
extension during slope and uneven surface walking, gait 
velocity was remarkably decreased. It might be an 
adjustment strategy to minimize their unbalanced and 
asymmetry. Furthermore, TF are required other adjustment 
strategy to adapt slope and uneven surface. For example, hip 
joint on prosthetic limb at initial contact was increased in 
upslope walking while hip extension angle at initial contact 
was decreased in non-affected limb. It provides safe foot 
clearance and foot positioning in upslope walking.  

Table 1: Walking velocity on each surface. 
TF 

(non-affected limb) 
TF 

(prosthetic limb) 

Mean ± SD Mean ± SD 

Level 123.1 ± 18.5 123.1 ± 19.2 

Upslope 101.3 ± 20.8 100.3 ± 18.3 

Downslope 90.4 ± 30 92.7 ± 31.5 

Bumpy 56.9 ± 20.9 57.5 ± 16.3 

CONCLUSIONS 
In this study, we determined gait characteristics of TF 
during level, slope, and uneven surface walking. The results 
show that several adjustment strategies during multiple 
surface walking. Due to the small number of sample, 
couldn’t determine the influence of the diverse prosthetic 
devices. Despite of this limitation, our results could be 
useful information in prosthetic design and lower limb 
amputee’s rehabilitation training. 
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INTRODUCTION 
Hemiplegia is one of the most common impairments after 
stroke, and gait recovery is a major objective in the 
rehabilitation program. To restore walking ability of stroke 
patients in gait rehabilitation, it is anticipated that load applied 
to the paretic leg should be increased so that the contralateral 
unaffected leg can be lifted from the floor to move forward. 
However, no studies have actually investigated whether 
restoration of gait function is associated with weight-bearing 
ability of the paretic leg [1]. In the present study, we 
longitudinally investigated the possible relationship between 
gait performance and the lateral weight-shifting ability in 
hemiplegic stroke inpatients towards development of better 
rehabilitative interventions. 

METHODS 
Six male rehabilitation inpatients with stroke (mean age: 60 
years; range: 44-75 years) participated in the present study. 
Four patients had left hemiplegia, whereas remaining two 
patients had right hemiplegia. Measurements started from 
74.7 days in average after stroke onset, ranged from 39 to 107 
days. Participants were included in the experiment if they 
could (1) stand independently for 30 seconds without a 
mobility aid and (2) walk 10 m without physical assistance. 
However, those who had (1) lower limb orthopedic surgeries; 
(2) history of other neurological conditions that would 
influence gait; (3) bilateral strokes of bilateral sensorimotor 
impairment; (4) severe forms of aphasia or other cognitive 
problems that could hinder communication or operation; (5) 
severe affective or psychiatric impairments; and (6) 
visuospatial neglect, were excluded. All patients received 
between 40 and 60 minutes of physical therapy and 
occupational therapy per day. All patients had moderate 
hemiplegia because of the first episode of stroke (Brunnstrom 
Recovery Stage: IV-V). All participants gave their written 
informed consent before study entry. This study was 
approved by the Ethics Committee of the School of Nursing 
and Rehabilitation Sciences, Showa University, and Nakaizu 
Rehabilitation Center. 

Walking gait was measured longitudinally every month using 
an array of six force plates (AMTI, Advanced Mechanical 
Technology, Inc., USA) set in a wooden walkway and an 
eight-camera motion capture system (Vicon Motion Systems 
Ltd., UK). Participants were asked to walk at self-selected 
speed and permitted to use walking aids (e.g. T-cane) and 
customary braces (e.g. angle-foot orthosis). Gait speed 
(horizontal speed of the center of body mass), duty factor 
(stance period of the paretic leg as a percentage of stride 
duration) and trajectory of the center of pressure (COP) were 
quantified. At least 10 walking cycles were measured and 
analyzed for each subject and experiment.  

The ability to shift the body weight to the paretic leg during 
quiet standing, i.e., lateral weight-shifting ability, was also 
quantified using two force plates. Each foot was placed on 
separate force plates, so that the change in the ground reaction 
force and the COP of each foot were measured. The 
participants were asked to apply a load on the paretic leg as 
much as possible and the maximum vertical ground reaction 
force on the paretic leg was measured. The measurements 
were repeated five times and the mean value was taken. The 
value was normalized by body weight for comparisons. 
Furthermore, the lateral displacement of the COP toward the 
paretic side was calculated.  

RESULTS AND DISCUSSION 
Gait speed significantly increased in five out of six 
participants with an increase in post onset duration. Duty 
factor decreased in all participants toward 0.6, the value 
similar to that of normal walking gait in healthy subjects. The 
normalized maximum load applied to the paretic leg 
significantly increased in four out of six participants. 
Combining all six participants, the gait speed was found to be 
significantly correlated with the maximum load on the paretic 
leg (p < 0.05). These results indicate that the walking ability 
was associated with the lateral weight-shifting ability.  

Figure 1: Relationship between gait speed and the maximum 
load on the paretic leg. A-F indicates each of six participants. 

CONCLUSIONS 
Improvement of the gait performance is linked to the weight-
shifting ability on the paretic leg. Improvement of lateral 
balance is important for restoration of gait ability in 
hemiplegic patients. 
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INTRODUCTION  
Biomechanics is the application of Newtonian mechanics to 
the study of the neuromuscular skeletal system. Human gait 
is a complex process to adjust the balance of energy using 
the motion of body segment. In order to move the body from 
one point to another, both legs alternately move in stance 
and swing phase. The flexion momentum of locomotion 
changes at each joint, and the equilibrium of the body takes 
place alternately via loss and recovery [1]. This paper 
proposes a gait stability evaluation technique based on the 
linear inverted pendulum model and moving support foot 
ZMP. With this, gait improvement can be made for the 
walking.   

METHODS 
 In this study, a biped is modeled as a 3D inverted pendulum 
of which the body mass concentrates on the point C (the 
CoG), as shown in Figure 1. OXYZ is the global coordinate 
system, where X and Y axes are the anterior-posterior and 
midial-lateral directions respectively. XZ and YZ planes 
refer to the sagittal and frontal planes respectively; and 
OXYZ is the local coordinate system fixed to the center of 
the support polygon. 

Figure 1:  3D inverted pendulum model 

RESULTS AND DISCUSSION 
The CoG trajectory of the normal gait is shown in Figure 2. 
During the double limb support period, CoG is located at the 
midpoint between the two supporting feet. At right heel 
contact, the CoG is first shifted from the point A to B. Here 
the distances between the point A and the point B in X and 
Y direction are ti and xi respectively. From the point A the 
left leg steps forward while the right leg supports the body, 
and CoG moves forward along the curve AB. When the left 
leg lands off the floor, CoG moves to the point B. When the 
ground reaction force is acting to the vertical direction, CoG 
reaches to the point C. As the body moves forward, the CoG 
moves to the point D, where the opposite heel contact is 
made. When the right toe is off the floor, CoG reaches to 
point E. During the stance period of the left limb, CoG 
follows the mirror trajectory of the stance period of the right 
limb. The ZMP is located within the support polygon during 
the single limb support period. ZMP(sagital plane) change 
pattern of  normal gait is shown Figure 3, and ZMP(frontal 
plane) change pattern of  normal gait is shown Figure 4. 

Figure 2: Trajectories of COG and ZMP in walking 

Figure 3: Sagittal plane ZMP trajectory on the sagittal plane  

Figure 4: Frontal ZMP trajectory on the frontal   

CONCLUSIONS 
 In human walking, dynamic stability is achived by the 
automatic control using the body segments to prevent the 
falling. In this study, the dynamic stability for gait was 
determined by using a ZMP method. 
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INTRODUCTION  
Cognitive-motor dual-task is common in daily living, for 
example when listening to music or talking on a mobile 
phone during walking. Walking is a automatized task, and 
walking patterns change under dual task [1]. Several recent 
studies have shown that safety risks increased according to 
increased difficulty level of dual task during walking [2]. 
But little has been known about the effect of task 
prioritization during dual task walking. The aim of this 
study was to quantify and compare the effects of two 
different task prioritization on dual task walking in healthy 
adults, using 3D motion capture system. 

METHODS 
In this study, fifteen healthy male subjects participated 
(27.3±1.3 years, 174.0±7.6cm, 65.3±8.3kg). All subjects 
were free of muscular-skeletal and cognitive injuries or 
limitations. After providing written informed consent, the 
subjects performed counting backward from the number 
during walking in laboratory. Three different task conditions 
were performed: (1) normal gait at self-selected walking 
speed (single-task), (2) walking with counting backward by 
7 from the number in counting priority, and (3) walking with 
counting backward by 7 from the number in gait priority. 
Experiments were conducted in a random order to prevent 
the training effect, and the random numbers were given 
among 100s. 

3D motion capture system (VICON MX system, UK) with 6 
near infrared cameras and Helen Hayes marker set with 14 
mm diameter retro-reflective markers were used to measure 
hip range of motion(RoM), knee range of motion, ankle 
range of motion, walking speed, K1 and A1. K1 represents 
knee flexion angle in stance phase. A1 represents ankle 
plantarflexion angle in loading response. All data were 
analyzed using Mann-Whitney and ANOVA in SPSS statics 
19 (SPSS 19, IBM, USA). 

RESULTS AND DISCUSSION 
The graphs in Figure 1 show the gait kinematics and 
walking speed according to the dual task prioritization. The 
range of motion(RoM) in normal gait was 43.85±2.95°, 
58.14 ±3.00° and 33.09 ±4.15° at hip, knee and ankle joint, 
respectively. In gait priority, the range of motion was 
42.25±3.24°, 57.73±3.67° and 31.86±4.38° at hip, knee and 
ankle joint, respectively. In counting priority, the range of 
motion was 39.61±3.69°, 55.23±3.50° and 28.79 ±3.80° at 
hip, knee and ankle joint, respectively. Walking speed was 
1.29±0.16m/s, 1.21 ±0.17m/s and 0.99±0.18m/s in normal 
gait, gait priority and counting priority, respectively. K1 was 
11.81±3.29° in normal gait, 9.99±4.82° in gait priority and 
7.31±4.20° in counting priority. A1 was -7.84±1.82° in 
normal gait, -8.85 ±2.11° in gait priority and -9.36±2.57° in 
counting priority. 

Figure 1: Gait kinematics and walking speed according to 
the dual task prioritization 

In dual task condition, most of gait kinematics and walking 
speed significantly decreased than in normal gait. Also in 
counting priority, most of gait kinematics and walking speed 
significantly decreased than in gait priority. These results 
show that even though difficulty level of dual task was the 
same, there were significant differences according to dual 
task prioritization. There were no significant differences in 
knee range of motion between normal gait and gait priority, 
and A1 between gait priority and counting priority. These 
results show that gait kinematic parameters affected by dual 
task were different, depending on dual task prioritization. 
Based on these findings, we recommend that researchers pay 
attention not only to the difficulty level of dual task but also 
to consider the task prioritization during dual task walking. 

CONCLUSIONS 
This study compared the difference between gait kinematics 
and walking speed according to dual task condition, and 
determined the effects of task prioritization during dual task 
walking. There were no significant differences in knee range 
of motion and ankle plantarflexion angle in loading response 
according to task prioritization. These results indicate that 
dual task prioritization have different effects from difficulty 
level of dual task in walking. These results may have 
important implications for the research applications of the 
counting backward test for dual task training or dual task 
experiments.  
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INTRODUCTION  
Gait analysis is an important method for orthopedic 
approach and neuro-musculo-skeletal rehabilitation in a 
laboratory, daily health, care and clinics. In general, gait 
analysis has been utilized 3D motion capture system based 
on multiple high-speed infrared cameras. The advantage of 
this equipment is that it allows relatively precise 
measurement of motion. Moreover, due to the widespread 
availability of commercial equipment, it is easy to 
synchronize and share measurement data with various other 
equipment. However, the price of such equipment is very 
expensive and has limitations on the number of cameras and 
the space of the experiment.  
Recently, gait analysis using an inertial sensor, which is low 
cost and has good portability without space limitation, has 
been increasing. Among these inertial sensor devices, 
MobilityLab system (APDM Inc., Portland, OR, USA) is 
widely used for gait and balance evaluation [1].  
And treadmill is the most commonly used equipment for 
gait research. The treadmill makes it easy to control the 
experimental conditions such as duration, space, and speed 
in walking experiment. The purpose of this study is to verify 
the accuracy of stride time and stride length data using the 
MobilityLab system when treadmill walking, and to apply 
the error correction method using linear regression. 

METHODS 
Three healthy young male subjects participated in this 
experiment (age: 27.7 ± 0.6 years, height: 177.3 ± 8.1 cm, 
weight: 89.0 ± 13.9 kg). Subjects walked on the treadmill 
for 3 minutes at the preferred walking speed, and only the 
middle 50 steps were used for the analysis.  
3D motion capture system (MotionAnalysis Corp., Santa 
Rosa, CA, USA) and MobilityLab system were used 
simultaneously to compare stride and stride length data. 
Two variables compared the mean difference and RMS 
difference. In order to correct the stride length error 
obtained from the APDM, the error value was extracted 
using the linear regression method with a range of motion in 
shank and arm, and this value was added to the stride length 
obtained from the APDM [2]. The range of motion in shank 
(ROMshank) and arm (ROMarm) were applied to calculate 
the regression equation. 

RESULTS AND DISCUSSION 
Figure 1 shows an example of the stride length and stride 
length of one subject extracted from 3D motion and APDM. 
Table 1 shows the mean and RMS differences of the two 
variables. Stride time showed very high agreement (0.0000 
sec and 0.0081 sec, respectively), but the stride length 
showed a slight difference (-0.1017 m and 0.1149 m, 
respectively). However, after correcting the error using the 
regression equation (eq.1), the mean and RMS differences 
were significantly reduced (-0.0209m and 0.0430m, 
respectively). 

Figure 1: Example of stride time, stride length and the 
corrected stride length data for one subject 

Stride length error=B0+B1×ROMshank+B2×ROMarm [eq.1] 

where B0 =0.067, B1=-0.003, and B2=0.005. 

Table 1: Mean and RMS differences between measurements 
due to 3D motion and APDM sensor 

Original data After correction 
Mean 

difference 
RMS 

difference 
Mean 

difference 
RMS 

difference 

Stride
time(sec) 

0.0000 0.0081 - - 

Stride 
length(m)

-0.1017 0.1149 -0.0209 0.0430 

(RMS: root mean square) 

CONCLUSIONS 
The stride time provided by the APDM in the treadmill 
walking was very high, but the stride length was slightly 
different. However, this difference could be reduced 
significantly through correction using regression equations. 
Although additional supplementation is needed, it is 
considered that APDM variables can be used in treadmill 
walking study. 
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INTRODUCTION  
The foot has three arch structures. Decreasing the height of 
the medial longitudinal arch leads to a decrease in the shock 
absorbing function during walking and running. In the 
previous studies1-2), the medial longitudinal arch height, 
which is the height from the ground to the navicular bone, is 
considered to decrease after a long distance running and to 
increase to the original height after a sufficient rest. 
However, it is not clear what kind of change is occurring in 
the medial longitudinal arch during long-distance running. 
In this research, we aimed to clarify the characteristics of the 
change of the medial longitudinal arch which is occurring 
inside the shoe during long distance running. 

METHODS 
Subjects were seven male college students who had 
experience of running 10km and running habits. Shoes 
(IGNITE-XT, PUMA) that were processed so that reflective 
markers could be affixed directly to the feet, and socks worn 
by subjects. The trial was done in order of (1) static standing 
posture, (2) 15m running on the flat road, (3) 10km running 
on the treadmill (ORK-5000SE, OHTAKE), (4) 15m 
running on the flat road, (5) static standing posture. For data 
collection, 3D coordinates of 51 reflective markers on a 
body were recorded with a motion analysis system (VICON 
MX+, Vicon Motion Systems), operating at 250Hz. In 
running on flat road, ground reaction force of the left 
support phase was obtained with a force platform (9287, 
Kistler), operating at 1000Hz. Determination of running 
speed was set to be a "somewhat hard" load on the Borg 
scale by running on the treadmill on another day (running 
speed 12 ± 3km/h). The running speed during flat road 
running was measured with a laser speedometer (LDM301S, 
JENOPTIK) at the same speed as running on the treadmill. 
For the shoes used in this study, the shape of the insole was 
flat. A special flat insole with no irregularities was inserted 
it in the shoes. A virtual foot sole was defined based on the 
reflection marker directly attached to the foot.  The length of 
the perpendicular line drawn from the navicular bone to the 
virtual foot sole was calculated to be the navicular bone 
height. The distance between the inner side of the calcaneus 
bone and the ball of the foot was defined as the arch length. 
The navicular bone height was divided by the arch length to 
calculate the arch height rate. 

RESULTS AND DISCUSSION 
The medial longitudinal arch during running was deformed 
gradually. The arch length increased when the vertical 
component of the ground reaction force showed the 
maximum value, then the arch height rate was the lowest 
when the ankle joint had the maximum dorsiflexion. Figure 
1 shows that the arch length was maximal (55% time) after 

Figure 1: Arch height rate and arch length while running of 
0km, 5km, and 10km points on the treadmill of the subject 
B.

the left heel contact (50% time). The arch height rate 
reached a minimum value (around 78% time). In the static 
standing posture before and after long distance running, the 
arch height rate decreased for 6 of 7 subjects. This result 
seems to support the report of the previous study1). 
However, the minimum value of the arch height rate in the 
support phase (50% time to 89% time) of 3 in 7 subjects 
increased at 5km point and 10km point compared with 0km 
point. Figure 1 shows a data of typical subject. These 
subjects combined the pronation of the rear foot and the 
further supination of the forefoot during the support phase. 
Due to this movement, taking off toward the little toe was 
continued from 0km to 10km. As a result, it was considered 
that the minimum value of the arch height rate increased 
because the amount of load in the inward direction of the 
foot during the support phase decreased and the deflection 
of the bones constituting the foot arch was also reduced. 

CONCLUSIONS 
The important results of this study are as follow: (1) The 
medial longitudinal arch during running was deformed 
gradually. (2) In the static standing posture before and after 
long distance running, the arch height rate decreased. (3) 
Comparing the 0km point and the 10km point, the minimum 
value of the arch height rate of some of subjects increased. 
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INTRODUCTION  
It is well-known that locomotor characteristics might be the 
result of the neurological/musculoskeletal degenerative 
processes typical of advanced age. Gait variability would be 
associated with risk of falling in elderly people. Recently, 
Hamacher et al. (2016) reported that dance training could 
increase local dynamic stability of the trunk during normal 
walking in elderly people.  However, little is known about 
the effect of dance training on gait stability in healthy young 
adults. So, the purpose of this study was to investigate the 
effect of dance training on gait stability during treadmil 
walking at different speed.  

METHODS 
Subjects were 18 healthy young females. Nine of them were 
dancers who had dance experience more than ten years and 
nine of them were controls with no dance or regular training 
experiences.  Head and trunk acceleration were measured 
during a 40-sec treadmill walking using a 3D accelerometer. 
Walking speed was set at three different speeds such as 
natural walking speed (NWS), 1.5 times of NWS (HIGH) 
and 0.5 times of NWS (LOW) in each subject. Subjects 
were asked to walk on a treadmill at three above-mentioned 
speeds by two different manners, such as natural walking 
and conscious stable walking. For conscious stable walking, 
subjects were asked to walk to minimize the fluctuation of 
their head. The following dependent variables were 
assessed: the time of one step and the acceleration 
variability (root mean square [RMS]) of the head and the 
trunk.  

RESULTS AND DISCUSSION 
There was no significant difference in the speed of walking 

in two different manners between dancers and controls. For 
natural walking, no significant difference was obtained in 
RMS of the head and the trunk acceleration. Therefore, it is 
indicated that dance training would not induce gait stability 
during treadmill walking at natural speed for young 
subjects.. 
On the other hands, for conscious stable walking, only 

dancers showed significant smaller lateral RMS of their 
head and the hip acceleration compared with natural 
walking at LOW. At HIGH, dancers also showed significant 
smaller vertical RMS of their head acceleration during 
conscious stable walking compared with natural walking. 
Significant smaller sagittal RMS of their hip acceleration 
during conscious stable walking compared with natural 
walking for both groups at NWS. From the results of this 
study, it is indicated that dance training would induce higher 
gait stability when they consciously change gait patterns to 
minimize the fluctuation of their head on a treadmill.   

Figure 1: Tri-axial acceleration during natural walking and 
conscious stabile walking at slow speed 

(Upper figure: dancers, Lower figure : controls) 

CONCLUSIONS 
These findings indicate that dance training would induce to 

change gait stability during conscious walking to minimize 
the fluctuation during treadmill walking either at slow and 
fast speeds.  
. 
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INTRODUCTION  
An effect of walking environment such as continuous slope 
walking on lower extremities movements has been studied 
[1,2]. However, an actual walking environment often consists 
of combination of uphill and downhill slopes. Further, to the 
best of our knowledge, no study has yet reported an effect of 
transition between uphill and downhill on the locomotion 
mechanics. Previous study suggested that during transition of 
walking from a level surface onto different inclined surfaces, 
lower extremity movement must be modified to ensure safely 
movement as the elevation and orientation of the support 
surface [3]. Thus, one can expect that lower extremity 
movement biomechanics during a transition between uphill 
and downhill walking would also be altered in comparison to 
those during continuous slope walking. The aim of the 
present study was to identify the mechanism of alteration of 
the walking strategy during up-down transition walking in 
comparison to those during continuous uphill walking. The 
following hypotheses were made in this study. The ankle 
dorsiflexion angle, the percentage of the stance phase at the 
time of the COP passing the foot COM and at the time of heel-
off are different between the up-down transition walking on 
a triangular slope and the continuous uphill walking. 

METHODS 
Twelve male students (age: 24.5±2.7, mass: 74.5±10.2 kg, 
height: 1.76±0.03 m, BMI: 24.1±3.2 kg/m2) participated in 
this study. The subjects were instructed to walk in the 
following two situations: continuous uphill walkway and 
triangular walkway. Two sets of experiments were 
performed. In one experiment, for the up-down transition 
walking, a force plate was embedded into the inclined 
walkway, which was the uphill walkway of the triangular 
slope. In the other experiment, for continuous uphill walking, 
an uphill walkway was constructed with an inclination angle 
of 15°. A 3D motion capture system equipped with 8 infrared 
cameras (5 Eagle, 2 Hawk, and 1 Raptor, Motion Analysis 
Corp., Santa Rosa, CA, USA) was used to record the motion 
of lower extremity joints at a sampling rate of 200 Hz. The 
measured kinematic and kinetic data were filtered using a 
zero-lag, fourth-order Butterworth low-pass filter with a 
cutoff frequency of 10 Hz. To calculate the joint kinematics, 
the coordinate systems for each body segment were defined 
by following previous methods[4]. Paired two-tailed t-tests 
were performed in order to determine significant differences 
between up-down transition walking and continuous uphill 
walking at a significance level of 0.05. 

RESULTS AND DISCUSSION 
One notable difference between the two walking conditions 
is that during the up-down transition walking, ankle 
dorsiflexion was significantly greater after 68.2% of the 
stance phase in comparison to that during the continuous 
uphill walking (Figure 1). The movement of the body COM 

in anterior direction may have caused this alteration. A 
previous study suggested that a greater ankle dorsiflexion 
contributed to the movement of the body COM in the anterior 
direction during walking [5]. It would also be supported by 
the fact that the percentage of the stance phase at the time of 
the COP passing the foot COM (up: 52.7(10.5)%, up-down: 
44.8(11.4)%, P*=0.034) and at the time of heel-off (up: 
74.0(3.4)%, up-down: 70.3(6.8)%, P*=0.031) were 
significantly lower during the up-down transition walking on 
the triangular slope. These results suggest that a participant 
walking on a triangular slope would need to actively control 
a faster moving body COM by performing ankle dorsiflexion. 
Although the stance time was not different (up: 0.87(0.13)s, 
up-down: 0.91(0.11)s, P=0.183), the percentage of some gait 
events within the stance time could be modified by adopting 
a different strategy during the up-down transition walking.  

Figure 1: Ensemble curves for the ankle joint angle. The 
stance phase is presented from initial contact (0%) to toe off 
(100%). The shaded grey and dark grey areas represent the 
mean ± one standard deviation. 

CONCLUSIONS 
To conclude, differences in the times of gait events and in the 
ankle dorsiflexion angle between up-down transition walking 
on a triangular slope and continuous uphill walking suggest 
that a modified strategy was used during the up-down 
transition walking condition. 
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INTRODUCTION  
Studies have shown that excessive reduction of the arch 
height at the plantar surface of the foot may cause abnormal 
foot eversion which is linked to excessive internal rotation 
of the knee joint, that subsequently results in knee cartilage 
and anterior cruciate ligament injuries [1,2,3,4]. Although 
custom orthotics with conforming arch support is one of the 
conservative treatments available in maintaining the arch 
height [5], its fabrication process can be quite complex as it 
requires professional skills and techniques. The recently 
introduced heated-molding method for custom-fit insole is 
drawing a lot of attention because of its quick fabrication 
process and greater conformity between the plantar surface 
and the insole [6]. In this study, biomechanical effectiveness 
of maintaing arch height, foot eversion and knee rotation of 
a custom-fit insole made using the heated-molding method 
was investigated. 

METHODS 
Seven subjects (6 males, 1 female; age=23.43 ± 1.51 years) 
without injuries and trauma of lower limbs were recruited 
for gait analysis. The subjects were tasked to walk at their 
own gait velocity on a 7m walk way [7], twice with: bare-
foot (Case 1), shod with ordinary insole (Canvas shoe, 
EONIA, Korea; Case 2), custom-fit insole (Footbalance 
System Ltd., Finland; Case 3). Gait analysis was conducted 
using a 3D motion capture system (CORTEX 6.0, Motion 
analysis Corporation, USA), which includes 8 infrared 
cameras set at 120Hz. 12 reflective markers were placed on 
the lower limbs of the subjects according to the 'Helen 
Hayes marker set' [8]. At the mid stance of gait cycle (about 
55% of stance phase) [9], foot eversion and knee rotation 
were measured: changes in foot arch angle and particularly 
resulting arch height were evaluated from 3 reflective 
markers on the medial first-metatarsal head, the navicular 
and the medial calcaneus (Figure 1-a). It should be noted 
that changes in arch height was represented in relation to 
changes in arch angle: arch angle closer to 180 degrees 
suggests flatter plantar surface, thus, less arch angle 
suggests greater arch height. In addition, the arch height at 
the static standing posture before the gait was measured to 
assess the changes in arch height due to dynamic nature of 
the gait.  

RESULTS AND DISCUSSION 
Compared to the static standing posture, relative reduction 
of foot arch angle during gait was 1.1%, 4.4%, 5.4%, for 
Case 1, Case 2 and Case 3 respectively (Figure 1-b). This 
suggests that Case 3 maintains arch height better than Case 
1 and Case 2. The foot eversion results showed that Case 3 
(0.5±2.3°) was lower than Case 1 (1.6±4.1°) and Case 2 
(1.1±2.3°), suggesting that the customized insole is most 
effective against eversion (Figure 1-c). 
However, in knee rotation, Case 3 (9.5±13.1°) exhibited the 

greatest knee external rotation as compared to Case 
1(6.9±13.5°) and Case 2(6.1±12.5°) (Figure 1-d). 

Figure 1. (a)Definition of arch angle (b)Foot arch angle 
(c)Ankle eversion and (d)Knee external rotation at mid 
stance. 

CONCLUSIONS 
Our study results established that custom-fit insoles made 
using the heated-molding method can be effective in 
maintaining arch height and reducing unwanted foot 
eversion. However, its effectiveness against knee external 
rotation remains lacking. Further studies are recommended 
to better understand the comprehensive biomechanical 
effectiveness of the custom-fit insole.  
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INTRODUCTION  
Walking is a fundamental function for people’s daily 
activities, but most of stroke patients have difficulties in 
recovery of normal gait [1, 2]. Patients after stroke with the 
nerve injury which impair descending motor pathways 
cannot complete the flexion and extension of knee joint 
during walking independently by contracting muscles in 
lower-extremity [3]. The intensity of the surface 
electromyography (sEMG) reflects information of 
neurological control and muscle contraction [4]. Few study 
reported the knee angle range (KAR) symmetry and muscle 
contractions during knee flexion and extension, the exact 
reasons of abnormal gait in stroke patients are still 
unknown.  

The purpose of this study was to investigate the pathological 
patterns of the relationship between muscle contractions and 
the knee flexion and extension in stroke patients during 
walking. We hypothesized that the symmetry of knee joint 
in stroke group is lower than that in control group during 
flexion and extension. We also hypothesized that muscle 
contractions of healthy subjects are greater than those of 
stroke patients and the paretic side of patients is more 
weakened in sEMG than non-paretic side, and the abnormity 
of muscle contractions generate the asymmetry gait. 

METHODS 
Ten stroke patients and 10 gender- and age-matched healthy 
subjects participated in this experiment. The data of 
reflective markers attached on lower-extremity, and sEMG 
signals of rectus femoris (RF), femoris (BF) and 
gastrocnemius (GAS) were collected during walking. Each 
subject performed 10 trials in the experiment. The KAR was 
calculated as the difference between the biggest knee joint 
angle and the smallest angle during flexion and extension.  
The KAR Symmetry ratio (λ) was calculated as the ratio of 
the paretic side and the non-paretic. The RMSE of sEMG 
was defined as the root mean square value of the difference 
between the actual amplitude and the average amplitude. 
Mean comparison was used to test for differences of λ and 
the RMSE of sEMG between groups and within group (p < 
0.05). 

RESULTS AND DISCUSSION 
Most patients were found significantly lower than the 
controls in the λ of knee flexion (p < 0.05) and knee 
extension (p < 0.01). Stroke patients showed higher RMSE 
value of RF muscle than healthy subjects during knee 
extension on non-paretic side (p < 0.05, Figure 1 (a)). 
Differences were found in both paretic and non-paretic sides 
between two groups in RMSE of GAS during knee flexion 
(p < 0.05), also differences were observed in GAS between 
two limbs for both stroke (p < 0.01) and control (p < 0.05) 
(Figure 1 (c)). 

Figure 1: RMSEs of sEMG in (a) RF, (b) BF and (c) GAS 
muscles on paretic and non-paretic sides of two groups. *p < 
0.05. 

The weak knee joint flexibility in paretic side of stroke 
patient shows the KAR asymmetry, which led to lose 
stability and balance during gait. Patients need stronger 
muscle contraction of RF to complete the non-paretic knee 
extension, which may be the compensation for the weaker 
paretic side. The ability of GAS muscle contractions was 
weakened after stroke, especially in paretic side. A potential 
reason of the KAR asymmetry would be the decreased 
contraction strength of the GAS on paretic side during 
flexion and the increased contraction of RF on non-paretic 
side during extension. 

CONCLUSIONS 
This study demonstrated that the effect of muscle 
contraction on knee during flexion and extension after 
stroke. Stroke causes remarkable symmetry of knee joints 
for gait. Increasing the GAS contraction on paretic side and 
easing the RF contraction on non-paretic side will be 
beneficial to the recovery and rehabilitation of the gait for 
stroke patients.  

ACKNOWLEDGEMENTS 
This research was supported by National Natural Science 
Foundation of China (31200744), Key Research & 
Development Programs of Shandong Province 
(2015GSF118127), China Postdoctoral Science Foundation 
(2014M560558, 2015T80723), Postdoctoral Innovation 
Foundation of Shandong Province (201401012), Young 
Scholars Program of Shandong University.  

REFERENCES 
1. A. L. Hsu, et al. Physical Medicine and Rehabilitation.

84:1185-1193, 2003. 
2. N. K. Latham, et al. Physical Medicine and

Rehabilitation. 86:S41-S50, 2005. 
3. H. S. Jorgensen, et al. Physical Medicine and

Rehabilitation. 76:27-32, 1995. 
4. A. D. Stefano, et al. Gait & Posture. 20:92-101, 200



P099 - EVALUATION OF POSTURAL INSTABILITY IN STROKE PATIENT DURING 
QUIET STANDING 

1Wei Wang, 1Ke Li, 2Na Wei, 3Cuiping Yin, 3Shouwei Yue 
1Department of Biomedical Engineering, School of Control Science and Engineering, Shandong University 

2Department of Geriatrics, Qilu Hospital, Shandong University 
3Department of Physical Medicine and Rehabilitation, Qilu Hospital, Shandong University 

Corresponding author email: kli@sdu.edu.cn 

INTRODUCTION  
The center of pressure (COP) signal has been used for 
assessing postural stability during standing in stroke patients. 
The fluctuation of COP in anteroposterior (AP) and 
mediolateral (ML) directions increased after stroke during 
quiet standing, reflecting an increase in postural sway [1]. 
The correlation between COP series from bilateral planta 
reflected the inter-limb coordination [2]. Removing the 
vision aggrandized the COP sway and weakened inter-limb 
coupling during stance [3]. It was still unknown that the 
influence of stroke on COP fluctuation on paretic and non-
paretic sides and the alteration of inter-limb coupling in 
stroke patients under non-vision condition during standing. 

The purpose of this study was to evaluate the effects of 
stroke on postural sway and inter-limb coupling during quiet 
standing. We hypothesized that patients with stroke 
performed greater COP fluctuation on two limbs in AP and 
ML directions and lower inter-limb coordination compared 
to healthy subjects. We also hypothesized that EC condition 
increased COP sway on both sides in two directions, but 
decreased coordination between limbs in two groups. 

METHODS 
Eleven subjects with stroke and 11 gender- and age-matched 
healthy volunteers took part in the study. The COP signals 
of both limbs were recorded during quiet standing on two 

adjacent force platforms for 30 s with vision (EO) and 30 s 
with non-vision (EC). Each subject performed four trails. 

The fluctuation and inter-limb coordination of COP were 
quantified by the standard deviation (SD) and the cross 
correlation-coefficient (CC):  
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The repeated ANOVA and t-test were used for statistical 
analysis (p < 0.05). 

RESULTS AND DISCUSSION 
The non-paretic side of patients showed significantly higher 
SD of AP-COP than the paretic side under the EO (p < 0.05) 
and EC (p < 0.001) conditions. The SD of ML-COP on non-
paretic side of patients was higher than that of controls 
under EC (p < 0.05). Lower CC values of AP-COP was 
found in patients versus controls under two vision condition 
(p < 0.05), and the values under the EC was increased after 
removing vision information in stroke and control (p < 0.05). 

Figure 1: The SD of COP in (a) AP and (b) ML directions, and (c) the CC of COP in AP and ML directions 
under the EO and EC conditions in stroke and control. *p < 0.05. +p < 0.05. $p < 0.05. $$p < 0.001. 

The non-paretic limb was relied upon to adjust the COP for 
maintaining COM stability for stroke patients during quiet 
stance. The postural instability after hemiplegia may be 
related to the inter-limb incongruity, which could be on 
account of asymmetrical weight distribution and excessive 
relying on the non-paretic limb during quiet stance. Healthy 
person and patients with stroke performed similar adaptive 
mechanism during quiet stance that increased inter-limb 
coupling compensated for the absence of vision feedback. 

CONCLUSIONS 
Stroke patients exhibited decreased postural stability during 
quiet stance, especially under non-vision condition. 
Increasing the contribution of paretic limb and enhancing 
coupling between limbs may improve standing stability for 
patients post-stroke.  
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INTRODUCTION  
Anterior and posterior rollators are popular walking aids for 
the elderly.  Comparisons of the gait characteristics between 
anterior and posterior rollators have been reported for 
children [1], but those for the elderly have not been 
available in the literature.  Differences in gait patterns in the 
elderly when using anterior and posterior rollators remain 
unclear.  Hence, the purpose of this study was to compare 
the biomechanical differences of the lower extremities in the 
elderly when walking without aids, with an anterior rollator, 
and with a posterior rollator. 

METHODS 
Twelve healthy older adults (8 males and 4 females; age: 
76.6 ± 8.1 years; height: 160.8 ± 10.0 cm; mass: 65.9 ± 11.9 
kg) walked at a self-selected pace on a 12-meter walkway 
without walking aid (IW), with an anterior rollator (AR), 
and with a posterior rollator (PR).  Each subject wore thirty-
nine skin markers placed on specific anatomical landmarks, 
three-dimensional trajectories of which were measured 
using an 8-camera motion capture system (Vicon T-40S, 
Oxford Metrics Group, UK) at a sampling rate of 200 Hz. 
The ground reaction forces (GRF) were also measured 
simultaneously using three forceplates (AMTI, U.S.A.).  A 
custom-made, height-adjustable four-wheeled rollator was 
used in the study.  The rollator could be used as an anterior 
or a posterior one by a simple conversion mechanism.  The 
joint kinematics and kinetics were calculated using inverse 
dynamics analysis.  The values of the joint angles and 
moments at toe-off, heel-strike, contralateral toe-off, 
contralateral heel-strike, the next heel-strike were extracted 
for subsequent statistical analysis. 

For each of the calculated variables, including joint angles, 
joint moments, and temporal-spatial parameters were 
compared with one-way repeated measure ANOVA between 
the three walking conditions.  All significance levels were 
set at α= 0.05 and all the statistical analyses were performed 
using SPSS version 20.0 (SPSS Inc., Chicago, IL, USA). 

RESULTS AND DISCUSSION 
Compared to independent walking, the posterior condition 
significantly decreased the gait speed (IW: 830.95±58.07; 
PR: 751.35±103.34mm/s) and cadence (IW: 98.05±6.29; 
PR: 91.13±12.61steps/min) (p<0.05).  There was no 
significant difference in temporal-spatial parameters 
between the anterior and posterior conditions.  Compared to 
the anterior condition, the posterior showed significantly 
decreased hip flexion at heel-strike (AR: 28.3±3.87; 
PR:25.84±3.45°), contralateral toe-off (AR: 21.07±3.43; 
PR:19.27±3.03°), toe-off (AR: 2.15±3.5; PR:0.3±3.21°), and 
the next heel-strike (AR: 26.83±3.35; PR:25.1±3°) (p<0.05). 
Compared to independent walking, both rollator conditions 
showed significantly decreased knee flexion angles (IW: 
16.79±3.49; AR: 10.75±3.99; PR: 10.02±3.64°) and 
increased ankle plantar flexion angles (IW: 0.59±2.22; AR: 

3.77±2.8; PR: 4.93±2°) at contralateral toe-off (p<0.05) 
(Fig. 1).  In addition, the anterior condition showed 
significantly decreased knee moment (AR: 0.52±1.74N*m) 
while the posterior condition showed significantly decreased 
ankle moment during contralateral toe-off (PR: 
0.21±0.96N*m) (p<0.05) (Fig. 1). 

The healthy older adults were found to have reduced gait 
speed when using PR.  Compared to the posterior rollator, 
the anterior one showed significantly increased hip flexion 
angles at most gait events, possibly related to the fact that 
the elderly tended to lean forward while pushing the rollator. 
Compared with independent walking, the anterior and 
posterior conditions showed significantly reduced knee and 
ankle extensor moments, respectively, at contralateral toe-
off, presumably as a result of the support provided by the 
rollators.  

Both anterior and posterior rollators are used to provide 
support to the user with increased gait stability.  In the 
current study, both types of rollators were also found to be 
helpful for the elderly during walking with reduced 
mechanical demands to some of the lower limb joints.  

Figure 1: Means (standard deviations) of joint angles 
(above) and moments (below) of the hip, knee and ankle in 
the sagittal plane at contralateral toe-off for independent 
walking (white), and anterior (black) and posterior 
conditions (grey). * indicates statistical significance. 

CONCLUSIONS 
The current study was the first attempt to compare the gait 
characteristics of healthy older people while ambulating 
with an anterior or posterior rollator.  The current findings 
suggest that both anterior and posterior rollators produce 
beneficial biomechanical effects to the lower extremities 
apart from gait balance, and may provide a guideline for 
selecting rollators for the elderly or patients. 

ACKNOWLEDGEMENTS 
The authors are grateful for the financial support by 
Ministry of Science and Technology, R.O.C. (MOST 104-
2745-8-002 -001). 

REFERENCES 
1. Logan L, Byers-Hinkley K, Ciccone CD.  (1990) Dev

Med Child Neurol, 32(12):1044-8.



P101 - DEVELOPMENT AND VALIDATION OF A MODEL-BASED TRACKING TECHNIQUE IN 
CONJUNCTION WITH ALTERNATING BIPLANE X-RAY IMAGING SYSTEM FOR MEASURING 3-D 
JOINT KINEMATICS 1Cheng-Chung Lin, 2Jia-Da Li, 2,3Tung-Wu Lu, 4Mei-Ying Kuo and 5Horng-Chuang Hsu

1 Department of Electrical Engineering, Fu Jen Catholic University, Taiwan 
2 Institute of Biomedical Engineering, National Taiwan University, Taiwan 

3 Department of Orthopaedic Surgery, School of Medicine, National Taiwan University, Taiwan 
4 Department of Physical Therapy, China Medical University, Taiwan 

5 Department of Orthopaedic Surgery, China Medical University Hospital, Taiwan 
Corresponding author email: 129787@mail.fju.edu.tw 

INTRODUCTION  
Measurement of the movements of skeletons is essential for 
a better understanding of the functions and/or etiology of 
normal, pathological and post-treatment joints.  Model-
based tracking (MBT) methods using x-ray imaging systems 
have been developed to quantify non-invasively the three-
dimensional (3-D) kinematics of various joints [1-2].  While 
some used purpose-built synchronized biplane imaging 
systems, others failed to take into account of the non-
synchronizing, alternating nature of clinical x-ray imaging 
systems, leading to errors in the 3-D measurements.  The 
current study solved the problem by developing and 
experimentally validating a new model-based tracking 
technique, which will be useful for measuring 3-D joint 
kinematics using alternating biplane x-ray imaging systems 
available in clinical settings.   

METHODS 
The study employed a clinical biplane x-ray imaging system 
(Allura Xper FD20/20, Philips Medical Systems, 
Netherlands), two detectors of which enabled the acquisition 
of a pair of fluoroscopic images with a time offset of 1/2 
image frame.  Each of the two detectors acquired 30 
frames/s, so the system has a frame rate of up to 60 
frames/s. The biplane imaging system was calibrated for 
intrinsic and extrinsic parameters through a calibration 
procedure [2]. Computed tomography (CT) of the joint 
under test would be collected and used to reconstruct the 
volumetric and surface models of the individual bones.  The 
proposed new MBT algorithm consisted of two stages of 2-
D/3-D image registration.  At the 1st stage, an existing 
single-plane MBT [3] was used to determine the initial six 
degrees-of-freedom (6-dof) of the bone models for each 
imaging frame.  At the Nth frame, the 6-dof of the (N-1)th 
and (N+1)th frames, determined using the single-plane MBT 
from images of the detector different from the detector used 
for the Nth frame,  were used to produce a set of trajectories 
of model points at Nth frame.  At the 2nd stage, a new 
method, called “trajectory interpolation and degree-of-
freedom decomposition (TIDD)”, employed a two-level 
numerical optimization scheme with which the less accurate 
components (i.e., z-translation & x-rotation) were refined by 
solving an optimization sub-problem (i.e., inner level) 
according to the obtained trajectory profiles.  The outer level 
optimization searched for the remaining 4-dof such that the 
final 6-dof best-fitted the bone models to the corresponding 
fluoroscopic images.  

An in vitro validation experiment using ovine knee and 
human ankle specimens were conducted to assess the errors 
of the proposed MBT method in measuring dynamic 
motions of the bones.  The MBT-determined 6-dof of the 
bones were compared with those obtained from an 8-camera 

infrared motion capture system (VICON, Oxford Metrics, 
UK) with markers attached to bone pins, giving the 
measurement errors in 6-dof for each bone.   

RESULTS AND DISCUSSION 
The root-mean-squared errors (RMSE) of the 6-dof of the 
femur and tibia of the tibiofemoral joint were less than 0.58 
mm in translations and 0.87° in rotations (Table 1).  The 
RMSE for the tibia, talus and calcaneus of the AJC were all 
less than 0.24 mm for translations and 0.95° for rotations. 
The results showed that the proposed MBT method 
successfully reduced the translation errors along the 
projection axis (Tz component), which were the biggest error 
in conventional single-plane MBT methods [2-3].  The 
rationale behind the current TIDD strategy was that the 
relatively accurate kinematic components of adjacent frames 
were utilized to help correct the less accurate kinematic 
components of the current frame. 

Table 1: The root-mean-squared errors of each kinematic 
component of the bones of tibiofemoral and ankle joints. 

Tx(mm) Ty(mm) Tz(mm) Rx(°) Ry(°) Rz(°) 

Tibiofemoral Joint 

femur 0.58 ±0.01 0.33±0.02 0.25 ±0.03 0.50 ±0.03 0.87±0.04 0.33 ±0.02

tibia 0.50 ±0.00 0.26±0.02 0.26 ±0.02 0.44 ±0.02 0.47±0.02 0.31 ±0.02

Ankle Joint Complex 

tibia 0.19 ±0.13 0.24±0.13 0.22 ±0.11 0.25 ±0.11 0.95±0.08 0.22 ±0.19

talus 0.20 ±0.09 0.09±0.01 0.14 ±0.10 0.38 ±0.21 0.67±0.19 0.51 ±0.15

calca. 0.18 ±0.17 0.08±0.02 0.12 ±0.11 0.27 ±0.07 0.57±0.24 0.23 ±0.11
calca. = calcaneus 

CONCLUSIONS 
The study successfully developed and validated a new 
model-based tracking method to solve the synchronization 
problem with clinical alternating x-ray imaging systems. 
Since biplane x-ray imaging systems use alternating image 
detections in most clinical settings, the proposed approach 
provided an effective way to quantify in vivo, 3-D 
kinematics of joints in sub-millimeter and sub-degree 
accuracy at higher sampling frequencies for clinical 
applications.  
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INTRODUCTION  
Accurate quantification of in vivo kinematics of the ankle 
joint complex (AJC) is crucial for numerous orthopedic 
research and clinical applications.  In recent years, model-
based tracking (MBT) techniques have been developed and 
applied for assessing 3-D kinematics of the talocrural and 
subtalar joints during functional activities using either 
single-plane fluoroscopy [1] or biplane radiographic 
systems.  Although some studies used purpose-built 
synchronized biplane imaging systems to quantify joint 
dynamics, others failed to take into account of the non-
synchronizing, alternating nature of clinical x-ray imaging 
systems, leading to errors in the 3-D measurements.  To 
address the issue, our group has developed a new MBT 
algorithm to solve the synchronization problem with clinical 
alternating x-ray imaging systems and validated it in vitro.  
However, the approach has yet to be evaluated for its 
applicability in living subjects.  Therefore, the purpose of 
the study was to demonstrate the feasibility of the new MBT 
method in measuring in vivo 3-D kinematics of the AJC and 
to evaluate the inter-operator repeatability of the method.   

METHODS 
One healthy subject without any neuromusculoskeletal 
disorders at the AJC participated in the current study with 
written inform consent approved by IRB.  The subject’s 
right ankle was scanned using computed tomography (CT). 
Dynamic ankle dorsi/plantar flexion on a purpose-built 
ankle testing platform were recorded using an alternating 
biplane x-ray imaging system (Allura Xper FD20/20, Philips 
Medical Systems, The Netherlands).  

Two operators were asked to perform independently the 
image segmentation of the bones and model reconstruction, 
as well as give the initial poses of the tibia, talus and 
calcaneus on the first image frame for the new MBT 
program.  The MBT algorithm was then applied to search 
for the 6 degrees-of-freedom (6-dof) of the bones for the 
subsequent image frames.  The registered 6-dof of bones 
over all frames were then used to calculate the 3-D rigid-
body kinematics of the talocrural and subtalar joints.   

To evaluate the inter-operator repeatability of the MBT 
algorithm in conjunction with alternating biplane imaging 
system, the coefficients of multiple correlations (CMC) [2] 
and root-mean-squared deviations (rms-D) between two 
kinematic waveforms derived from the two operators were 
computed to quantify the waveform similarities for each 
kinematic component.   

RESULTS AND DISCUSSION 

The kinematic waveforms of the talocrural and subtalar 
motions averaged from the data of the two operators are 
shown in Fig. 1.  

Figure 1: Waveforms of talocrural and subtalar joint 
motions. 

The CMC of translations along the x-, y- and z-axis of the 
talocrural joint were 0.99, 0.99 and 0.98, respectively.   The 
corresponding values for rotations were 1.00, 1.00 and 0.78. 
The rms-D for the talocrural joint were less than 0.32 mm 
for translation and 0.77° for rotations.  The CMC of 
translations along the x-, y- and z-axis of the subtalar joint 
were 0.95, 0.98 and 0.66 respectively.  The corresponding 
values for rotations were 0.63, 0.92 and 0.84.  The rms-D 
for the subtalar joint were less than 0.37 mm for translations 
and 1.05° for rotations.  In general, the new MBT for 
alternating biplane x-ray imaging systems was shown to be 
capable of producing highly repeatable kinematics of the 
AJC except for the medial/lateral translation and 
inversion/eversion of the subtalar joint.  The relatively lower 
CMC for these two components may be explained by the 
fact that the ranges of secondary motions were smaller 
compared to the ranges of the primary motion components. 
Although the CMC values for the talocrural joint motion 
were generally higher than those in subtalar joint motions, 
the rms-D showed similar results between the two joints.  

CONCLUSIONS 
The new MBT technique has been applied to the 
measurement of the AJC kinematics of a living subject using 
a clinical alternating x-ray imaging system.  The results 
suggest that the method is capable of measuring accurately 
the talocrural and subtalar joint kinematics with a moderate 
to high inter-operator repeatability in a clinical setting. 
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INTRODUCTION  
Recent studies of responses to repeated postural 
perturbations have suggested dramatic improvement of 
balance recovery response in young and older adults during 
a single session [1]. However, because most previous 
studies used systems that induce a single type of 
perturbation (e.g. only slips) at a fixed location, it is possible 
that these changes were somewhat due to changes in 
approach gait with expectation of subsequent perturbations. 
Adaptation strategies based on prediction may not be useful 
in real life fall situations, which can be unpredictable. 
Therefore, we have developed an unpredictable perturbation 
system which could generate both trips and slips in various 
locations. The purpose of this study was to examine the 
adaptation to unpredictable slips and trips. 

METHODS 
Ten healthy young adults (5 female and 5 male) aged 20 to 
40 years participated in this study. The trip and slip 
perturbation system was built on an 11-m walkway with 
wooden decking tiles. A slip was generated by a movable 
tile on two hidden low-friction rails with leaner bearings that 
could slide up to 70cm upon foot contact. A trip was 
induced using a 14-cm height tripping board that flipped up 
from the walkway at mid-swing using a wireless controller. 
The tripping board and the slipping tile were concealed and 
could be moved to various locations along the walkway. To 
maintain usual walking velocity, participants were asked to 
walk the length of the walkway while striking each stepping 
tile, adjusted according to the individual’s usual step length 
and cadence was guided by a metronome. 

The experiment consisted of 3 fixed sets of 8 mixed trials: 1) 
4 slips and 4 trips on the right leg at a fixed middle position, 
2); 4 slips and 4 trips on the left leg at a fixed middle 
position; and 3) 4 slips and 4 trips on random legs and in 
random positions. A total of 6 unperturbed- trials were 
randomly presented throughout the trials.  

Strategies for recovery from slips were classified as (1) 
backward stepping: the first recovery step landed posterior 
to the slipping leg and (2) forward stepping: the first 
recovery step landed anterior to the slipping leg. Strategies 
for recovery from trips were classified as: (1) hit and lower, 
where the obstructed limb was lowered to the ground and 
the contralateral limb executed the recovery step; (2) hit and 
cross, where the obstructed limb executed a recovery step 
after obstacle-hit; and (3) clear and cross, where the 
participant was able to avoid hitting the obstacle while 
stepping over it. Kinematic data were collected at 100Hz 
with an 8-camera VICON system (Plug-in-Gait, Nexus 
1.8.3) which was used to calculate the first recovery step 
length and extrapolated centre of mass (XCOM). 

To examine changes in the strategy for recovery from slips 
and trips, the generalized linear mixed model (multinomial 
and binomial distribution, with logit link function) was used. 

RESULTS AND DISCUSSION 
Walking velocity, cadence and step length across trials were 
consistent with no significant changes (p > 0.05).  

In the first slip trial (S1), backward stepping was the most 
prevalent strategy (90%), with repeated slips showing 
reduced backward stepping (50%) and more forward 
stepping (40%) at S8 (Figure 1). However, introduction of a 
different slip location caused all participants (100%) to 
revert to backward stepping (S9) (p > 0.05) indicating a 
jagged pattern (Figure 1 A). This jagged pattern was also 
observed in changes in XCOM (p = 0.016) and step length 
(p = 0.072) at the first recovery step (S1 to S12). 
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Figure 1: Strategies for recovery after slips (A) and trips (B) 

The most prevalent strategy in response to the first trip was 
hit and lower (80% at T1). With repeated trip trials, this 
response was significantly reduced (10% at T12) with most 
participants employing the hit and cross (50%) and clear and 
cross (40%) at T12 (p < 0.01). This linear pattern was also 
observed in the more forward XCOM (p = 0.020) and larger 
step length (p = 0.005) at the first recovery step (T1 to T12). 

CONCLUSIONS 
These results demonstrate learning effects with reapeated 
slip and trip trials with changes in recovery strategies 
employed. This learning effect was lost with a new slip 
location, while the learning effect persisted with new leg 
and location for tripping. These learning effects were 
supported by matching changes in the step length and 
XCOM at the first recovery step. 
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INTRODUCTION  
Different methods of normalisation to reduce variability of 
electromyography (EMG) are available with no particular 
consensus on which technique to use or how to evaluate 
techniques [1]. If normalisation is successful it should reduce 
the variability of measurements both between participants 
and within participants when measured on different 
occasions. 

This study thus aims to compare the effects of normalising 
EMG signals captured during walking to peak and  mean 
values across the gait cycle and to maximum voluntary 
isometric contraction (MVIC) on inter-participant variability 
(standard deviation (SD)) and inter-session standard error of 
the measurement (SEM)) of the EMG profiles recorded using 
surface and fine-wire sensors on selected lower limb muscles. 

METHODS 
Nine healthy adults (age 35±6 years, 4 females, height 
1.67±0.10 m, weight 71±12 kg) consented to participate. 
Fine-wire EMG of tibialis posterior, tibialis anterior and 
medial gastrocnemius and surface EMG of tibialis anterior 
and medial gastrocnemius were recorded simultaneously 
during a MVIC task on a dynamometer for two sessions and 
during walking at a self-selected speed following published 
guidelines [2,3]. SD and SEM were calculated between 
participants and between-sessions. All data were scaled to 
their means to allow direct comparison. 

RESULTS  
Mean and peak techniques consistently reduced both SD and 
SEM (see Figure 1) from non-normalised signals by an 
average of 40% (mean) and 35% (peak). Normalisation by 
MVIC gave less consistent results but performed less well 
than mean and peak normalization on all measures. It actually 
increased the variability of measurements for made with 
surface sensors.  

Figure 1: Intra-partcipantt, inter-session variability. FW = 
fine-wire. TP = tibialis posterior, TA = tibialis anterior, MG 
= medial gastrocnemius. 

DISCUSSION AND CONCLUSIONS 
Mean and peak values were effective normalisation 
techniques which substantially reduced inter-participant and 
inter-session variability. MVIC was not as effective (as mean 
and peak) and in surface EMG it increased variability. 
Therefore, it would be recommended to use peak or mean for 
normalisation to compare patterns of EMG activity in clinical 
gait analysis and intervention studies. However, 
normalisation may not work well for some pathological 
groups where the magnitude of the signal is one of its 
important features. 
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INTRODUCTION  
Measurement of in vivo, three-dimensional (3-D) 
arthrokinematics of the knee joint is crucial and technically 
difficult during functional activities.  Accurate quantification 
of the position and area of contact regions between the 
articular surfaces can provide insightful understandings of 
joint mechanics, contributing to relevant clinical applications. 
A simple approach for estimating articular contact patterns 
has been proposed by using 3-D CT-derived bone models, 
assuming that the thickness of cartilage is uniform [1].  To 
better reproduce the articular contact patterns of the knee, 
recent studies would include MRI-derived subject-specific 
cartilage geometry into the estimation of the contact patterns. 
However, no study has documented the potential differences 
between contact estimation with and without considering the 
articular cartilage.  Therefore, the study aimed to bridge the 
gap by comparing the contact patterns of the tibiofemoral 
joint during cycling estimated using the two approaches with 
CT-derived bone models and MR-derived cartilage models.  

METHODS 
Eight healthy young adults participated in the current study 
with written informed consent as approved by the IRB.  Each 
subject received a computed tomography (CT) and a 
magnetic resonance (MR) scan of the tested knee joint.  After 
the necessary segmentation and reconstruction process 
(Amira, Visage Imaging Inc., Germany), the subject-specific 
CT-derived bone models and MR-derived bone and cartilage 
models were obtained.  For each subject, a spatial registration 
between CT-derived and MR-derived bone models was 
carried out to synchronize two different coordinate systems 
by using iterated closest points (ICP) algorithm, which 
provided a fixed transformation matrix that attach the MR-
derived cartilage models onto the CT-derived bone models. 
The subjects performed pedaling movement while sitting on 
a stationary bike under the surveillance of a biplane x-ray 
imaging system (Allura Xper FD20/20, Philips Medical 
Systems, The Netherlands) to collect fluoroscopic images of 
the knee at a sampling rate of 30 frames/s.  Three cycles of 
the pedaling movement were collected and a model-based 
tracking procedure [2] was used to determine the spatial poses 
of the CT-derived bone models during movement.  

Without considering the cartilage, the contact area of the CT-
derived tibia and femur was defined by the points that were 
within the distance of 2.5 mm between the two bone surfaces 
[1].  With the MR-derived cartilage model, the contact area 
was defined by the model points that were penetrated to the 
opposite cartilage model.  For both methods, contact points 
on the bone/articular surface were estimated as the weighted 
centroid of the contact area.     

RESULTS AND DISCUSSION 

For the anterior-posterior component of the contact positions, 
no statistically significant differences in the medial and 
lateral compartments were found between the two methods. 
However, compared with CT-derived contact positions, MR-
derived contacts were displaced medially in the medial 
compartment for flexion positions greater than 30° and in the 
lateral compartment for flexion positions greater than 65°. 
Although the CT-derived model neglected the non-
uniformity of the cartilage thickness, the estimated anterior-
posterior contact positions were not significantly different 
from those obtained by the MR-based method.  The primary 
differences between two methods occurred mainly in the 
medial-lateral components of the contact positions.  

CONCLUSIONS 
The CT-derived bone models were capable of producing the 
anterior-posterior contact positions of the tibiofemoral joint 
similar to those obtained using the MR-derived articular 
models.  However, the estimated medial-lateral contact 
patterns were different between methods.  This suggests that 
MR-derived articular models should be used if accurate 
medial-lateral contact patterns are essential in the intended 
application. 
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Figure 1: The means ± standard deviations of the contact 
point positions on the tibial plateau by using CT-derived 
bone and MR-derived cartilage model at intervals of 25° 
to 100° knee flexion.
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INTRODUCTION  
Postural instability and gait difficulties (PIGD) are marked 
symptoms in Parkinson’s disease (PD). Hence, people who 
exhibit more deficits on these clinical characteristics are 
allocated into a PD subtype, named PIGD [1] Another PD 
subtype is marked by tremor dominance (TD). Higher PIGD 
score have been related with lower harmonic ratio, during 
normal walking at a self-selected pace [2], demonstrating an 
unstable gait pattern. However, no previous data have 
reported the behavior differences between PD subtypes in a 
more postural demanding and daily task, such as STW task. 
STW key measurements have proved to be effective in 
investigate PD’s motor behavior: (i) difficulty to start 
walking before standing up; (ii) poorer fluidity to perform 
STW, which reflects a behavior adopted to minimize 
postural instability [3]. As long as the PIGD is a subtype 
which is also marked by greater bradykinesia, weaker lower 
limbs strength and higher frequency of falling at home and 
balance related falls, it is believed that performing a daily 
task such STW under time constraint would be risky and 
challenging to this group. Thus, the aim of this study was to 
compare the PIGD and TD subtypes’ performance across 
STW task. 

METHODS 
Twenty four people with PD were assigned to two groups: 
PIGD group (n=10) and TD group (n=14). STW 
performance was analysed considering: duration of STW 
phases, time to complete STW (sum of phases) and fluidity 
index (FI). The first phase is defined as the time between the 
movement onset (first change on vertical ground reaction 
force (GRF)) and seat-off (first peak on anteroposterior 
GRF). Phase 2 starts from the end of Phase 1 and continues 
until the center-of-mass (COM) peak vertical velocity. The 
third phase is marked by an overlapping. It begins on the 
swing heel off and continues until toe off, analyzed by 
kinematic. In this phase, negative values mean a gait start 
prior to the first vertical COM peak velocity and, positive 
values mean that the participant started walking after full 
standing. Finally, Phase 4 is considered as the time between 
the end of Phase 3 until the swing limb heel contact, 
analyzed by kinematic. Fluidity Index (FI) was considered 
as the maximal percentage drop in the COM forward 
momentum. This drop is presented as a percentage of the 
first peak of COM vertical velocity. Higher FI values mean 
greater movement fluency. 
STW measures were contrasted between the TD and the 
PIGD groups with Student t-tests for independent samples. 
Significance levels were set at 0.05. 

RESULTS AND DISCUSSION 
The PIGD group exhibited longer Phase 3 duration, longer 
STW Total time and lower FI (Table 1). According to these 

results, we observed that the PIGD group started to walk 
after reaching the full standing position. The PIGD group 
also spent more time to complete STW, as well as lower FI. 
This last result could reflect the motor strategy adopted by 
PIGD group in which lower anteroposterior momentum is 
generated, characterized by split the STW in two tasks 
(standing up and gait initiation). In summary, lower IF 
reflects deficits in motor planning. This poorer overall 
performance in STW exhibited by the PIGD subtype can be 
explained by two different reasons: neurological damages 
and a more cautious behaviour adopted to perform this task. 
PIGD exhibit the following neurological damages: (i) hypo-
connectivity striato-pallidal pathway; (ii) lower putamen 
activation; (iii) white matter lesions in the pathways which 
connect frontal lobe and basal ganglia; (iv) lesions in the 
superior longitudinal fasciculus, which disrupt the cortico-
pontine-cerebellar circuits. Those neurological damages 
affect: balance, motor preparation, sequential movements, 
sensorimotor integration and gait, all components necessary 
to perform STW [4-7]. 
Thus, the PIGD subtype adopted a cautious behaviour, being 
less fluid in order to prioritize stability over mobility, since 
they present postural instability and gait impairments. 

TD PIGD p
Phase 1 (s) 0.63 (0.06) 0.68 (0.14) 0.223 
Phase 2 (s) 0.2 (0.16) 0.18 (0.1) 0.674 
Phase 3 (s) -0.05 (0.13) 0.08 (0.11) 0.009 
Phase 4 (s) 0.39 (0.04) 0.41 (0.04) 0.315 
Total time (s) 1.17 (0.11) 1.36 (0.24) 0.018 
FI (%) 63.59 (11.27) 50.74 (16.45) 0.049 
Table 1: STW performance data for the TD and PIGD 
groups. Data are mean (SD) 

CONCLUSIONS 
The PIGD subtype exhibits poorer fluidity and 
consequently, more cautious behavior to perform STW, 
possibly due to more neurological damages and more frailty. 
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INTRODUCTION  
The impact force in running has a magnitude of 2-3 BW 
and it occurs in 20-30 ms. This repetitive, high magnitude 
and frequency impact is suggested as the mechanism for 
many chronic running related injuries, including 
osteoarthritis of the knee. Running surface, footwear, and 
footstrike pattern as well as leg muscle pre-activation all 
play a role in the force loading characteristics during 
ground contact, especially the in the initial instances of 
impact [1-5].  Previous studies examining the complex 
interaction between these variables have isolated either the 
shoe condition [2], footstrike condition [1,3], or employed 
treadmill [4] or pendulum [5] apparatus. Furthermore, 
typical analysis of over-ground running kinetics and 
kinematics in rearfoot (RF) and midfoot (MF) runners 
across shoe cushioning levels is often limited to 10 or 
fewer trials with measurements averaged across trials. The 
purpose of this study is to compare the effects of shoe 
midsole cushioning (maximal vs. minimal) on initial knee 
joint stiffness (KJS) during over-ground running in both 
habitual RF and MF runners when controlling for 
horizontal velocity of the pelvis, shank Z velocity, initial 
knee angle, vertical ground reaction force (GRF) at 30 ms, 
and 30 ms braking impulse in 50 trials per subject. 

METHODS 
This study analyzed data collected from twenty seven (age 
24.7 ± 6.4 years, height 172.4 ± 11.4 cm, mass 68.9 ± 12 
kg) RF runners and nineteen (age 24.9 ± 5.8 years, height 
175 ± 7.1 cm, mass 74 ± 11.4 kg) MF recreational runners 
served as subjects. The shoes chosen for this study were 
the New Balance Minimus (NB) and the Hoka Stenson 
One One (HK) for their difference in midsole thickness 
(24mm) and their similar heel-toe drop (4mm). Subjects 
ran approximately 50 (mean = 48.7) trials in each shoe 
condition across the 20 m lab space at a self-selected pace. 
Data were collected using a 16-camera (MX-T40S) Vicon 
motion capture system sampling video at 500 Hz. Trials 
were analyzed using Visual3D ver 6. The video data were 
up-sampled using a cubic spline to match the analog rate 
of 1000 Hz. Video coordinates were low pass filtered at 7 
Hz using a 4th order Butterworth filter and the analog data 
were low pass filtered at 30 Hz using a critically damped 
Butterworth filter. Hip, knee, and ankle joint angles were 
computed using a Cardan sequence (medial/lateral, 
anterior/posterior, longitudinal axes). Ankle, knee, and hip 
joint moments were resolved into the proximal segment 
coordinate system. Initial KJS on impact was determined 
by dividing the change in knee moment by the change in 
knee angle during the first 30 ms of ground contact. Rather 
than averaging variables across trials, a linear mixed 
model with an unstructured variance-covariance matrix 
was used to determine differences in initial KJS between 
shoe conditions (HK vs NB) and footstrike (RF vs MF) 
with 30 ms braking impulse, horizontal velocity of the 
pelvis, shank Z velocity, initial knee angle, and vertical 

GRF at 30 ms as covariates. Subjects and trials were 
entered as random factors. Random intercepts were 
determined for each subject. Alpha was set at 0.05. 

RESULTS AND DISCUSSION 
Knee joint stiffness was found to be significantly (p = 
.000) higher for the HK shoe condition (6.447 ± 0.263 
Nm·kg-1·rad-1) than NB (5.869 ± 0.262 Nm·kg-1·rad-1) for 
both footstrike groups. MF runners had lower knee joint 
stiffness (5.538 ± 0.399 Nm·kg-1·rad-1) than RF runners 
(6.778 ± 0.342 Nm·kg-1·rad-1), but this difference was only 
significant (p = .007) in the HK condition. There was a 
significant (p = .000) interaction between shoe type and 
footstrike. When controlling for natural variability in 
running mechanics, subjects decreased initial KJS at 
impact when running in footwear with less midsole 
cushioning. A larger change in KJS between shoes was 
seen in the RF group. This interaction indicates that RF 
runners utilize greater kinematic and kinetic adjustments in 
response to initial impact conditions. 

Figure 1: A comparison of knee joint stiffness between 
footstrike patterns across shoes.  
*Significant difference between shoes within subjects
§Significant difference between footstrike groups in HK
†Significant footstrike x shoe interaction      

CONCLUSIONS  
The conclusion that lower limb joint stiffness is altered in 
response to GRFs, which are attenuated by shoe 
cushioning and are dependent on footstrike patterns, is 
support by previous findings [1-5]. 
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INTRODUCTION  
Carpal tunnel syndrome (CTS) occurs as a result of 
compression of the median nerve at the carpal tunnel. In 
clinic, carpal tunnel release (CTR) is adopted as the surgical 
treatment by dividing the transverse carpal ligament to 
reduce the pressure in carpal tunnel. Previous studies 
demonstrated that the CTR-increased space in the carpal 
tunnel might increase the volar migration of flexor tendons 
and possibly cause the trigger finger [1]. However, the direct 
measurement and investigation on the correlation of tendon 
migration in the carpal tunnel and the angle which tendon 
enter into A1 pulley is not fully approached. Therefore, the 
aim of this study was to investigate tendon volar migration 
and ulnar migration in carpal tunnel, the entrance angle at 
A1 pulley, and the correlation between tendon migration and 
the change of entrance angle. 

METHODS 
Six fresh frozen cadaver hands were used in the 
experiments. In the experiment, the cadaver hand was 
secured to the customized frame in a palm-up posture and 
the wrist joint was mounted at the posture of flexion 30°. 
The index, middle, and little finger were fixed with splints 
in neutral position. The flexor digitorum superficialis (FDS) 
tendon of ring finger was applied 500 g to simulate the 
finger motion, and FDS tendons of index, middle and little 
fingers and flexor digitorum profrundus (FDP) tendons of 
four fingers were applied 50 g each to maintain the tendon 
tension. The ultrasonographically-guided carpal tunnel 
release, which can reduce the damage of anatomical 
structure in the carpal tunnel, was used in this study [2]. The 
ultrasound transducer (TerasonTM) was maintained on the 
carpal tunnel in transverse plane. In the beginning of each 
test, the ring finger was relaxed in neutral position. The 
weight applied in FDS tendon of ring finger was from 0 to 
500 grams to simulate the finger motion from neutral to full 
flexion. Images of tendon migration in the carpal tunnel and 
entrance angle at A1 pulley were recorded and measured. 
Wilcoxon signed-rank test was used to analyze the 
parameters of migrations between pre- and post-CTR.  

RESULTS AND DISCUSSION 
The volar migration of the FDS tendon of ring finger at 30° 
of wrist flexion under pre-CTR condition and post-CTR 
condition was 0.785±0.396 mm and 1.725±0.753 mm, 
respectively (Figure 1a). The ulnar migration of pre- and 
post-CTR was -0.128±0.321 mm and 0.76±0.276 mm, 
respectively (Figure 1b). Our results showed significantly 
greater volar and ulnar migrations of the FDS after CTR. In 
addition, the change of the entrance angle of the FDS tendon 
into A1 pulley was 0.37±0.80° in pre-CTR and 3.64±2.64° 
in post-CTR (Figure 1c). Our results indicated that after 
CTR the change of entrance angle significantly increased 
compared to that before CTR. In order to clarify the 

relationship between tendon migration in the carpal tunnel 
and the entrance angle at A1 pulley, the correlations 
between volar migration, ulnar migration and the change of 
entrance angle were analyzed. Our findings indicated that 
the change of entrance angle positively highly correlated 
with volar migration (r=0.797, Figure 1d) but not 
significantly correlated with the ulnar migration. The highly 
positive correlation between the volar migration and the 
entrance angle demonstrated that tendons could migrate to 
the volar side further without the constraint of transverse 
carpal ligament after CTR and thereafter the greater volar 
migration might induce a greater change of entrance angle at 
A1 pulley. This bowstring effect occurred after CTR might 
cause greater friction force between the flexor tendon and its 
sheath in finger pulley system, and was supposed to be the 
risk of developing trigger finger.  

Figure 1: (a) The volar migration and (b) ulnar migration of 
FDS in carpal tunnel, (c) entrance angle of FDS at A1 pulley 
under pre- and post-CTR conditions; (d) correlation between 
volar migration and entrance angle. 

CONCLUSIONS 
Our findings indicated that finger movements could 
influence the tendon gliding pattern in carpal tunnel and the 
entrance angle at A1 pulley after CTR. In particular, the 
highly positive correlation between tendon volar migration 
in carpal tunnel and the change of entrance angle at A1 
pulley demonstrated that the increase tendon volar migration 
could cause the bowstring effect which will increase the risk 
of developing trigger finger.  
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INTRODUCTION  
In recent years, tendinopathy is one of the popular clinical 
issues. Tendinopathy may induce motion difficulty of 
related limb. The major causes of tendinopathy are the 
repeated or incorrect uses of tendon. In most clinical cases, 
like trigger finger or tennis elbow, the more severe 
tendinopathy appears the larger number of nuclei show on 
the micro-viewed microscopic image. The hematoxylin and 
eosin (H&E) stained microscopy is usually used to diagnose 
the severity of tendinopathy. However, most of the 
diagnoses are subjective and the results vary among 
observers. In this research, we develop a tissue classification 
method for macro-viewed H&E stained tendon microscopy. 
The macro-viewed results are then reconfirmed with the 
corresponding results on micro-viewed microscopic images. 
The macro-viewed tendinopathy classification is more 
clinically applicable if its correspondence with respect to the 
micro-viewed result can be established 

METHODS 
In macro-viewed microscopic images, the cell area is 
separated into normal, abnormal, vessel and calcified areas. 
We use the color information to segment the different 
tissues. The artery area is first determined with an empirical 
threshold value. Considering some darker non-vessel pixels 
are also extracted as the vessel pixels, the post-processing is 
applied. A modified opening operator is used to remove the 
non-vessel pixels. 

In microscopy, calcified region is similar to the crack but 
surrounding with dark region. The candidate calcified pixels 
are detected by using the pixel saturation.  If there are any 
candidate calcified pixels near to the artery pixels, then both 
the artery pixels and the candidate calcified pixels are re-
classified to the calcified region.  

The remained regions can then be used to detect the normal 
and abnormal regions. As the color of abnormal tissue is 
gloomier than normal tissue, the saturation information is 
distinguishable and thus used in the classification of 
abnormal tissue. We compute the threshold saturation value 
based on the highest appearance, the normal and abnormal 
regions are then detected by the computed saturation value.  

RESULTS AND DISCUSSION 
In order to find the correspondence between micro- and 
macro-viewed microscopic images, the sampling-based and 
Laplacian-based thresholding methods [1] are used to detect 
the nuclei number in micro-viewed images. The micro-
viewed images are then classified into normal and abnormal 
region based on the ratio of normal to abnormal nuclei 
number. Figure 1 shows the correspondence between the 
micro- and macro-viewed images. Figure 1(a) is a classified 
macro-viewed image using proposed method. Green and 
blue regions are normal and abnormal regions, respectively. 

Figure 1(b) shows the classification results using micro-
views images. Each block is a micro-viewed image, and the 
color indicates the ratio of detected normal to abnormal 
nuclei numbers. By comparing the two classification results, 
we find that the classified regions are similar in both micro- 
and macro-viewed images. 

Figure 1: Region classification results.  (a) Macro-viewed; 
(b) micro-viewed. 

CONCLUSIONS 
We proposed the region classification method for macro-
viewed tendon microscopic images. A fast segmentation 
structure for classifying the normal, abnormal, vessel and 
calcified tissues is developed. The experiments show the 
proposed classification method can classify the region well. 
The classification regions are similar between the micro- 
and macro-viewed images. This means that the proposed 
classification method can assist to analyze the severity of the 
tendinopathy such as trigger finger and tennis elbow with 
only the macro-viewed images. 
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INTRODUCTION  
Stereophotogrammetry is a widely used technique in the 
field of three-dimensional (3D) analysis of motion. Several 
authors describe its use for the study of the wrist and the 
hand 1-4. 

Palpation is an important step in the use of 
stereophotogrammetry since it allows the construction of 
anatomical reference frames. Palpation errors can lead to 
errors in the interpretation of joint kinematics, independent 
of the quality of the material used for measurements. 
Improving the method of locating structures can reduce 
errors. The use of standardized procedures for palpation of 
landmarks allows a better comparison of the results. This is 
essential for patient follow-up or the development of a 
reliable database 6. 

This study aimed at investigating the precision, accuracy 
and reproducibility of manual palpation used in the 
framework of wrist 3D motion analysis. 

METHODS (Figure 1a) 
Ten volunteers without forearm, wrist and hand disorders, 
surgical past or pain participated in our study. Only the right 
wrist was investigated. The forearm was attached on a 
specific base. Several reflective markers were fixed on the 
hand, the forearm and the base. 

In a first phase, to investigate the precision and accuracy of 
manual palpation, four examiners palpated eight anatomical 
landmarks (ALs) (four on the forearm and four on the hand) 
in six volunteers. They carried out this palpation on three 
occasions. After palpation, subjects realized wrist joint 
movements. One of the examiners palpated once more after 
the subject’s movements. 

In a second phase, to investigate the between-day 
reproducibility, one examiner palpated the eight ALs in ten 
volunteers. After palpation, subjects realized wrist joint 
movements. The examiner palpated once more after the 
subject’s movements. The examiner realized the same 
protocol seven days later.  

RESULTS AND DISCUSSION 
Inter-examiner precision averaged 6.4 mm and intra-
examiner precision averaged 3.2 mm. ICC for intervariation 
ranged from 0.97 to 0.99. ICC for intravariation varied 
according to the examiners from 0.96 to 0.99. ICC for 
between-day reproducibility ranged from 0.93 to 0.97. The 

95% limits of agreement approximated 10° and 60% of 
evaluations were between  5°. (Figure 1b)  

The results relative to the precision are in concordance with 
those usually reported in the literature for other joints [7]. 

 a 

 b 
Figure 1. a: Illustration and protocol design. b: Intra-
examiner variability; error propagation; between-day 
reproducibility. 

CONCLUSIONS 
A precise, valid and reliable method for the analysis of the 
3D kinematics was developed during this work. It allows 
envisaging clinical applications for patient evaluation and 
in-vivo personalized modeling of the wrist joint.  
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INTRODUCTION  
During the past few years, a growing interest for wrist 
kinematics has emerged. Several methods for the 3D 
analysis of joint kinematics have been developed in 
fundamental, functional and clinical approaches. Thanks to 
the developments of technology, computing methods and 
medical imaging, more and more techniques were described 
[1]. 

Medical imaging represents one of the optimal means for the 
3D analysis of wrist kinematics [2-4]. There are several 
other instruments such as electrogoniometry [5] and 
stereophotogrammetry [6]. In biomechanics, data can be 
multiple, diverse and result of different sources. The 
integration of data in the same interface facilitates their 
analysis. The lhpFusionBox software allows animating a 
personalized skeletal model from medical imaging. It is also 
possible to calculate and visualize (by graphs) joint angle, to 
define movements and helical axes and the pivot point [7]. 

 The purpose of this study was to develop an in vivo 
evaluation protocol for three-dimensional kinematics of the 
wrist by combining stereophotogrammetry and medical 
imaging.  

METHODS (Figure 1a) 
Four volunteers without forearm, wrist and hand disorders, 
surgical history or pain participated in our study. Only the 
right wrist was investigated. The forearm was attached on a 
specific base (Figure 1a). Several reflective markers were 
fixed on the hand, the forearm and the base.  

Several anatomical landmarks (ALs) were defined and 
palpated by the same investigator in all subjects. Manual 
palpation was performed using a specific splint (A-palp, 
[8]). Then each subject realized a series of wrist joint 
movements. Palpation and movements were collected by 
stereophotogrammetry.  

After that, a CT scan of each subject was performed using a 
low-dose protocol [9]. The computed tomography images 
were segmented using software (Amira 4.0®, Germany) to 
reconstruct a virtual skeleton specific to each subject. Then 
a virtual palpation of the predefined ALs was performed in 
the software lhpFusionBox [7]. 

By modeling, we fused the two data sources to animate the 
virtual skeleton and analyze the kinematics (Figure 1a).  

RESULTS AND DISCUSSION 
The fusion between data from different sources allows 
visualizing and analyzing wrist joint kinematics. We thus 
visualized and analyzed the kinematics of the wrist of each 
subject. We described a new and original protocol for 

visualizing and analyzing the in-vivo 3D kinematics of the 
wrist (primary and associated movements, axes of 
movements, range of motion, circumduction envelop and 
helical axis localized in the head of the capitate). (Figure 1b) 

 a 

 b 

Figure 1. a: Illustration of protocol: CT scan; segmentation; 
lhpFusionBox. b: Movements analysis: dorsopalmar flexion; 
radioulnar deviation; wrist circumduction: primary and 
associated movements; circumduction envelop. 

CONCLUSIONS 
A precise, valid and reliable method for the analysis of the 
3D kinematics was developed during this work. It allows 
envisaging clinical applications for patient evaluation and 
in-vivo personalized modeling of the wrist joint.  
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INTRODUCTION  
Previous studies have examined a modulation of hand shape 
during the reach-to-grasp tasks to exam the finger excursion, 
arm transport, and grip aperture [1]. Currently, a majority of 
reaching and grasping studies have focused on hand-arm 
orientation, grasping component, and object contact [2]. 
However, fewer studies have investigated whether the 
gender difference and the hand parameter: hand size and 
hand circumference affect the hand palmar arch 
movement.  The aim of this study was to examine the 
relation between the distal transverse palmar arch movement 
and the hand parameters and the gender difference when 
grasping different shape and size objects.  

METHODS 
Twenty healthy right-handed adults (ten males and ten 
females) participated in this study. These individuals had no 
history of injuries or neurological disorders of the upper 
extremity.  The individuals performed reach-to-grasp tasks 
with objects in different shape and size. The shape of objects 
was spherical, cylindrical, and cubical, and the size of object 
was a diameter of 50 mm and 100 mm. The individuals 
carried out ten trials with each shape and size.   

In this study, we captured 22 reflective marker 
displacements of the dorsal hand using nine cameras three-
dimensional motion analysis system (VENUS 3D, Nobby 
Tech Inc.) with a sampling frequency of 100Hz. For 
analyzing the hand palmar arch movement, four planes: 
thenar, middle, ring, and hypothenar, were calculated by 
hand marker displacements. The hand palmar arch angle 
was calculated as the angle between two planes, and we 
computed three hand palmar arch angles: thenar, ring, and 
hypothenar arch angle.    

We measured three hand parameters: hand length, hand 
circumference, and hand span. Hand length was the distance 
from the tip of middle finger to the distal wrist crease. Hand 
circumference was the perimeter around the metacarpal 
heads at widest point. Hand span was the distance from the 
tip of the thumb to the tip of the little finger when opening 
the hand as wide as possible.  

For analysis of kinematic data, in the hand palmar arch 
angle, the differences between two object sizes, among three 
object shapes, and between gender were examined by a 
repeated-measure ANOVA. Pearson correlation analysis 
was used to exam the relationships between each hand 
parameter and each hand palmar arch angle.  

RESULTS AND DISCUSSION 
In the three hand palmar arch angles, as for the same object 
shape, 50mm objects were larger than 100mm objects 
(p<0.05).Moreover, for the same object size, 100mm 
spherical objects were larger than 100mm cubical objects 
(p<0.05).There was no significant difference between male 

and female in all hand palmar arch angles when grasping the 
object of each shape and size. There was no significant 
correlation between each hand, parameter and each hand 
palmar arch   angle regardless of object shapes and sizes. 

Table 1. Results of subjects when grasping the three types of 
objects in the thenar, ring, hypothenar arch.   

The results of hand length, hand circumference, hand span 
were 17.6cm±1.2cm, 18.6cm±1.2cm, and 18.3cm±1.2cm. 
There was no significant correlation between each hand 
parameter and each hand palmar arch angle regardless of 
object shapes and sizes.  

Our results show that there are significant differences 
between object sizes and between object shapes, and these 
findings are similar to previous studies [3]. The gender and 
the hand parameters: hand length, hand circumference, and 
hand span, might have an insignificant effect on the distal 
transverse palmar arch angle.  

CONCLUSIONS 
There were no significant differences between male and 
female, and between hand parameters in the hand palmar 
arch angle regardless of object sizes and shapes. Therefore, 
the gender and the hand parameters might contribute little to 
form the distal transverse palmar arch.  

REFERENCES 
1. Archana P. Sangole et al, Exp Brain Res. 199: 59-70,

2009. 
2. Archana P. Sangole et al, Exp Brain Res. 190:443-452,

2008. 
3. Stelmach. et al,  J Mot Behav.  26(2): 178-186. 1994.



P113 - EFFECTS OF CARPAL TUNNEL SYNDROME ON INTRINSIC MUSCLE ELECTROMYOGRAMS 
DURING PRECISION GRIP 

1Wenjing Hu, 1Ke Li, 2Zengcun Su, 3Zhidian Hou, 4Yuanyang Li and 1Xinpei Wang 
1Department of Biomedical Engineering, School of Control Science and Engineering, Shandong University, Jinan, China 

2Department of Ultrasound Imaging, 3Department of Hand and Foot Surgery, 4Department of Medical Engineering, Shandong 
Provincial Hospital Affiliated to Shandong University, Jinan, China  

Corresponding author email: kli@sdu.edu.cn 

INTRODUCTION  
Carpal tunnel syndrome (CTS) is a common peripheral 
neuropathy caused by chronic compression of the median 
nerve, led  patients  having  many uncomfortable manual 
activities in daily life [1]. The experiments uses surface 
electromyograms  (sEMG) recorded from wireless EMG 
system  to analyze the amplitude, median frequency and 
coherence of signals to understand whether and how the 
CTS affects the muscle activities of the APB and FDI during 
precision grip [2].The different visual feedbacks also affect 
the several characteristics of the sEMG signal.  

Our purpose was to investigate the effects of carpal tunnel 
syndrome on hand intrinsic muscle activities using surface 
sEMG during precision grip. And we had some hypotheses 
as follows: the CTS subjects, compared to the controls, 
would performed precision grip with higher amplitude, 
lower median frequency and lower coherence of sEMG on 
both the APB and FDI, particularly under the condition 
without visual feedback.   

METHODS 
There were 12 subjects participating in the experiment, 
including 6 patients and 6 healthy subjects. All participants’ 
dominant hands are right. 

Grip force was measured using two miniature 6-component 
force/torque transducers (ATI Industrial Automation, Inc., 
Apex, NC) and sEMG signal was recorded by Wireless 
EMG System. 

Each subject was  required some questionnaires including 
Semmes Weinstein Monofilament, Michigan hand outcomes 
questionnaire, Levine’s severity questionnaire, and tested 
for their both hands in two situations-with or without visual 
feedbacks using the least effort to stably grip the object for a 
lasting time (80 s ).  

The RMS value was calculated as the amplitude, the median 
frequency (MF) and the coherence [3,4,5] of the two 
intrinsic muscles  were evaluated. 

RESULTS AND DISCUSSION 
CTS led to an increase in sEMG signal amplitude on 
without visual feedback condition. The MF in CTS APB 
muscle had a decrease compared to control group and the 
CTS left hand had an increase MF in FDI muscle, no 
significant difference in dominant right hand FDI muscle. 
CTS did not affect the coherence between APB and FDI 
muscles in value and the correlation coefficient was between 
0.32 and 0.34 showing a low coupling level. 

According to RMS value and the SWM scores, CTS patients 
had bad finger tactile, they could not feel the position of the 
objects and keep the balance well with the least force as the 
healthy, however, they could compensating for the 
sensorimotor deficits with visual feedback. 

CTS and prefer hand can affect the muscle activities for the 
differences from the MF in both hands of both groups. CTS 
did not affect the coherence between APB and FDI muscles. 
There should be another ways to control the coupled 
muscles activities needed to deeper exploring. 

Figure 1: The experiment performance and hand muscles. 

CONCLUSIONS 
This study demonstrated that the amplitude of the APB and 
FDI innervated by the median nerve effected by the CTS. 
The median frequency was effected by both the dominant 
hand and the feedback condition. The coherence of the two 
muscles-APB and FDI shows a low coefficient supporting 
that less coupled intrinsic muscles contribute to digit 
dexterity [6].  
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INTRODUCTION  
Carpal tunnel syndrome (CTS), resulting from long-term 
median nerve compression at the wrist, is the most common 
peripheral compression neuropathy [1]. Sensory symptoms 
of CTS include paresthesia [2], numbness or tingling [3] and 
motor symptoms such as stiffness, clumsiness and weakness 
of the hands. The thumb is considered as the central 
component in human hand dexterity because its function 
accounts for 40% to 50%of the hand’s usefulness [4].  While 
completing functional tasks, thumb is required to move in 
multiple direction through coordinated articulations at the 
carpometacarpal (CMC), metacarpophalangeal (MCP), and 
interphalangeal (IP) joints [5]. 

The aim of this study was to investigate the flexibility; and 
the motion deficits of the thumb associated with CTS. Two 
tasks-thumb opposition and circumduction were used to 
assess the effected of CTS on range of motion (ROM) of the 
thumb. We hypothesized that CTS would lead to reduced 
flexibility, a decrease of ROM during thumb opposition and 
circumduction movement.  

METHODS 
Twelve volunteers (6 patients with CTSs; 6 controls) 
participated in this study. For the both groups, exclusion 
criteria included: (1) any history of musculoskeletal or 
neurological disorders; (2) severe cervical spondylosis; (3) 
severe depression, anxiety, cognitive difficulties; (4) the 
tumor; (5) severe malnutrition; (6) history of hand surgery; 
(7) diabetes mellitus and pregnancy. 

Each subject was right-handed and required to fill out some 
questionnaires. A Purdue pegboard was used to measure the 
finger flexibility for all of the subjects. An electromagnetic 
motion capture system (FASTRAK California, USA) was 
used to collect movement data of the thumb during 
opposition and circumduction movement. Pinch strength and 
grip strength were measured using a pinch dynamometer (E-
link, Biometrics Ltd, UK) and a grip strength dynamometer 
(E-link, Biometrics Ltd, UK), respectively. The sensitivity 
of the fingers was measured using the Semmes Weinstein 
monofilaments. The path length of the opposition and 
circumduction movement was calculated by distance 
formula. For the opposition and circumduction tasks, the IP 
joint range of motion was calculated using cosine formula. 

RESULTS AND DISCUSSION 
The patients with CTS significantly reduced for finger 
sensitivity during the monofilament touch instrument test. 
And CTS had worse figure flexibility compared with control 
subjects, and there was more significant differences during 
the unilateral right hand test, both hands test and both hands 
assembly test. CTS reduced the bending capacity and had a 

poor ability during the thumb of opposition and movement 
from Figure 1. 
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Figure 1. Angle of IP joint for opposition (a) and 
circumduction (b). * Significant differences between the 
patients and controls (p<0.05). 

CONCLUSIONS 
Impaired and angular motions were observed to be 
associated with CTS although there were no difference in 
maximum pinch and grip strength between two groups. And 
strength had been used to assess CTS, however the result 
was not ideal [6]. Both groups had increased the path length 
and ROM during circumduction and opposition motion. The 
patients with CTS may limit their IP joint motion to mitigate 
carpal tunnel pressure increases or additional median nerve 
impingement that may aggravate symptoms.  
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INTRODUCTION  
The fingertip center of pressures (COPs) serve as an 
interface between the internal sensorimotor system and the 
external environment, and provide a linkage between the 
control of digit forces and of the moments [1, 2]. With 
compromised fingertip tactile sensation, it is possible that 
the COPs would deviate from the normal distribution and 
thus impair the force and torque control [3, 4]. But few 
studies have examined the relationship between the tactile 
sensitivity and fingertip COP distributions. 

METHODS 
Thirty healthy subjects (15 males) participated in the study. 
Their ages were 22.5 ± 1.2 y; heights were 168.4 ± 9.5 cm 
and weights were 61.4±  9.6 kg. There were totally 4 
conditions: (1) Neither the thumb nor the index finger was 
blocked; (2) The thumb was blocked but not the index 
finger; (3): Only the index finger was blocked but not the 
thumb; and (4): Both the two digits were blocked. Test the 
Semmes Weinstein Monofilament (SWM) of all the 
participants' right hand according to those four conditions 
[4]. 

Force and torque signals are mesured by an apparatus, and 
the resolutions of was equally 0.0125 N.The distributions of 
COP coordinates of each digit were estimated ellipses using 
a principal component analysis (PCA) approach within 95% 
confident intervals (CI). To evaluate the COP, subjects were 
instructed to grip and hold the apparatus with the pulps of 
their thumb and index finger as stably as possible for 60 s. 
The algorithm of COP was as follows:  

zy FTCOP /x  (1) 

zxy FTCOP / (2) 

A paired t-test was used to examine the effect of tactile 
block with respect to the baseline condition 1.Three-way 
repeated measures ANOVAs were applied to examine the 
effects of tactile block (1-4), load conditions (stable and 
unstable) and digits (thumb and index finger) on the COP 
area, lengths of semi-major and semi-minor axis, angles of 
semi-major axis(p<0.05). 

RESULTS AND DISCUSSION 
The COPs of the thumb and index finger are not covered by 
each other and show slight differences in the distribution. 
There were no significant interaction between the digits and 
tactile conditions with stable (p = 0.682) and unstable load 
(p = 0.872). There were a significant interaction between the 
digits and tactile conditions with stable load (p = 0.045), but 
not with unstable load (p = 0.466). No significant difference 
of COP semi-major axis and COP semi-minor were found 
between the stable and unstable load.  
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Figure 1: Statistical results of the thumb and index finger. * 
represents significant difference between the thumb and 

index finger.  

The blurred tactile information did not affect the fingertip 
COPs distribution, and that the fingertip COPs were under 
an experienced-based feed-forward control, instead of under 
a tactile-based feedback control. The differences between 
the thumb and index finger's COP distributions may be 
related to the different roles of the two digits during stable 
grip control [5,6].With unstable load the two digits may be 
more tightly coupled by a feed-forward control instead of 
feedback control in order to avoid slipping or titling of the 
object during holding [1]. 

CONCLUSIONS 
This study demonstrated that the distribution of fingertip 
COPs  with compromised tactile sensation and normal 
tactile sensitivity. Tactile sensitivity did not affect the COP 
areas but influenced the COP distributions of each digit.  
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INTRODUCTION  
Carpal tunnel syndrome (CTS) is a common condition 
resulted from compression of the median nerve in the carpal 
tunnel and causes pain, numbness, and tingling in the hand. 
Carpal tunnel release (CTR) surgery would be applied if 
nonoperative treatment fails for patients with chronic CTS. 
However, division of transverse carpal ligament leads to 
incapability to retain flexor tendons in the carpal tunnel. 
The bowstring phenomenon, caused by increased volar 
migration of flexor tendon, was observed in CTS patients 
after CTR [1], and these CTS patients may be more likely to 
develop trigger finger. Nevertheless, whether an eternally 
applied force help diminish bowstring phenomenon was not 
investigated. Thus, the aim of this study is to explore effects 
of the compressive force at the carpal tunnel on tendon 
migration after CTR.  

METHODS 
Five fresh frozen cadaver hands (4 left hands and 1 right 
hand) were used in this study. Each specimen received the 
ultrasonographically-guided carpal tunnel release surgery. 
The flexor digitorum superficialis (FDS) tendons and flexor 
digitorum profundus (FDP) tendons of index, middle, ring, 
and little finger were applied 100g weights each to simulate 
the tendon tension. An additional 500g weight was applied 
to the FDS of the middle finger to drive the finger from 
extension to flexion. In order to prevent motions of other 
fingers, splints were applied on the index, ring, and litter 
finger to restrict finger movements.During the experiment, 
the cadaveric hands were secured on a customized frame 
with the wrist joints set at 30° of flexion.  The ultrasound 
system (TerasonTM) was utilized to record images inside 
the carpal tunnel with the transducer positioned on the 
carpal tunnel in the transverse plane by a custom made 
fixture. Each specimen underwent the same experiment in 5 
conditions, the intact condition and four conditions after 
CTR. In addition to post-CTR condition, three different 
compressive forces (100±50g, 600±50g and 1000±50g) 
were applied to the carpal tunnel of the cadavers by the 
transducer of the ultrasound system after CTR, named CTR-
100g, CTR-600g, and CTR-1000g conditions, respectively. 
Thus, a load cell (339590 – MLP-25, Transducer 
Techniques, USA) was mounted on the fixture to control the 
initial compressive force. The migration of the FDS tendon 
and the ratios of the migrations in each condition after CTR 
related to that in the intact condition were analyzed in this 
study. Non-parametric Friedman's test was used to examine 
differences between variables with the p value set as less 
than 0.05.  

RESULTS AND DISCUSSION 
Migrations of the FDS tendon of the middle finger in the 
volar-dorsal direction were shown in Figure 1. The average 
volar migration of intact condition, post-CTR, CTR-100g, 
CTR-600g, and CTR-1000g are 0.98 ± 0.25 mm, 1.52 ± 0.45 
mm ,0.91 ± 0.27 mm, 0.75 ± 0.36 mm and 0.54 ± 0.16 mm, 

respectively. Significant difference was observed between 
the intact and the CTR-1000g conditions and between post-
CTR and CTR-1000g conditions. The average migration in 
the ulnar-radial direction are -0.01 ± 0.27 mm, -0.10 ± 0.317 
mm, -0.49 ± 0.27 mm, 0.66 ± 0.32 mm and -0.37 ± 0.48 
mm, respectively, for the intact condition, post-CTR, CTR-
100g, CTR-600g, and CTR-1000g. The average ratios of the 
volar migrations in post-CTR, CTR-100g, CTR-600g, and 
CTR-1000g related to that in the intact condition are 1.62 ± 
0.55, 0.93 ± 0.20, 0.80 ± 0.42, 0.57 ± 0.15, respectively. 

Figure 1: Volar Migrations of the FDS tendons. 

After carpal tunnel release surgery, the volar migration of 
the FDS tendon increased, which was shown to be a 
potential risk factors resulting in trigger finger. Although the 
migrations of the FDS tendon in the ulnar-radial direction 
still increased with compressive force, there is a trend that 
the volar migration of the FDS tendon decreased with 
increasing compressive force. According to the results of the 
ratios between CTR conditions and intact condition, it 
exhibited that with the externally applied compressive force 
of 100g, the volar migration of the FDS tendon was 
successfully suppressed to the level similar to that in the 
intact condition. Although volar migration can be further 
decreased with greater compressive force, in clinical, more 
compressive force may cause discomfort such as pain and 
numbness in the hand. 

CONCLUSIONS 
Findings of this study conclude that an externally applied 
compressive force of 100g at the carpal tunnel in patients 
after CTR could well reduce volar migration of the FDS 
tendon leading to bowstringing phenomenon. 
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INTRODUCTION  
Rehabilitation to recover functional kinematics of the hand 
is commonly based on training the range of motion of joints, 
and rarely focused on activities of daily living (ADL), 
probably because it is time consuming and requires a big set 
of facilities to train different ADL under professional 
supervision. In a recent work, hand kinematics in a 
representative set of ADL was characterized and 5 
underlying synergies were found [1]. This work tests the 
validity of a set of proposed movements to reproduce these 
synergies as a first step to propose rehabilitation through the 
training of these movements for improving the functional 
performance during ADL.  

METHODS 
The experiment, approved by the University Ethical 
Committee, was carried out by 18 subjects free of hand 
pathologies and by 13 patients: multiple sclerosis (2), 
cervicobrachial neuralgia (1), scoliosis & right shoulder 
tendinopathy (1), rheumatoid arthritis (2), post-poliomyelitis 
syndrome (1), finger arthrosis (1) and stroke (5). All 
subjects performed 5 movements (Mov1 to Mov5 of Figure 
1), mimicking the 5 functional synergies (Syn1 to Syn5) 
found in the previous work [1]. Kinematics of the hand was 
measured with a Cyberglove (16 joint angles) using a 
previously validated protocol [2]. Two analyses were 
performed for each movement: Analysis 1 to test the 
similarity of the movements performed by the healthy 
sample with the original mimicked synergies, and Analysis 
2 to check differences between the patients and the healthy 
sample while mimicking.  

For Analysis 1, principal component analysis (PCA) was 
applied to the 16 joint angles of the healthy sample 
(normalized factors, eigenvalues>1, varimax rotation). For 
each movement, the deviation angles (DA) between the first 
principal component obtained and all functional synergies 
were computed to check similarity of the movements. To 
test correspondence in the ranges of motion, the functional 
ranges of the synergies, computed in the previous work [1] 
as the percentiles 5th and 95th of the scores in all the 24 ADL 
and 24 subjects, were compared to the movement ranges of 
the 5 mimicking movements, computed as the mean across 
subjects of the extreme values of the scores of the synergies.  

For Analysis 2, PCA was also applied to each of the 13 
patients when performing each mimicking movement and 
the DA between the first component and that of the healthy 
sample was computed. Movement ranges were also obtained 
for each pathology and 7 ANOVAs used to check 
differences between the movement ranges achieved by the 
healthy sample and those of each pathology. 

RESULTS AND DISCUSSION 
In Analysis 1, the proposed movements were representative 

of the pretended functional synergy, as lowest DA 
corresponded to the pretended synergy, except for Mov5. 
Although Mov4 corresponded to Syn4, the DA was poor 
(48º). Additionally, the movement ranges achieved by the 
healthy sample covered the functional ranges required in 
ADL, except in Mov4 & Mov5, as can be seen in Figure 1.  

Figure 1: Comparison between functional ranges of the 
synergies (blue) and movement ranges achieved (orange). 

In Analysis 2, the patients’ motion patterns differed from 
those of the healthy sample: in 72% of the cases the DA 
values were above 45º, up to 89º. Also, the ANOVAs 
showed that the patients used significantly smaller 
movement ranges in all pathologies except in scoliosis and 
shoulder tendinopathy. However, no anomalies were 
expected in this pathology, given the body posture used to 
perform the movements.  

CONCLUSIONS 
The movements proposed to mimic the first three functional 
synergies underlying ADL have been found to be 
representative both in terms of coordination and range of 
motion. The movements corresponding to Syn4 and Syn5 
need improvement before being used in rehabilitation. 
Further research should test the benefits of training them for 
the kinematic functional recovery, so as to be included in 
rehabilitation strategies, which could be implemented in 
serious games.  
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INTRODUCTION  
When assessing athletes before allowing them to return to 
play (RTP), physical strength and performance tests are 
usually performed. In studies on healthy athletes, adequate 
medial hamstring preactivity during sidecutting in handball 
or football has shown to be important in order to prevent 
ACL-injury [1]. Furthermore, studies have shown increased 
medial hamstring (MH) activity during kettlebell exercises 
and landing exercises on unstable surfaces [2].  
The objective in this case study was to investigate 
neuromuscular parameters at RTP and after an extra 10 
week-period of specialized training aimed to improve 
activity in MH.  

METHODS 
This case study involved an 18 year-old elite female 
handball player cleared for return-to-play (RTP) after ACL-
injury surgery. Neuromuscular activity pattern during 
sidecutting was tested 3 times in a biomechanics laboratory; 
1) at initial RTP primo June 2014, 2) in ultimo August after
a period of normal handball training and extra agility 
exercises, and 3) primo November after handball training 
and extra exercises of stiff-legged kettlebell swings and 
jump-landing exercises. Dynamic EMG recordings were 
obtained from the medial and lateral knee extensors and 
medial and lateral hamstrings and synchronized to initial 
contact.  At each test maximal EMG activity from each 
muscle was obtained during a maximal isometric contraction 
and used for normalization of the dynamic EMG. Outcome 
parameters were then normalized EMG preactivity during 
the last10 ms prior to initial ground contact during 
sidecutting. The mean of 5 trials from each test session is 
presented. Results are compared to average values from a 
cohort study in female elite athletes using the same 
procedures. 

RESULTS AND DISCUSSION 
EMG preactivities of medial and lateral knee extensors were 
57%, 56%, 51% and 62%, 72%, 66% at the three tests, 
respectively, which is comparable to the cohort study. For 
the medial hamstrings the measured EMG preactivities 

were: 16%, 18% and 41% at test 1, 2 and 3, respectively, 
compared to 40% in average in the cohort study. This 
increase between test 2 and 3 may be a result of the special 
added kettlebell and landing exercises, which have been 
shown to elevate medial hamstring activity during exercise 
[2].  
The lateral hamstrings showed less markedly changes 
between tests: 15%, 22% and 31%, for tests 1-3 
respectively. See figure 1. 

Figure 1. Development of knee joint muscle EMG 
preactivity during sidecutting in a single female athlete  

CONCLUSIONS 
Based on neuromuscular evaluation, the athlete had a very 
low activity in MH at RTP, with no improvement after 
handball and agility training at test 2. The added exercises 
may thus be an important factor for the doubling of her MH 
activity observed at test 3. This type of training may be 
beneficial as late rehab or prehab in athletes with low MH 
activity. Further studies may evaluate the potential of 
neuromuscular evaluation in RTP tests. 
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INTRODUCTION  
A recent Ontario survey revealed that few physiotherapists 
regularly assess reactive balance control in individuals with 
stroke [1]. One commonly-cited barrier is the lack of access 
to affordable assessment tools. We aimed to determine the 
agreement of two testing methods to assess reactive balance 
control in the sub-acute acquired-brain-injury population. 
Both methods involved the assessment of forward stepping 
reactions evoked by sudden release-from-lean perturbations. 
One method, in which perturbations were applied manually 
(MRFL), required no equipment whereas the second method 
required use of a cable-controlled system (CRFL). 

METHODS 
Twelve female and 23 male participants (age 52±16, 20-83; 
N=19 with stroke, N=16 with other causes of brain injury; 
<four months post-acquired brain injury) were recruited 
from an inpatient rehabilitation hospital unit. All 
participants were able to stand independently for 30 seconds 
and tolerate postural perturbation. 

Each participant was tested using both MRFL and CRFL 
perturbation methods (1-2 trials for each method). Test 
performance was scored by the test administrator as per the 
instructions for the forward-compensatory-step component 
of the mini-Balance Evaluation Systems Test [2]. The inter-
method reliability and test-retest reliability of the clinical 
scores were assessed using weighted Kappa. Inter-method 
reliability of secondary outcome variables (foot-off time, 
swing time, step length and support release time) was 
analyzed using ICC. Two-way repeated measures analysis 
of variance (rmANOVA) was used to test for systematic 
differences in the clinical score and secondary outcome 
variables, due to perturbation method or diagnosis. In 
addition, for the stroke group, two-way rmANOVA was 
used to test for differences in clinical score due to 
perturbation method or testing order (i.e. which perturbation 
method was tested first and which was tested second). 

RESULTS AND DISCUSSION 
There was moderate agreement between the two methods 
(κ=0.67) with respect to the clinical score (Table 1). 
ANOVA showed no evidence that the clinical score was 
systematically affected by test method, test order (assessed 
only in the stroke group) or diagnosis (p’s>0.18). Test-retest 
reliability was moderate (κ>0.6) for each method. 

The CRFL test resulted in faster onset of foot-off 
(335±77ms vs 393±155ms for MRFL; p=0.01) and shorter 
time to completion of the lean release (2±2 ms vs 119±64ms 
for MRFL; p<0.0001). Swing time (CRFL 156±53ms, 
MRFL 159±61ms) and step length (CRFL 0.27±0.09 

m/height, MRFL 0.25±0.08 m/height) were comparable 
between the two perturbation methods (p’s>0.10). Inter-
method reliability was quite strong for step length, foot-off 
and swing duration (ICC(3,2)>0.7). Inter-method reliability 
was poor for lean–release completion time (ICC(3,2)=0.34).  

Table 1: Classification matrix for the CRFL and MRFL 
perturbation tests. Matrix entries represent the percentage of 
trials (rounded to the nearest percent). The shaded diagonal 
cells represent perfect agreement between the test methods. 

CRFL Score 

0 0.5 1 1.5 2 

M
R

F
L

 S
co
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 0 9 0 6 0 0 

0.5 0 0 0 0 0 

1 0 0 29 0 6 

1.5 0 0 11 3 9 

2 0 0 0 3 26 
Completion of lean-release took ~100ms longer in MRFL 
tests compared to CRFL tests. This (and other differences) 
in the biomechanical features of the MRFL and CRFL 
perturbations were likely responsible for the ~60ms delay in 
onset of foot-off (measured relative to onset of lean-release) 
observed in the MRFL tests. This methodological 
discrepancy in determining timing is of potential clinical 
importance given, for example, evidence that temporal 
dyscontrol in foot-off time is linked to falls after stroke [3]. 

CONCLUSIONS 
These preliminary findings suggest that the MRFL may be a 
viable equipment-free alternative to the CRFL, in that both 
perturbation methods yielded similar observations of gross 
balance performance. Further work is needed to fully char-
acterize the biomechanical features of the two perturbation 
methods and to determine the impact of any differences on 
the features of the evoked balance-recovery reactions.  
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INTRODUCTION  
Core strengthening has become a major interest in 
professional sports, and is considered to aid in injury 
prevention and improve athletic performance [1]. Studies 
linking the core to aspects of anterior cruciate ligament 
(ACL) injury have reported that athletes with poor core 
stability sustained more ACL tear [2]. Also, previous study 
has suggested that lateral trunk lean away from the direction 
of the cutting was associated with greater peak knee valgus 
moment [3], which causes higher ACL strain [4]. However, 
it is unclear what role the core stability plays in the lower 
extremity joint kinematics/kinetics and muscle activation, 
and no longitudinal studies have investigated the effects of 
core strength on ACL injury risk factors. Therefore, the 
purpose of study was to examine the effect of core strength 
on lower extremity joint kinematics/kinetics and muscle 
activations during side-step cutting maneuver. 

METHODS 
Sixteen males without any current pain or history of lower 
extremity musculoskeletal injuries requiring surgery 
participated (age: 22.9±2.7 yrs, height: 1.76±0.03 m, mass: 
72.8±7.8 kg). All subjects were participated in the 10-week 
core muscle strength training program including plank, 
bridge, superman, crunch, leg-raise, and side-plank. Each 
exercise consisted of 3 sets and each set lasted 
approximately 15-20 seconds, with 10-15 repetitions. All 
subjects performed the program 3 days a week, on 
alternating days. To test the core stability, a trunk endurance 
test was used. During this test, the plank and side-plank 
positions were maintained for as long as possible. 

A motion capture system and a synchronized force plate 
were used to obtain the joint kinematics and kinetics during 
cutting maneuver. Reflective markers were placed on the 
anatomical bony landmarks in trunk and lower extremities. 
The electromyography (EMG) system was used to measure 
the muscle activation of rectus abdominis, erector spinae, 
gluteus maximus, quadriceps and hamstrings. Each 
participant performed side-step cutting maneuver at an angle 
of 45° direction of progression. Kinematic and kinetic data 
were obtained during stance phase from initial contact to 
toe-off. Mean EMG amplitudes of each muscle were 
quantified during pre-activation phase, which was defined as 
the 50-millisecond time period before initial contact. Joint 
moments were normalized to the body weight and height of 
each subject, and EMG amplitudes were normalized to the 
peak EMG amplitude during stance phase. H:Q ratio was 
calculated as the average amplitude of hamstrings divided 
by the average amplitude of quadriceps. The two successful 
trials were averaged individually and then averaged to 
generate group mean values and standard deviation. For the 
kinematic/kinetic and muscle activation parameters, two-
tailed paired t-tests were performed using MATLAB version 
R2015b. Significance levels set at P < 0.05. 

RESULTS AND DISCUSSION 

Greater plank and left/right side plank record were found in 
post-training (p=0.008, p=0.049, and p=0.007 respectively), 
but no differences were found in quadriceps and hamstring 
muscle strength. Thus, only the core muscle strength 
increased after training. After training, knee flexion angle at 
initial contact significantly increased (p=0.01, Table 1). 
Since non-contact ACL injury often occurs when the knee 
flexed less than 30° at initial stance phase [5], core muscle 
training seems to be beneficial to reducing ACL injury risk. 
Results show that hip adduction angle significantly 
decreased (p<0.05, Table 1). Since excessive hip adduction 
is expected to strain the soft tissue restraints that limit knee 
valgus, which has been implicated in contributing to 
numerous knee injuries [6], lower hip adduction angle may 
decrease the potential risk of ACL injury. In addition, 
significantly increased H:Q ratio after training (p=0.01, 
Table 1) indicates that strengthening of core muscle is 
beneficial for reducing the risk of ACL injury, because the 
large quadriceps contraction at small knee flexion angle 
with small hamstring activity increased the risk of ACL 
injury [7]. No significant differences were found in trunk 
motion and other kinetic parameters 

Table 1: Kinematics at initial contact and mean EMG 
amplitudes in pre-activation phase both in pre- and post-
training during side-step cutting (Mean ± SD). 

Pre Post p
Knee flexion [°] 28.9±4.6 33.1±6.6 0.01
Hip flexion [°] 41.3±7.0 47.4±4.9 0.00 

Hip adduction [°] 3.17±6.49 -0.15±6.53 0.05 
Rectus abdominis 

[µV/µV] 
0.54±0.35 0.45±0.29 0.52 

Erector spinae  
[µV/µV] 

0.52±0.27 0.35±0.20 0.03 

Gluteus maximus  
[µV/µV] 

0.26±0.20 0.14±0.07 0.02 

H:Q ratio 0.74±0.33 1.16±0.49 0.01 

CONCLUSIONS 
In conclusion, strengthening of core muscle may reduce the 
ACL injury risk by increasing knee flexion angle at initial 
contact, increasing H:Q ratio of activation in pre-activation 
phase, and decreasing hip adduction angle.   
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INTRODUCTION  
Anterior knee pain, or patellofemoral pain (PFP), makes up 
20 percent of all running-related injuries[1]. Despite being 
one of the most common running injuries, it is persistent 
with frequent reoccurrence. To date, no universally effective 
method of treatment has been found. Once thought to be 
self-limiting, evidence now links PFP to eventual structural 
damage and degenerative diseases such as osteoarthritis[2]. 
Thus, treatment beyond pain management is important in 
restoring function of the knee and preventing disease 
progression. 

Knee bracing has been considered an option for treatment of 
PFP by preventing excess lateral patellar tracking and 
increasing the joint contact area. The effects of modern, tri-
axial hinged knee braces on muscle activity and the resulting 
joint mechanics of healthy gait remain unclear. Previous 
brace studies have found a reduction in knee pain 
accompanied by reduced knee extensor moments with a 
concomitant increase in hip and ankle impulse in injured 
runners compared to healthy controls [3,4]; however, these 
results have not been consistent across the literature. 
Therefore, the purpose of this study was to investigate how 
healthy individuals alter their muscle activation patterns 
with a modern, hinged knee brace. Our hypothesis was that 
these individuals will adapt their movement patterns to 
reduce knee extensor activity in response to the reduced 
degrees of freedom of the braced knee. In addition, we 
expect to find a reduction in the knee extensor moment and 
knee flexion angle range of motion accompanied by an 
increase in peak plantar flexion angles and moments. 

METHODS 
Five male participants completed this study (age: 24.6±4.6 
years). Kinematic, ground reaction force and 
electromyographic (EMG) data were collected as 
participants ran at 3.2 m/s over a force plate in a 20m long 
runway. Participants completed 5 trials in each condition; 
braced (Meuller Wraparound Hinge brace) and no brace. 
EMG was recorded for the following seven muscles: 
Tibialis Anterior (TA), Lateral and Medial Gastrocnemius 
(LG, MG), Biceps Femoris (BF), Vastus Medialis (VM), 
Vastus Lateralis (VL), and Rectus Femoris (RF).  

Ankle and knee kinematics and kinetics were averaged over 
5 stance phases recorded. EMG were analyzed 150 ms 
preceding ground contact to 150 ms post right toe-off. A 
linear envelope was calculated to determine onset timing as 
well as integrated EMG (iEMG) during the following 
phases: pre and post foot contact.  

The primary outcome measures of interest for EMG were 
muscle onset times relative to foot strike, iEMG over the 
given phases, and peak stance activation. For the kinematic 
and kinetic measures, peak angles and moments, as well as 
overall range of motion will be analyzed. Student’s paired t-
tests will be used to test the hypothesis that braced gait 

differs from normal with an = 0.05 for each of the outcome 
measures. 

RESULTS AND DISCUSSION 
Peak TA activity in early stance decreased significantly 
while peak LG activity in terminal stance increased in the 
braced condition. Despite reduced initial peaks, post foot 
contact iEMG increased for the TA while wearing the brace, 
suggesting that the duration of activation was increased. 
Initial ankle dorsiflexion angle decreased significantly, 
accompanied by a decreased knee flexion range of motion.  

In partial agreement with our hypotheses, there was a 
reduction in the knee flexion range of motion in response to 
the tri-axial knee brace. There was also a decrease in ankle 
dorsiflexion at initial contact which suggests that foot 
contact strategy may be altered in the braced condition. 
However, contrary to our initial beliefs, the brace did not 
have any modifying effect on peak knee moments. There 
were small, yet significant differences in muscle activation 
patterns. Increased LG peak activity in terminal stance may 
be indicative of either a greater reliance on plantar flexion 
for propulsion or an increase in co-activation about the knee 
joint, likely for stability during the novel task of wearing the 
brace. Further analysis of the timing of knee and ankle 
moments and joint powers is needed to better understand 
this relationship.   

Table 1. Findings that are significant at =0.05. NB=no brace, 
B=brace. 

Measure  NB mean(SD)  B mean(SD)  Units  �‐value 

TA peak  172.96(60.96)  146.23(50.56)  %max  0.006 

LG peak  139.93(50.04)  169.25(68.14)  %max  0.045 

TA iEMG post 
foot contact  63.96(22.70)  82.76(38.13)  0.045 

Initial Ankle 
Dorsiflexion  13.04(2.95)  10.83(4.57)  Deg. 0.042 

Knee Flexion 
ROM  31.21(5.12)  30.02(5.22)  Deg. 0.050 

CONCLUSIONS 
Changes in ankle and knee kinematics, coupled with the 
observed lower limb EMG changes, suggest that participants 
may alter their foot contact strategy in order to compensate 
for the knee brace. The potential implications for both 
performance and clinical efficacy merit further investigation 
in both healthy and injured individuals. 
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INTRODUCTION 
The world's deaf population is estimated to be about 360 
million people, and most of them use sign language. 
Because of the different sign language systems depending 
on the country and communication restrictions with people 
who do not use sign language, deaf people suffer from social 
inequalities and financial losses in many areas of life 
(education, welfare etc.). Sign language recognition system 
will play an important role solving the above problems. 

A technique of classifying hand gestures is the most 
important in sign language recognition system. Although 
various hand gesture recognition techniques using cameras, 
gloves and attachable sensors have been developed, they 
have not been practically applied due to the obstruction in 
daily life or the inconvenience of their use. Therefore, the 
purpose of this study is to develop a new hand gesture 
recognition system using an armband-type 
electromyography (EMG) and to evaluate its accuracy 
according to the training database size. 

METHODS 
There are numerous forearm muscles that control wrist 
flexion/extension and fingers flexion/extension such as 
flexor carpi radialis, extensor digitorum etc. Because these 
muscles are distributed in the belly of forearm, an armband-
type multi EMG could be used to recognize hand gestures. 

In this study, an easy-to-wear armband sensor consisting of 
8 EMG channels was developed. The sampling frequency 
was 600Hz and the measured data was transmitted to the PC 
via wireless communication. 

EMG signals were filtered through 10-300Hz bandpass 
filter. Since it was difficult to obtain onset and offset of 
EMG signals when the fingers move, the Teager-Kaiser 
Energy (TKE), in which increasing the signal-to-noise ratio 
(SNR), was calculated to minimize the baseline noise effects 
[1]. Root Mean Square (RMS) of TKE was calculated and 
window width was defined as 500ms. In order to convert 8 
signals into 1-dimensional signal, all RMS signals were 
summed. Threshold was compared to determine the onset 
and offset of EMG activation. Because the threshold value 
differs for each subject, it was applied after a preliminary 
measurement. EMG feature vector was defined as Mean 
Absolute Value (MAV) of each EMG channel in the muscle 
activity section. All feature vectors were resampled into 
constant time to normalize the muscle activation time. 

Artificial Neural Network (ANN) was used for classification 
of signals. classification parameters of each neuron were 
obtained by using the MATLAB Neural Network toolbox 
using the error backpropagation learning algorithm. 

An armband was worn on the right forearm muscle’s belly. 
Two sensors were placed on the flexor digitorum 

superficialis and the extensor digitorum. The remaining 
sensors were arranged at regular intervals. Since the 
circumferential length of the forearm was measured 
differently for each subject, the interval length was defined 
as the circumferential length divided by 8. 

Ten subjects without musculoskeletal diseases were 
recruited to evaluate classification accuracy. Five gestures 
(wrist flexion/extension, all fingers flexion/extension, 
double tap) were selected and forty feature vectors were 
obtained per gesture. Thirty feature vectors were used for 
classifier training and ten feature vectors were used for 
evaluation. Optimal training database size was determined 
by comparing the accuracy. 

RESULTS AND DISCUSSION 
Table 1 shows the classification accuracy and the standard 
deviations (SD) according to the training database size. High 
accuracy (>98%) with small SD (<5%) was shown for every 
database size. As the size of the training database increased, 
the accuracy became higher and SD smaller. However, the 
feature vector should have been trained for at least 20 times 
per gesture because some subjects (7, 8 and 9) showed 
relatively large SD (>5%). 

Table 1: The accuracy and the standard deviation according 
to the training database size 

Subject 
Training database size 

10 20 30
1 100.00±0.00 100.00±0.00 100.00±0.00 
2 100.00±0.00 100.00±0.00 100.00±0.00 
3 100.00±0.00 100.00±0.00 100.00±0.00 
4 100.00±0.00 100.00±0.00 100.00±0.00 
5 100.00±0.00 100.00±0.00 100.00±0.00 
6 100.00±0.00 100.00±0.00 100.00±0.00 
7 96.00±8.94 98.00±4.47 100.00±0.00 
8 94.00±5.48 98.00±4.47 100.00±0.00 
9 96.00±5.48 100.00±0.00 100.00±0.00 

10 100.00±0.00 100.00±0.00 100.00±0.00 
Total 98.60±4.05 99.60±1.98 100.00±0.00 

CONCLUSIONS 
A hand gesture recognition system was developed using an 
8-channel armband type EMG in this study. The evaluation 
of the algorithm showed that the average accuracy was more 
than 99.5% when trained over 20 signals per gesture. 
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INTRODUCTION  
Previous research studies have showed that only about 
fifty percent of patients with anterior cruciate ligament 
reconstruction (ACL-R) could recover preoperative sports 
activity levels even 12 months after surgery [1,2]. The 
ACL-R patients who could not return to preoperative 
sports activity levels were indicated to have the several 
factors (poor knee function, asymmetries of body 
movement, and mental depression) [1,2]. Some studies 
have indicated the ACL-R patients the gait asymmetries 12 
months after surgery [3], whereas other studies have not 
indicated them [4]. The asymmetries of human movement 
are related to the fear of re-injury and knee osteoarthritis 
progress of ACL-R patients [5]. Most of the previous 
studies regarding gait of ACL-R patients have simply 
examined the comparisons of maximal and minimal values 
of gait parameters. Therefore, we thought to use other 
references and methods will be more valuable to 
understand the gait asymmetries of ACL-R patients. 
Accordingly, we examined the variability in inter-
segmental coordination during gait of ACL-R patients 
using continuous relative phase (CRP) method [6,7].  
The purpose of this study were 1) to evaluate the values of 
variability in inter-segmental coordination during each 
stance phase of gait (early/late double support phase, and 
single support phase) between the operative and the non-
operative sides in ACL-R patients about 12months after 
surgery, and in the normal subjects, 2) to evaluate the 
relationships between the values of the variability in inter-
segmental coordination and the gait parameters (joint 
angle, joint moment, and ground reaction force) during 
each stance phase of gait. 

METHODS 
Twenty-six healthy subjects (13 men and 13 women, 
average age of 21.4 (± 1.2) years), and seventeen ACL-R 
patients (7 men and 10 women, average age of 20.2 (± 3.2) 
years, average time after surgery: 362.5 (± 64.4) days) 
participated in this study. All the ACL-R patients of this 
study had already fully returned to preoperative sports 
activities. Gait kinematics was recorded using a Vicon 
motion system and a force plate. Subjects were asked to 
walk at a pace of 110 steps/min for 5 trials. The CRP 
values were examined under the following process in 
conformity with the previous studies [6,7]. The phase 
angles were calculated between the segment angles (thigh, 
shank, and foot segment) and the segment angular 
velocities. The CRP values were calculated by subtracting 
from distal segment’s phase angles to proximal segment’s 
phase angles (shank-thigh, and foot-shank). Additionally, 
deviation phase (DP) values, which were the variability in 
inter-segmental coordination indicators, were calculated 
using the CRP values during each stance phase. A lower 
DP values indicated a better inter-segmental coordination 
between two segments [6]. Moreover, the peak values of 
joint angle, joint moment and ground reaction force in the 
sagittal plane were calculated during each stance phase. 

Statistical analysis were 1) the comparisons of the DP 
values during each stance phase were examined between 
groups (operative and non-operative side of ACL-R 
patients and normal subjects) using one-way repeated 
measured analysis of variance which were conducted to 
examine the relationships between groups. Tukey post-hoc 
analyses were performed to clarify significant main 
effects, 2) the correlation coefficients between the DP 
values and gait parameters during each stance phase were 
examined using Spearman’s correlation analysis. The 
statistical significance was set at the level of p < 0.05. 

RESULTS AND DISCUSSION 
Result 1): At the early double support phase and late 
double support phase, the DP values between shank and 
thigh in ACL-R patients of operative side were higher than 
the values of non-operative side, and normal subjects.  
Result 2): The DP values between shank and thigh in 
ACL-R patients of operative side were significantly related 
to the knee flexion angles (r = －0.52), the knee extension 
moments (r = －0.46) at the early double support phase, 
and the hip flexion moments (r = －0.42) at the late double 
support phase. 
We found the differences of the variability in inter-
segmental coordination between shank and thigh segment 
existed in ACL-R patients about 12 months after surgery. 
Since the higher DP values indicated poor inter-segmental
coordination between two segments, the gait of ACL-R 
patients still did not recover normal gait performances 
enough as the normal subjects and the non-operative side, 
after they had already been participated in sports activities. 
Furthermore, ACL-R patients showed the decreasing knee 
flexion angle and knee extension moment during early 
double support phase, and decreasing hip flexion moment 
during late double support phase were related to the values 
of the variability of inter-segmental coordination, therefore 
the consideration of these relationships were important for 
the rehabilitation of ACL-R patients. 

CONCLUSIONS 
We confirmed the differences of the variability in inter-
segmental coordination between shank and thigh segment 
during early and late double support phase in ACL-R 
patients’ operative side even after return-to-sport. 
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INTRODUCTION 
Human memory is of a volatile nature and if there is no 
intersection of testimonies, intra- nor inter-individually, 
specially in the presence of their temporal progression, 
measurement technologies must employed. Our task was to 
determine what type of sport boat manoeuvre that an injured 
party could have fallen overboard and be hit by the rear part 
of the boat. We focused therefore the forces acting on 
humans of various driving modes. Experiments were 
performed with a human crash test dummy in different 
positions and locations on the boat. 

METHODS 
To find the manoeuvres corresponding to the court file 
findings, it was necessary to know directions and time 
courses of forces acting on passengers with the 
simultaneous motion of the boat (direction, velocity, 
acceleration, tilt, turning radius, etc.). The dummy Hybrid-
III50th (JASTI Co) was used to eliminate the different 
responses of a human stabilizing to cope with 
pseudorandom impulses of forces. The dummy was firmly 
anchored in different positions and thus firmly tied to the 
boat. Forces in anchors were measured using three 
preloaded piezoelectric 3-component sensors of Kistler 
9317C. Data from these sensors were used to calculate 
magnitudes and directions of reactions that a human must 
eliminate to keep a stable position. A triaxial accelerometer 
of Kistler 8766A was placed in the dummy’s CG to 
determine the forces acting on the mass of the body 
independent of the position relative to the boat. The signal 
conditioning and recording took care amplifier Kistler 5080 
and acquisition system DEWESoft Sirius. The equipment 
was supplied by portable generator located on the boat.  

The experiment was performed at the accident site, under 
similar water conditions, as recorded by the 
Hydrometeorological Institute, with the same boat load 
distribution. Recording of kinematic data was a challenge. 
At first a Qualisys system with active markers was trialed, 
but direct sunlight light conditions and the long distance 
from the boat to the cameras made this impossible. Video 
recordings were therefore provided by a drone with a high 
resolution camera that captured the boat and dummy 
movement in the horizontal plane, as well as least two fixed 
points on the shore. An onboard camera enabled 
measurement of the lateral tilt of the boat. Synchonization 
of the various measurement systems was achieved by their 
simultaneous recording while the dummy was rapidly 
moved.  

Camera recordings were analysed using the Qualisys Video 
Analysis software. Time courses of the boat movement in a 
horizontal plane were measured relative to the land. Drone 
movement, while capturing, was eliminated by using the 
fixed points on the shore to calibrate each video image. The 
tilt of the boat along the anteroposterior axis was acquired 
using "undoubtedly vertical objects" recorded by onboard 
camera, e.g. columns of traffic signs and street lighting. The 

lens distortion was eliminated by computing the average of 
several objects. 

RESULTS AND DISCUSSION 
Possible "accident sites" were detected by the intersection 
of measured values and boundary conditions. Synchronous 
graphs (Figure 1) shows time courses of reaction, 
centrifugal and acceleration forces, and their directions 
together with tilt, drift, turning radius and velocity of the 
boat. 

Figure 1: Top row pictures shows the experimental setup 
and the boat movement recorded by the drone video. The 
graph shows the forces dragging the body off the boat, the 
boat tilt and the curvature of trajectory of its motion (down). 
Green ellipses show potential periods of an overboard 
phase.  

The results were quite clear. A human falling out of the boat 
could have occurred only on the side of boat on the outer 
side of the curved turn at either (i) low speeds (up to 10 
km/h), or (ii) the beginning of a sharp curve while driving 
faster. At other times, the tilt of the boat was too large, or 
the body would not have hit the croup. However, the 
passenger must stand or kneel on the seat side or sit on the 
board. Centrifugal forces on humans are well eliminated by 
boat tilts. A sufficient impulse for an overboard situation 
requires some other external forces, e.g. hitting a wave. 
However, the results and conclusions mentioned above 
cannot be directly related to the case of the human 
propositus due to the lack of objective data of the incident. 

CONCLUSIONS 
The described forensic case has methodological value. We 
showed the integrated use of available technologies in a 
difficult water based boating application. We were able to 
collect large amounts of data to make objective conclusions 
about the potential for “person overboard” while boating. 
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INTRODUCTION  
Acute and chronic lateral ankle instabilities are common in 
patient populations with high physical demands. Lateral 
ankle sprains (LAS) are common injuries that affect athletes 
in all sporting activities. Many LAS are treated 
conservatively, however, 32 to 74% of patients with a 
previous ankle sprain report some type of chronic symptom 
such as pain, swelling, ‘‘giving way,’’ and loss of motion 
[1]. These symptoms are called “Chronic Ankle Instabilities 
(CAI).' LAS occur commonly during plantar flexion and 
inversion with excessive ankle supination because the ankle 
joint is more unstable in plantar flexion. Mechanical 
instability can be identified on physical examination, stress 
radiographs, and stress ultrasound in non-weight loading 
condition. However, using three dimensional motion 
analysis techniques, LAS has been shown to occur during 
not only inversion with plantar flexion, but also internal 
rotation of the ankle with slight dorsiflexion [2]. Therefore, 
it is important for athletes with CAI to assess the mechanical 
instability of the ankle in conservative treatment. However, 
there are no invasive methods to assess ankle instability 
during weight loading condition. The aim of this study was 
to develop assessments of CAI during induction of rotatory 
instability in weight loading conditions. 

METHODS 
A total of 56 subjects, 23 control (6 male and 17 female; 
mean age, 19.7±0.5 years old; mean height, 1.62 ±0.07 m; 
mean weight, 54.7±8.4 kg) and 33 subjects with CAI (13 
male and 20 female; mean age, 21.3±7.1 years old; mean 
height, 1.65±0.07 m; mean weight, 56.0±8.3 kg) participated 
in this study. Subjects are recruited from a university setting 
and a co-author’s sports clinic. The control group was 
subjects with no history of ankle sprain and no pain of the 
foot and ankle region. The CAI group were patients with a 
history of at least one substantial ankle sprain, with the first 
sprain occurring more than 1 year prior to the study, a self-
reported history of multiple recurrent episodes of their ankle 
giving way during functional activities, and no pain of the 
lower limb at the time of testing. Subjects with ankle sprain 
within a month of the time of testing or have some pain of 
the foot and ankle region were excluded. This study was 
approved by the local ethics committee and all subjects 
signed informed consent. All subjects were able to perform 
a 180 degree turn on either the affected or non-affected side 
from a bilateral standing posture with the feet at 1 foot-
width apart, and without flexion of the hip or knee during 
the turn tasks (Active turn test). All subjects were 
manipulated by a single tester who, from behind, rotated the 
subject's pelvis 180 degrees on the testing side in a sudden 
movement and in the same standing posture as the active 
turn test (Passive turn test).  Acceleration of inertial sensor 
(Microstone Co., MYP-RF8-TS, Japan) during both turn 
above the lateral malleolus of the testing side. The 

acceleration was measured in the anteroposterior axis (Ax), 
vertical axis, and medio-lateral axis (Az), and the minimum 
value of Ax and Az during both turn tests (Fig. 1) were 
recorded to evaluate rotational instability and were 
compared between the 2 groups using Man-Whitney test. 
And Reliabilities of those tests were examined using 
ICC(1,k). 

Figure 1: Graph of the Az during the passive turn task. 
The dashed line is control, and the solid line is a patient with 
CAI. * is minimum value of the Az. 

RESULTS AND DISCUSSION 
The ICC values both 2 tests were higher than 0.9, reliability 
of both tests were excellent.  of the CAI group [Active, -
1.53 (-3.64 to -0.82) mm/sec2; Passive,-1.73 (-2.52 to -
1.15) mm/sec2] were significantly lower than that of the 
control group [Active, -0.91 (-1.63 to -0.70) mm/sec2; 
Passive, -1.29 (-1.61 to -0.93) mm/sec2] in both turn tests. 
In Figure 1, the  is indicated on the medio-lateral 
directions of the lateral malleolus. A negative peak of  
occurs when restraining the lateral malleolus thrust under 
unstable conditions. With an anterior cruciate ligament 
injury, the pivot shift test has an important role in the 
diagnosis of instability of the knee. Limitations of the pivot 
shift test are that it is not quantitative and cannot overcome 
subjective determination of the testers. Recently, rotatory 
instability of the knee during the pivot shift test has been 
assessed quantitatively using an inertial sensor [3]. 
Limitations of previous studies of ankle instability are due to 
the inability to assess the instability quantitatively in 
patients during daily and sports activities. The present 
assessment using an inertial sensor is able to measure 
quantitatively the instability of the ankle in weight-loading 
conditions. 

CONCLUSIONS 
Our results indicate that non-invasive inertial sensors have 
promising capabilities to assess the dynamic stability of the 
ankle in CAI patients. 
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INTRODUCTION  
Ankle sprains are perceived as the single-most common 
injury in sports [1]. Eighty-five percent of all injuries to the 
ankle joint affect the ligamentous structure with another 
85% of these involving the lateral side of the ankle complex 
[2]. 
Accounting for up to one sixth of all injury lay-off from 
sports activity ankle sprains are an important issue to 
address [1,2]. 

The Spraino® Slide is a prophylactic innovation by the 
Danish company Grønlykke Medical. The Spraino® Slide is 
an adhesive polytetrafluoroethylene (Teflon) patch that is 
attached to the lateral edge of the shoe. Spraino® Slide is 
intended to reduce friction between the lateral edge of the 
shoe and the playing surface when experiencing critical 
inversion situations, thus creating a sliding motion during 
initial contact to prevent the occurrence of lateral ankle 
sprains. 
The objective of present study was to test the clinical effect 
of Spraino® Slide during full-effort 180° change of direction 
maneuvers. 

METHODS 
Eight healthy female athletes (age: 21.3 ± 0.7 years, height: 
172.0 ± 3.6 cm, mass: 66.4 ± 8.5 kg) participated in this 
preliminary single-blinded randomized cross-over study. 
Each subject performed the 180° cutting maneuvers while 
wearing a pair of commercially available Adidas Stabil 
Boost™ handball shoes (Adidas AG, Herzogenaurach, 
Bavaria, Germany).  

The eight subjects were randomized to start with either the 
control or intervention condition. A Spraino® Slide was 
attached along the lateral edge of the shoe with a 10 mm 
margin below the sole in the intervention condition. The 
Spraino® Slide was not attached below the sole in the 
control condition but only attached for blinding purposes. 
Each subject completed eight trials in both conditions. 

Ground reaction forces (GRF) were collected at 1000 Hz 
using a force plate (AMTI OR6-7-1000, Massachusetts, 
USA). Kinematic data were collected with a sample rate of 
500 Hz using eight infrared Qualisys Oqus 300+ series 
cameras and processed in Qualisys Track Manager 
(Qualisys AB, Gothenburg, Sweden). Kinematic data were 
low-pass filtered using a 4th order Butterworth filter with a 
cut-off frequency of 14 Hz.  

Ankle joint kinetics were analyzed between touch down and 
toe-off using Visual 3D (C-Motion Inc., Germantown, 
Maryland, USA). IBM SPSS Statistics (PASW statistics, 
version 24, IBM Corporation, New York, USA) was used to 
conduct a Paired Sample T-Test on contact time and peak 
inversion moment. 

RESULTS AND DISCUSSION 
No statistical difference was shown in contact time and peak 
inversion moment. These results along with the mean 
inversion moment during the stance phase (Figure 1) 
indicate that the use of Spraino® Slide patches does affect 
the movement or the performance when performing 180° 
change of direction maneuvers. 

Figure 1: Mean Inversion Moment ± SD in Nm/kg. 

In all cases the subjects changed direction with initial 
contact on the medial side of the foot with an average 
medial/lateral foot-ground inclination angle at 17.4° ± 6.8. 
This might explain the unaffected movement with Spraino® 
Slide attached to the lateral edge of the shoe. 

CONCLUSIONS 
Attaching Spraino® Slide on the lateral edge of the shoe 
does not affect a full-effort 180° change of direction when 
initial contact is being made with the medial side of the foot. 

No conclusion on the effect in critical situations can be 
made, however future studies have been planned to examine 
the preventative effect of Spraino® Slide when initial contact 
is carried out on the lateral edge of the shoe. 
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INTRODUCTION  
Gait analysis can be used to predict health status in the 
elderly (1). Gait is no longer postulated as a totally 
automated motor task. It requires multiple executive 
function processes to utilise safe and efficient gait (2). With 
advanced age, executive function declines, which is linked 
to an increase in gait variability and fall-risk. Dual-task 
paradigms have been introduced to explore the automaticity 
of gait by challenging inhibition and/or attention (i.e. 
executive function). The utility of using dual-tasking has 
become more evident (2). However, the great variability of 
the dual-tasking paradigms limits its use in clinical gait 
assessment. There is also a lack of evidence for the 
consistency of dual-task effects upon gait performance. This 
may be due to the limited number of consecutive strides 
included during over-ground walking and effects of 
treadmill’s speed on gait patterns (3). 
The aim of this study was, therefore, to explore the effect of 
an inhibition response task on gait performance during self-
paced treadmill walking and the consistency of gait 
measurements between days. 

METHODS 
Twenty-three healthy male subjects (mean age: 34.56 + 5.12 
years) walked on a GRAIL system (Gait Real-time Analysis 
Interactive Lab, Motek Medical B.V.) at two different 
sessions, 5 ± 3 days apart. The GRAIL system consists of an 
instrumented dual-belt treadmill with a twelve-camera 
Vicon capture system. The self-paced mode was used with 
virtual-endless scene. Each subject walked randomly under 
two conditions: 1) Free walking (FR); 2) walking while 
performing a Colour Stroop test (read the colour not the 
word) (DT). The average values of temporal-spatial gait 
parameters (speed, step length, stride time and step width) 
and variability across 100 consecutive gait cycles were 

computed. A repeated measures ANOVA was used to 
explore the effect of inhibition response tasks on these 
outcomes. The level of statistical significance was set at 
p<0.05. 

RESULTS 
Descriptive statistics for average and variability values of 
temporal-spatial gait parameter for each walking condition 
are presented in Table 1. In the first day, there was a 
significant effect of dual-task on both average mean of step 
length and width. In the second day, there was significant 
effect on all average gait parameters, except step width. On 
gait variability, there was no significant difference in all gait 
parameters in two days. The number of correct Stroop task 
answer showed significant improvement in second session.  

DISCUSSION AND CONCLUSIONS 
The present findings showed that the dual-task significantly 
altered subjects’ gait stability during their first visit, as 
reflected in the mean values of step-width. This was not the 
case during the second visit. However, due to the significant 
improvement in correctly reading the ‘colour’ of presented 
words during the second visit, walking speed, step-length, 
and stride-time have been significantly increased during the 
dual-tasking walking. This may lead to suggest that the 
alterations in the mean values might be associated with 
improvements in cognitive process. This has also been 
reflected by the fact that there was no effect of dual-tasking 
on gait variabilities. Alterations in gait variability have been 
related to executive function impairments (4). Taken 
together, this supports results obtained from healthy 
subjects. In terms of consistency, the results indicate that the 
GRAIL system provided consistent gait spatial-temporal 
parameters between days across walking conditions. Future 
research should explore the utility of our dual-task paradigm 
in patients with neurological conditions.  

Table 1: Descriptive statistics (means and standard deviations (sd)) of gait parameters during two walking conditions: FR (single walking 
task), DT (walking while performing Stroop task), and p= p value.
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AVERAGE MEAN OF TEMPORAL SPATIAL PARAMETERS 

Day 1 Day 2 Between Days 
FR (Mean± sd) DT (Mean± sd) p FR (Mean± sd) DT (Mean± sd) p pFR pDT 

Walking speed (m/s) 1.4548(0.153) 1.503 (0.138) 0.068 1.467 (0.171) 1.530 (0.158) 0.015 0.424 0.115 

Step-length (m) 0.742 (0.062) 0.769(0.0936) 0.043 0.742 (0.764) 0.764 (0.061) 0.013 0.996 0.645 

Step-width (m) 0.095 (0.030) 0.101 (0.031) 0.027 0.096 (0.027) 0.098 (0.028) 0.269 0.772 0.452 

Stride-time (s) 1.030 (0.073) 1.021 (0.730) 0.522 1.018 (0.076) 1.003 (0.069) 0.039 0.114 0.118 

VARIABILITY MEAN OF TEMPORAL SPATIAL PARAMETERS 
Walking speed (m/s) 0.129 (0.019) 0.135 (0.024) 0.050 0.128 (0.020) 0.131 (0.023) 0.171 0.874 0.298 

Step-length (m) 0.025 (0.023) 0.080 (0.248) 0.306 0.019 (0.006) 0.019 (0.010) 0.734 0.210 0.249 

Step-width (m) 0.021 (0.005) 0.021 (0.006) 0.664 0.020 (0.005) 0.021 (0.006) 0.147 0.282 0.062 

Stride-time (s) 0.021 (0.016) 0.060 (0.156) 0.264 0.017 (0.008) 0.016 (0.008) 0.442 0.159 0.200 

Percentage of correct performance on Stroop task during walking
Correct answer percentage in % 93 (± 0.14) 96.5 ( ± 0.06) pStroop=0.011 
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INTRODUCTION  
Physical therapy is performed not only at rehabilitation 
centers, but also in the home and community of patients. 
However, gait analysis by physical therapists remains 
important. In the gait analyses, the largest power burst 
occurs at the ankle during pre-swing. Seven plantar flexor 
muscles peak in activity during the terminal stance, 
contributing to a high plantar flex moment [1]. 
In the ankle during walking, the ankle plantar flexion power 
propels the leg into the swing and accelerates the body mass 
forward [2]. Therefore, the function of the ankle plantar 
flexors is important for the generation of forward 
progression during the terminal stance phase of gait. 
However, physical therapists are unable to assess gait 
quantitatively in the home and community of the patients. 
Recently, inertial sensor-based activity monitors have 
become popular, and can be used to evaluate the gait of 
patients during rehabilitation. Inertial sensors are recognized 
as validated, objective tools for quantitative assessment 
without the need for specific environments. The purpose of 
this study was to develop an assessment that reflects plantar 
flexor moment of the ankle during the terminal stance of 
gait using an inertial sensor. 

METHODS 
Thirty seven limbs of 19 healthy male subjects (mean age, 
22.7±4.6 years; mean height, 1.71±0.47 m; mean weight, 
61.7±4.5 kg) were included in this study. Subjects who 
performed kinematics parameters outside of normal ranges 
were excluded. All subjects were required to perform 5 
straight-line walking trials along a 10 m level walkway 
with step length calculated by height at 3 rhythms as slow 
(76 steps/min), middle (108 steps/min), and fast (125 
steps/min). This study was approved by the local ethics 
committee and all subjects signed informed consent. 
Subjects were instrumented with an inertial sensor 
mounted on the lower leg at the fibula head. 

The inertial sensor recorded acceleration of the proximal 
shank as anterior-posterior, vertical, and medio-lateral 
directions during gait. Gait cycle was detected using video 
image files captured by tablet PC (MicroStone 
Corporation, motion recorder MYP-RF8-TS; sampling 
frequency, 100 Hz) synchronized with the inertial sensor. 
Both Ax and Ay were at peak values of each parameter 
from heel-off to toe-off.  

A three-dimensional gait analysis system (Vicon) was used 
for movement date acquisition. The system consisted of 6 
infrared cameras (Vicon; sampling frequency, 100 Hz) and 
two force plates (AMTI; sampling frequency,  1,000 Hz). 
Thirty-five reflective markers were mounted on the skin 
following the Plug in gait model using double-sided 
adhesive tape. Kinetics and Kinematics data of the lower 
limbs were calculated using Nexsus (Vicon), and  filtered 
with a low-pass at 10 Hz. Ankle plantar peak moments, 
peak power, and hip, knee, and ankle angles were 
calculated from the Nexus (Vicon). Moreover, to calculate 

the synthetic vector (Av), the following formula was used: 
=√( )^2+( )^2 . 

All parameters were assessed among the 3 conditions (slow, 
middle, and fast) using repeated ANOVA. Relationship 
acceleration parameters (Ax, Av) and kinetics of the ankle 
during gait were assessed using Spearman coefficient 
correlation. 

 Figure 1: Acceleration of the Fibula head during gait.   The 
peak values of both antero-posterior direction (blue) and 
vertical direction (red) from heel-off to toe-off were 
measured. 

RESULTS AND DISCUSSION 
Ax, Av, peak plantar flexion moment, and peak power of the 
ankle were significantly different among the 3 conditions 
(p<0.05). There was a significant correlation between Av 
and peak power of the ankle (r=0.67, p<0.05). Therefore, the 
inertial sensor mounted on the fibular head can assess 
function of the ankle, which is important for forward 
progression force during the terminal stance phase. Previous 
studies of gait analysis have used inertial sensors. The 
sensor provides information such as stride frequency, step 
symmetry, stride regularity, cranial-caudal activity, 
harmonic analysis, and kinetic variables during walking [3]. 
These parameters are able to assess gait abnormalities 
quantitatively. However, those analyses do not indicate 
improvement in gait function through physical therapy. 
Limitation of this study was that it used a database for 
standardized walking by healthy young men from 20 to 35 
years old. Further studies are needed to evaluate gait 
disorders in older adults. 

CONCLUSIONS 
We found a novel method for gait analysis using an inertial 
sensor can assess function of the ankle during terminal 
stance phase of gait.   
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INTRODUCTION  
Traumatic brain injury (TBI) is well known to trigger 
multiple brain parenchymal and vascular responses. The 
immediate and prolonged opening of blood-brain barrier 
(BBB) is a hallmark of TBI pathophysiology, and results in 
extravasation of blood components, including red blood cells, 
plasma proteins and water (vasogenic edema) [1]. On the 
other hand, Studies in impact biomechanics have 
demonstrated a number of brain injury mechanisms [2]. 
These mechanisms include positive pressures at the impact 
site, negative pressure at the site opposite of impact. Recently, 
Hardy et al. demonstrated the presences of transient pressure 
pulses with impact conditions. Coup pressures measured 
within a pressurized cadaver head after impact ranged from 
34 to 160 kPa, and the contrecoup pressures ranged from −2 
to −48 kPa [3]. Pamela et al. tested the effect of overpressure 
from positive pressure to negative pressure on astrocytes. 
Pressure wave generated by the barochamber, with high 
amplitude and short duration in the first pulse [4]. However, 
there is a lack of information with regards to the effect of 
impact pressure on endothelial cells in vitro, which are the 
components of BBB. 
   In this study, we developed an impulsive pressure loading 
device that is able to exposure cultured endothelial cells to 
negative pressure with ultra-short duration and examined the 
effect of impulsive pressure on endothelial morphology. 

METHODS 
Pressure loading device 
The pressure loading device consisted of a cylinder, piston, 
pendulum impactor, pressure chamber, and pressure 
transducer. A pressure chamber equipped with a pressure 
transducer is connected to the cylinder. The compartment 
connected between the cylinder and the pressure chamber is 
filled with water. The lower part of the pressure chamber, 
which is divided by a silicone membrane, is filled with culture 
medium. Pressure is generated by striking the piston with the 
pendulum.  

Endothelial cell culture 
Human umbilical vein endothelial cells (HUVEC) purchased 
from Lonza were cultured in Endothelial Basal Medium-2 
(EBM-2) supplemented with an EGM-2 SingleQuots 
containing recombinant human epidermal growth factor 
(rhEGF), heparin, hydrocortisone, recombinant human 
fibroblast growth factor-basic (rhFGF-B), ascorbic acid, 
recombinant human vascular endothelial growth factor 
(VEGF), recombinant long r insulin-like growth factor-1 (R3-
IGF-1), gentamicin sulphate amphotericin-B (GA-1000), and 
foetal bovine serum (FBS) under conditions of 5% CO2 and 
100% humidity at 37°C. HUVEC from passages 3–5 were 
seeded at 30×104 cells on BD Matrigel matrix-coated 35-mm 
culture dishes and were grown to confluent monolayers. 
Cultures were stained with 2 μM calcein-AM at 24 h post 

loading and observed by using an inverted fluorescence 
microscope. Cell detached area were manually measured 
using 5 randomly selected regions per experiment. 

RESULTS AND DISCUSSION 
2 types of pressure fluctuation shown in figure 1 are generated 
by the developed device. An initial pulse is negative (figure 
1A) or positive (figure 1B). The amplitude of the generated 
pressure were controlled by the incidence angle of the 
pendulum. The amplitude of generated pressure fluctuated 
between -80 kPa and +80 kPa with a cycle of 2 or 3 ms.  

Figure 1: Pressure waveform that an initial pulse is negative 
(A) or positive (B) 

Cells exposed to impulsive pressure were partially detached 
at 24h after pressure loading. Recently, some studies have 
suggested that delayed and progressive haemorrhage during 
the first several hours after head impact are attributed to 
molecular events initiated at the time of impact, which lead to 
later structural failure of microvessels [5]. Simard et al. 
showed that necrotic death of endothelial cells results in 
physical disruption of capillaries, leading to the extravasation 
of blood and formation of petechial haemorrhage in a 
contusive animal experiment [6]. However, the mechanical 
factor that influences the molecular abnormality has not been 
identified. A further detailed investigation of the molecular 
mechanism of capillary fragmentation using an in vitro model 
is required.  
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INTRODUCTION  
Sagittal plane trunk position might influence on hip and 
knee extensor muscles action during weigh bearing 
exercises [1]. Previous studies indicate that trunk flexion is 
related to lower knee extensor moment during stair climbing 
and jumps [2,3]. Consequently, trunk position also could 
modulate patellofemoral (PF) stress due to its influence on 
knee extensor moment magnitude. Running with trunk 
extension increases knee extensor moment and PF stress [4]. 
Furthermore, greater trunk flexion during weigh bearing 
activities might increase hip extensor moment [1]. 
Therefore, people could use strategies regarding trunk 
position to counterbalance hip or knee extensor muscle 
weakness.      

Females with patellofemoral pain (PFP) have weakness in 
these both muscle groups [5,6]. Thus, in this population, 
trunk position might present specific characteristic. The 
knowledge regarding trunk position and its relation with hip 
and knee extensor muscle action in females with PFP could 
support different approaches during rehabilitation according 
to treatment goals. The objective of the present study was to 
assess the relationship between sagittal plane trunk position 
and hip extensor moment, knee extensor moment, and PF 
stress during single leg squats, as well as comparing those 
measures between groups. 

METHODS 
15 females with PFP (aged 24.0 ± 3.2 years; pain onset 3.9 ± 
2.9 years) and 15 healthy females (aged 22.7 ± 2.1 years) 
participated. Inclusion criteria for the PFP group involved I) 
insidious onset of symptoms; II) retropatellar or peripatellar 
pain (3/10 VAS points) in at least three of the following 
actions: stair negotiation, running, kneeling, squatting, 
prolonged sitting, jumping, isometric contraction of 
quadriceps, and palpation of the medial or lateral facet of the 
patella; IV) presence of pain for at least two months. The 
control group had no history of injury or pain in the knees. 
Exclusion criteria for both groups included a history of 
surgery, injury or pain in the hips, patellar instability, pain 
on palpation of the patellar tendon area, Hoffa’s fat pad, 
iliotibial band, pes anserinus tendon or knee joint line, signs 
or symptoms of meniscal or knee ligament injuries. 

The participants performed five single leg squats with one 
minute interval between each trial. Squats were performed 
with at least 60° of knee flexion, and kinematic (7 cameras 
Qualisys Motion Capture System) and kinetic (Bertec force 
plate) data were collected. The interested variables were 
acquired at the peak of knee flexion during the squats: 
internal hip extensor moment, internal knee extensor 
moment, sagittal plane trunk position, and stress PF 
calculated according to a model previously published [7]. 
Data was analyzed using the Person correlation and 
independent t test (α=0.05). 

RESULTS AND DISCUSSION 
Peak knee flexion angle was 75.2 ± 8.8 deg. Trunk flexion 
angle was positively correlated to hip extensor moment 
(r=0.57; p<0.01). There was no correlation between trunk 
flexion angle and knee extensor moment (r=-0.21; p=0.28), 
as well as PF stress (r=-0.27; p=0.15). Regarding the 
comparison between groups, the PFP group had lower hip 
extensor moment (p<0.01) and a trend to a greater PF stress 
compared to control group (Table 1). 

Table 1: Comparison between groups (mean ± SD) 
PFP  

group 
Control 
group 

Mean difference 
(95%CI) 

Trunk flexion 
(deg) 

10.5  
±6.7 

15.2  
±9.7 

-4.7 
(-10.9 to 1.6) 

Hip moment 
(Nm/kg) 

0.6  
±0.3 

0.9  
±0.4 

-0.3 
(-0.6 to -0.1) 

Knee moment 
(Nm/kg) 

1.1  
±0.7 

1.1 
±0.6 

-0.1 
(-0.6 to 0.4) 

Stress PF 
(MPa) 

7.2  
±3.2 

5.1  
±3.2 

2.2 
(-0.2 to 4.6) 

Results indicated that a greater trunk flexion angle is related 
to a greater hip extensor moment, and trunk flexion angle is 
not related to knee extensor moment and PF stress. Besides 
there is no difference between groups regarding trunk 
flexion angle, the weakness of hip extensor muscles might 
induce females with PFP to perform weight bearing 
activities with lower trunk flexion angle in order to decrease 
the load on hip extensor muscles. However, this strategy 
does not have relation with overload on knee joint, and then, 
perhaps trunk position does not have relation with 
development or progress of PFP. Future studies with larger 
sample may confirm these results. Moreover, futures studies 
should consider postural balance as covariant. 

CONCLUSIONS 
Trunk position needs to be considered during physical 
activities and therapeutic exercises when performed to 
address deficits in hip extensor muscle strength. 
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INTRODUCTION  
Knee osteoarthritis (OA) is a major musculoskeletal disease 
that causes decline of physical and locomotor function. 
Because weakness of the quadriceps muscle is a common 
clinical sign associated with knee OA, the knee extension 
moment generally decreases in knee OA patients.  
In addition, knee OA patients have a kinematic feature of 
knee joint excursion at the early stance. In OA patients, the 
knee is slightly and continuously flexed during the early 
stance, and there is an unclear or no peak knee flexion-
angle. The kinematic feature of knee flexion in OA patients 
should affect the decreased knee extension moment; 
however, there is no evidence to clarify the relationship 
between knee excursion and quadriceps dysfunction.  
A musculoskeletal simulation model can reveal how OA 
patients control the knee in the early stance phase with 
quadriceps dysfunction. The objective of this study was to 
clarify the individual muscle contributions to knee angular 
acceleration in the early stance phase in knee OA patients. 

METHODS 
Fifteen individuals with medial knee OA and 14 healthy 
elderly individuals were recruited. Subjects with knee OA 
were included if they had Kellgren-Lawrence grade 2 or 
greater radiographic changes in the medial tibiofemoral 
compartment. 
Three-dimensional coordinates of reflective markers and 
ground reaction force were measured during standing and 
gait using a motion analysis system (Locus 3D MA-300, 
Anima, Japan). This system consists of 8 infrared cameras 
and two force plates. Nine markers were attached at 
anatomical landmarks: acromions, C7, 1st and 5th 
metatarsal heads, and heels. We also set imaginary markers 
at the medial-lateral malleolus, medial-lateral knees, and 
anterior-posterior superior iliac spines by using pelvic and 
shank devices to attach additional markers. The subjects 
were instructed to walk on a platform at their preferred 
speed. Data were low-pass filtered with a cut-off frequency 
of 6 Hz. 
Subject-specific simulations were created by OpenSim. A 
simulation model was created based on a generic 
musculoskeletal model, comprising the lower extremities 
and trunk, with 92 muscle-tendon units. For consideration of 
varus alignment, a degree of knee adduction-abduction was 
added into the model. Knee adduction-abduction motion 
was locked after the scaling process, because this motion is 
very small in spite of static alignment change. Next, we 
processed inverse kinematics and a residual reduction 
algorithm, and then computed muscle control. An induced 
acceleration analysis was used to compute the contributions 
of individual muscle forces to knee angular acceleration. We 
divided early stance into two phases, i.e., a 5-15% stance 
phase (%SP) and a 15-25%SP, and an averaged contribution 
of muscle forces to knee angular acceleration was 
calculated.  
T-test and chi-square were used to investigate differences in 
demographic data and gait speed between groups. Analysis 

of covariance (ANCOVA) was used to determine group 
differences adjusted by gait speed.  

RESULTS AND DISCUSSION 
There were no statistical differences between the two groups 
in age, height, weight, and gender distributions. Knee OA 
patients walked slower than control subjects, i.e., 0.90 ± 
0.16 m/s in knee OA patients and 1.11 ± 0.21 m/s in 
controls. 
Knee extension acceleration generated by lower limb 
muscles was observed during 5-25%SP in both knee OA and 
control individuals (Figure1). Major muscles used to 
generate knee extension in the early stance phase were the 
gluteus maximums and the vastus. The tibialis anterior 
generated large knee flexion in the early stance.  
During 5-15%SP, there was no difference between groups in 
knee acceleration by all lower limb muscles. Patients with 
knee OA showed less knee extension acceleration by the 
vastus and greater knee extension acceleration by hip 
adductors than in controls. 
During 15-25%SP, there was no difference after adjustment 
for gait speed in knee acceleration by lower limb muscles. 
Patients with knee OA showed significantly less knee 
extension acceleration by the vastus. 

Figure 1: Muscle contribution to knee angular acceleration 
during the stance phase.  

Our study revealed that patients with knee OA showed less 
knee extension acceleration by the vastus during the early 
stance phase. The results indicate that the generation of knee 
extension acceleration by the vastus muscles is impaired in 
knee OA patients. During 5-15%SP, hip adductor muscles, 
which mainly act to control medio-lateral body stability, 
partly compensate for the weak production of knee 
extension by the vastus. We could not identify a kinetic 
relationship between less knee extension-flexion excursion 
and quadriceps dysfunction during the early stance in knee 
OA. 

CONCLUSIONS 
This study revealed the important finding that patients with 
OA show decreased dependency on the vastus muscle for 
knee control during the early stance. 
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INTRODUCTION  
Injuries to the anterior cruciate ligament (ACL) are up to 
eight times more likely to occur in females compared to 
males. Neuromuscular and biomechanical differences in 
ACL-deficient populations have been established during a 
variety of tasks [1], however, it remains unclear how males 
and females differ in neuromuscular control following 
injury.This study sought to determine if injury-induced 
changes in neuromuscular control lead to altered functional 
roles of the knee joint muscles between males and females. 

METHODS 
A highly reliable, isometric, weight-bearing, force-matching 
protocol [2] required 20 ACL-deficient females (FACL), 27 
ACL-deficient males (MACL), 17 healthy females (FYC) 
and 17 healthy males (MYC) to modulate ground reaction 
forces in various combinations of sagittal and frontal plane 
loads. Surface electromyography of 10 muscles in the lower 
extremity were normalized and displayed in polar plots. 
Ground reaction force directions and magnitudes, and 3D 
motion were captured. Mean activation magnitudes and 
patterns were quantified with an orientation analysis to 
determine the presence of group differences in knee 
stabilisation strategies and functional roles. 

Watson-Williams tests (α =.05) were used to identify group 
differences in the mean direction of each muscle’s activity 
(ϕ). Two-way ANOVAs (α =.05) were used to determine 
main effects of sex and ACL-injury in the group mean 
magnitudes of each muscle’s activation (XEMG) and variance 
of activation about each muscle’s ϕ (specificity index: SI). 
The 10 muscles surrounding the knee joint were classified 
into 3 roles: general stabiliser, moment actuator, and 
specific joint stabiliser, using their symmetry of activation 
about the polar plot origin, ϕ, XEMG, SI, and muscle 
activation profiles. 

RESULTS AND DISCUSSION 
The classification of functional muscle roles was different 
between groups, with the exception of MACL and FYC 
sharing the same classifications. No main effects of sex or 
ACL injury were found for any of the muscles’ ϕ. Sex and 
injury effects were seen in both group XEMG and SI of 
activations; i) FYC had higher XEMG than MYC for the RF 
(p =0.021) and VM (p =0.009), ii) FYC and MYC had 
higher MG XEMG compared to FACL (p =0.001) and MACL 
(p <0.001), respectively, iii) FACL had lower SI values for 
the BF than both FYC (p =0.024) and MACL (p <0.001).  

Sex-related differences in neuromuscular control of the knee 
have been routinely cited, implying a link with increased 
non-contact ACL injuries among females [1]. We found that 
MYC had the most specific muscle activation roles, with no 
muscle being a general stabiliser, while FACL used the least 
specific muscle activation roles, with four of ten muscles 

being general stabilisers. Previous work shows that the vastii 
[3], and the MG [4] have increased activations in unstable 
knee joints, in an attempt to increase compression of the 
joint and protect the ACL from increased strain.  

Figure 1: Mean EMG polar plots of rectus femoris (RF), 
vastus medialis (VM), and medial gastrocnemius (MG) 
muscles for FYC, MYC, (solid lines) FACL, and MACL 
(dashed lines). Outer numbers represent target location 
angle (o); inner numbers represent normalized EMG 
magnitude (ratio of maximum voluntary activation). 

CONCLUSIONS 
We deemed specificity as the ability of efficiently 
controlling the activation of the knee joint muscles during 
various loading conditions. Our results indicate a hierarchy 
in muscle activation strategies, in terms of specificity, when 
stabilising the knee joint: MYC as the most specific, FYC 
reflecting the strategy of MACL, and FACL as the least 
specific. This stresses the necessity of sex-specific patient 
rehabilitation management and treatment after an ACL 
injury. 
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INTRODUCTION  
Ankle sprain is a common injury caused by inversion 
movement during the practice of exercise, sports or during 
daily activities. Repeated ankle sprains can lead to chronic 
ankle instability (CAI). Although there are many studies on 
this topic, doubts about how pairs of muscles are activated 
by Central Nervous System (CNS) still remain. One way to 
evaluate it is the coherence analysis electromyography-
electromyography (CoAn EMG-EMG). Coherence analysis 
(CoAn) is a cross-correlation of frequency spectrum domain 
which suggests that the common oscillations of muscles are 
commanded by CNS. However, there are not enough studies 
about CoAn EMG-EMG with CAI. This study aims to 
evaluate the differences of CoAn EMG-EMG in females 
with CAI. 

METHODS 
Twenty four (24) female indoor football players participated 
and were divided in two groups: Control Group (CG) and 
Instability Group (IG). Ten (10) inversion movements were 
simulated on an inversion platform and the electrical activity 
of the mm. tibialis anterior, TA; fibularis longus, FL; 
fibularis brevis, FB; and gastrocnemius lateralis, GL were 
recorded by an electromyoph. The Power Spectral Density 
(PSD) was calculated for each muscle from two EMG 
epochs (the anticipatory, APA; and compensatory postural, 
CPA, adjustments). APA is the interval between 200 ms 
before and 51 ms after start of the fall of the inversion 
platform. CPA is the interval between 51 and 251 ms after 
start of the fall of the inversion platform. Platform initial 
movement was measured with a 3D accelerometer. 
Coherence analysis was applied for pair of muscles: TA-FL, 
TA-FC, TA-GL, FL-FC, FL-GL and FC-GL. The frequency 
bands evaluate were: alpha (α, 5-13 Hz), beta (β, 13-30Hz) 
and gamma (γ, 30-100 Hz). Raw EMG signal was 
demeaned, filtered (4th order 200 Hz Butterworth low-pass 
filter), and rectified. Two way analysis of variance 
(ANOVA) was applied to check the differences among the 
groups. The level of significance was 5%.  

RESULTS AND DISCUSSION 
Fatigue did not change the CoAn EMG-EMG, but the group 
changed some pairs of muscles. In alpha band, for APA, 
TA-FC, TA-GL, FC-FL, FC-GL and FL-GL (F1,447>6.6, 
p<0.03) were higher within the Instability Group. For CPA, 
TA-FL and FC-FL (F1,447>5.9, p<0.05) were higher within 
CG. In beta band, for APA, TA-GL, FC-GL and FL-GL 
(F1,447>6.6, p<0.05) were higher within Instability Group. 
For CPA, FC-FL and FC-GL (F1,447>4.5, p<0.05) were 
higher within Control Group. In gamma band, for APA, TA-
FC, TA-GL, FC-FL, FC-GL and FL-GL (F1,447>5.2, p<0.05) 
were higher within Instability Group. For CPA, TA-FL and 
TA-GL (F1,447>7.7, p<0.05) were higher within control 
group. Beta and gamma band are related to voluntary 
contraction, and their origin can be in motor cortex [1]. 
Alpha can be related to balance control, natural tremor, fine 
motor control or global inhibition of the cortex [1]. In our 
results the group changed some pairs of muscles. Instability 
Group was able to change most pairs in APA while Control 
Group changed in CPA. The pairs of muscles were changed 
as agonist-antagonist as well as agonist-agonist. It could be 
understood as an attempt by the central nervous system 
(CNS) to avoid a possible ankle sprain in APA for IG. 

CONCLUSIONS 
The results suggest that CAI changed the CoAn EMG-EMG 
in some pairs of muscles in APA in IG. The increase of the 
CoAn EMG-EMG could protect the ankle against an 
inversion movement. The fatigue was insufficient to change 
the data.  
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TA-FC TA-GL FC-FL FC-GL  FL-GL  
APA IG CG IG CG IG CG IG CG IG CG 

α 2.6+2.1 1.6+1.2 2.4+1.8 2.0+1.5 2.3+1.8 1.7+1.4 2.1+1.7 1.5+1.2 2.8+1.8 2.1+1.4 
β 6.1+4.3 5.5+3.8 4.6+4.0 3.4+2.8 6.4+4.5 6.0+4.2 5.0+4.2 4.1+2.9 5.3+4.1 4.1+3.1 
γ 22.3+12.5 18.9+9.5 17.2+11.0 14.0+7.3 21.2+13.1 19.0+11.4 19.7+11.8 15.9+9.4 19.0+12.7 13.3+7.9

TA-FL TA-GL FC-FL FL-GL  
CPA IG CG IG CG IG CG IG CG 

α 4.6+2.5 5.5+2.6 4.3+2.4 4.2+2.5 5.1+2.6 5.7+2.5 4.3+2.5 4.6+2.4 
β 8.4+4.2 9.2+4.5 8.0+4.1 8.3+4.3 9.1+4.6 10.1+4.2 8.7+4.4 9.1+4.3 
γ 37.3+14.2 41.6+14.2 35.2+12.8 39.0+13.9 40.6+15.1 43.6+14.7 38.6+13.5 40.2+14.7 

Figure 1: CoAn EMG-EMG in frequency bands. The results significant are in bold. 
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INTRODUCTION  
Anatomical and functional mapping of the primary motor 
cortex (M1) shows overlapping representations of proximal 
and distal upper limb muscles. Muscle map overlap reflects 
structural organization of the motor system that may facilitate 
synergistic activation of muscles during functional tasks 
[1,2]. 

Voluntary muscle activation increases corticomotor 
excitability (CME) detectable using transcranial magnetic 
stimulation (TMS). We therefore used TMS to examine the 
hypothesis that CME in the known overlapping region of the 
muscle maps for anterior deltoid (AD) and first dorsal 
interosseous (FDI) was preferentially increased compared to 
non-overlapping regions during a task that required 
synergistic activation of the two muscles. 

METHODS 
Thirteen young, healthy right-handed individuals 
participated. Participants performed repeated movements of 
their dominant (right) upper limb for each of a thumb-index 
pinch task, an anterior push task against a wooden peg, or the 
two combined, in response to a variably-timed metronome 
tone. EMG was collected from AD and FDI, bandpass filtered 
(10 – 1000 Hz) prior to digitization at 2 kHz. Participants 
were instructed to generate muscle activations at 10±3% of 
RMS MVC when active and < 10 µV when resting.  

Cortical muscle maps were collected for FDI in the pinch 
task, AD in the push task, and both in the combined task. To 
minimize map changes associated with task-learning, maps 
were collected using fast techniques [3] with 4–5.5 s inter-
stimulus intervals using optical head and coil tracking.  
TMS current flow was induced in a posterior-to-anterior 
direction, at 120% of active motor threshold (AMT) for each 
muscle. Stimulation locations were fitted to a sphere and 
converted to 2-D spherical coordinates for further analysis. 

Peak-to-peak motor evoked potential (MEP) amplitudes were 
interpolated and smoothed in a grid of 750 × 750 points using 
a Gaussian radial basis function. Map boundaries were set to 
exclude any amplitudes < 10% of the maximum. From each 
map, centre-of-gravity (CoG), area, and volume (sum of 
amplitudes) were calculated. Overlapping and total area and 
volume were calculated for pairs of maps. Repeated measures 
ANOVAs and paired t-tests were used to assess changes in 
map metrics between individual and combined tasks. 

RESULTS AND DISCUSSION 
Muscle maps overlapped considerably, particularly of highly 
excitable areas (Figure 1). CoG of FDI (purple square) is 
lateral of AD CoG (green triangle) in both maps. None of the 
metrics measured (map areas, volumes and CoGs) showed 
significant differences between independent and combined 
tasks. 

Figure 1: AD (green) and FDI (purple) muscle maps during 
independent (upper) and combined (lower) movements. 

The lack of changes between these two tasks suggests that 
there is not independent regulation of the CME of the 
overlapping region, compared to non-overlapping regions. 
Overlap may still facilitate synergistic activation, but the 
CME of the whole maps is regulated as a single unit. 
Interestingly, the lack of an additive effect on total map 
volume suggests that, despite overlapping, the excitability of 
neurons related to the two muscles is independent. This 
finding raises the question of what connectivity exists 
between these co-localized neuronal networks, and what 
implications this has for motor control. 

CONCLUSIONS 
No modulation of CME in FDI and AD muscle maps was 
seen between independent and combined muscle activation. 
Synergistic activation, if present, seems not to be specific to 
the overlapping portion of the maps for these two muscles. 
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INTRODUCTION  
The elderly population is continually growing around the 
world. Each year, over one-third elders aged 65 or over fall 
at least one time (www.cdc.gov/ncipc/wosqars) and 70% of 
accidental injuries among elders are due to falls [1]. A 
decline of lateral postural control ability due to aging may 
be the primary risk factor. 

Lateral postural control ability can be enhanced by physical 
activities. Distance running, as a life-long exercise, was 
recommended to maintain healthy aging. However, the 
increasing exposure to environment of slippery and/or 
uneven floor during running may increase the risk of falls 
and related accidents. Moreover, the effects of distance 
running on lateral postural control ability are unknown. 

This study aimed to investigate the lateral posture control 
ability of the elders with regular distance running when 
sudden lateral perturbations were applied. The mechanics of 
distance running to lateral postural control ability for elders 
were discussed. 

METHODS 
Fourteen male elders (70.9±4.2yrs, 170.3±7.7 cm, 69.6±10.6 
kg) with regular jogging habit composed the running group 
(RG) and 14 counterparts (72.4±4.1yrs, 170.0±4.5 cm, 
67.5±8.8 kg) with sedentary habit composed the control 
group (CG). All stood (arm crossed, eyes looking forward, 
ear plugged) on a force platform installed in a costumed 
frame which can move toward different directions (0.2m/s, 
peak acceleration of 2 m/s/s) driven by a mechanical device 
and controlled using a trigger. Sudden movements with 
unexpected direction were applied and they were required to 
maintain balance without taking a step. 

The displacements of center of pressure (COP), the 
neuromuscular reaction time of the tibialis anterior (TA), 
gastrocnemius (Gas), rectus femoris (RF), semitendinosus 
(ST), and gluteus maximus (GM) and the instant of peak 
pressure (IPP) in the lateral heel, medial heel, lateral mid 
foot, medial mid foot, 1st metatarsal (MT), 2nd-3rd MT, 4th-5th 

MT, hallux, and 2nd-5th toe of the dominant side from three 
trials were compared. Paired t-test was used to examine the 
differences between RG and CG. The level of significance 
was set at p<0.05. 

RESULTS AND DISCUSSION 
The RG displayed a larger COP area in comparison with the 
CG (99.1±68.5 Vs 69.9±31.9 mm2, p=0.002), while no 
differences in the peak mediolateral and anteroposterior 
COP displacement. From the dynamic systems theory [2], a 
larger COP area may be due to coordination of multi 
movement control systems, which may contribute to 
maintain postural stability. The velocity and acceleration of 
COP were reported to be more sensitive to postural stability 
[3], but there were no related data in this study. 

The pattern of muscle activity was similar between the two 
groups (Fig. 1a). However, the RG activated TA (p<0.001) 
and ST (p=0.004) earlier. It indicated that elders with 
regular distance running may response quickly under sudden 
lateral perturbations.  

They also displayed smaller IPPs in the 1st MT and hallux 
regions in contrast to sedentary elders (Fig. 1b). The two 
regions played a major role in weight transference across 
foot [4], which may be important for maintaining stability. 

CONCLUSIONS 
The elders with regular distance running displayed a larger 
COP area, a shorter neuromuscular reaction time, and 
smaller IPPs in the 1st MT and hallux regions under sudden 
lateral perturbation condition, which demonstrated the 
benefits to control postural stability. 
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INTRODUCTION  
Postural control is essential in daily life, but can be 
significantly affected by advanced age or pathological 
conditions resulting in injury, disability and functional 
dependence [1]. Rehabilitation interventions can facilitate 
recovery of postural control, but it remains a priority to 
optimize their effectiveness [2]. A promising strategy may 
involve transcranial direct current stimulation (tDCS) of the 
cerebellum, which is critically involved in fine tuning motor 
adaption [3]. This study, in healthy individuals, explored the 
potential beneficial effects of cerebellar tDCS on postural 
recovery from disturbance by bilateral Achilles tendon 
vibration during quiet standing.  

METHODS 
Twenty-eight healthy volunteers were recruited for this 
sham-tDCS controlled, randomized, double-blind study. All 
attended a single experimental session during which they 
stood blindfolded on a force platform while undergoing four 
trials. (A) A baseline trial that consisted of 60 sec of quiet 
standing, which was followed by 20 min of bilateral active 
(anodal-tDCS, 1 mA, 20 min, N=14) or sham (10 sec, 
N=14) cerebellar tDCS. (B) Subsequently, three individual 
experimental trials of quiet standing were performed that 
included 15 sec of bilateral Achilles tendon vibration 
(administered in the first 8 – 10 sec of each trial), followed 
by 25 sec of postural recovery from the disturbance. 
Postural steadiness during baseline and experimental trials 
were quantified as displacement, standard deviation and 
path derived from the centre of pressure, which is a 
surrogate for the trajectory of center of mass.  

RESULTS AND DISCUSSION 
Both groups were comparable in regards to demographics, 
baseline postural steadiness measures and fatigue and mood 
ratings. Although backwards displacement during vibration 
was similar between the stimulation groups, the active tDCS 
group showed significantly better postural steadiness during 
and following vibration, as indicated by lesser forward 
displacement during recovery and lower variability in centre 
of pressure derivatives (Figure 1). 

Figure 1: Postural steadiness for the sham (open circles) and 
active (filled circles) cerebellar tDCS groups during 60 s of 
baseline standing and across three consecutive experimental 
trials. With COPDISP (A), COPSD (B) and COPPATH (C) for 
the baseline, vibration and recovery phases, respectively. 
Negative displacement indicates a backward shift of COP, 
while positive displacement indicates a forward shift of 
COP. 

Consistent with our hypothesis, the active cerebellar tDCS 
group performed significantly better in regaining and 
maintaining standing postural steadiness compared to the 
sham group, both during the vibration and subsequent 
recovery phase. The faster and more efficient postural 
adaptation induced by active stimulation, warrants 
exploration of this type of intervention in elderly individuals 
or patient populations with impaired postural balance (e.g., 
Parkinson’s disease or stroke). 

CONCLUSIONS 
The positive results of our study suggest that cerebellar 
tDCS may be a promising approach to enhance 
rehabilitation success in clinical populations with impaired 
postural balance.  
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INTRODUCTION  
Aging has been considered as a crucial factor affected balance 
maintenance and consequent falls. Regular physical exercise 
has been showed that it would benefit to improvement of 
balance stability, particular in elderly.  TaiChi is an oriental 
martial art and becomes popular in elderly community 
currently in Taiwan. Its slow and gentle movements prompt 
weight shifting between left and right legs anterior-
posteriorly as well as medial-laterally. This weight shifting is 
associated with center of pressure (COP) movement. 
However, the mechanism of TaiChi affects the COP 
transformation by leg muscles for balance remains unclear. 
Increases challenge of balance by changes of visual and 
proprioceptive sensation with a narrow base of support would 
provide better understandings about the control of balance by 
the central nervous system.. The aim of the present study was 
designed to study effects of regular TaiChi player on 
challenged static balance and electromyographic (EMG) 
activities compared to older adults without playing TaiChi. 

METHODS 
Sixteen healthy middle-aged and older adults participated in 
the current study, included eight controls (age: 56.29±3.25; 
height: 162.57±7.96 cm; body mass: 60.76±15.69 kg) without 
regular exercises and eight participants (age: 61.71±6.85 
years old; height: 156.29±8.56 cm; body mass: 61.71±11.92 
kg) playing TaiChi thirty minutes per day, three days per 
week and more than two years.  
All participants were instructed to maintain tandem stance 
with left leg placed backward for around 17 seconds. They 
performed four conditions of standing on the force platform 
(solid) and on the foam (foam) with eyes open (EO) and eyes 
closed (EC). Bilateral electromyographic activities (EMG) of 
tibialis anterior (TA), medial gastrocnemius (MG), rectus 
femoris (RF) and biceps femoris (BF) were recorded. Sway 
area of center of pressure (COP) was calculated within middle 
15 seconds along with path and range of COP in the anterior-
posterior (AP) and medial-lateral (ML) directions. For 
muscle activity, root mean square (RMS) values of EMG with 
normalization by maximum voluntary contraction were 
calculated for each muscle. Subsequently, magnitudes of TA 
and RF were summed to represent ventral muscle and 
magnitudes of MG and BF were summed to represent dorsal 
muscle for left and right legs, separately.  
Mann-Whitney U tests were performed to evaluate the effects 
of TaiChi in four conditions (solid-EO, solid-EC, foam-EO, 
and foam-EC) on sway area of COP (Ae), path and range of 
COP in AP and ML direction (pathAP, rangeAP, pathML, 
and rangeML), RMS EMG of ventral and dorsal muscle on 
the left and right side (ventralL, dorsalL, ventralR, and 
dorsalR). Statistical difference was set at p<0.05.  

RESULTS AND DISCUSSION 

Figure 1 illustrates postural sway in the condition of standing 
on the foam with eyes closed and the similar patterns (less 
postural sway in the TaiChi group) were also observed in the 
solid-EO condition.  

Figure 1: A typical example of COP trajectory in the 
condition of standing on the foam with eyes closed from two 
participants with playing TaiChi (red) and the other 
participant without regular exercise (blue). 

Mann-Whitney U tests revealed that Ae, pathAP, rangeAP, 
rangeML, and EMG of right dorsal muscles were significant 
affected by regular exercise of TaiChi in the conditions of 
solid-EO and/or foam-EC (p<0.05).  All magnitudes of these 
parameters were smaller in the TaiChi group than the non-
TaiChi group. In the solid-EO condition, the rangeAP 
(24.0±4.1 mm) and rangeML (16.3±1.7 mm) in the TaiChi 
group were similar to younger adults (37.6±10.7 mm and 
28.2±6.8 mm) in the 60-second tandem stance [1]. In the most 
challenged condition (foam-EC), the significant differences 
between two groups imply that the vestibular system was 
dominated to control postural stability and had better 
performances in the TaiChi group [2].  

CONCLUSIONS 
Older adults playing regular physical exercise, like TaiChi, 
have comparable postural stability with younger adults when 
visual and proprioceptive feedbacks are not compromised. 
They also have better static balance even in the situation of 
absent visual feedback and unreliable proprioceptive 
sensation by executing the vestibular system sensibly.     
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INTRODUCTION 
Somatosensory function plays an important role in the 
postural control and contributes 70% sensory strategy in 
healthy people when standing on a firm base of support in a 
well-lighted environment [1]. Declining somatosensory 
feedback system will be a risk of falling to people who limited 
to re-weight postural sensory dependence when vision is 
deprived or in a dimly lighted environment [2]. Previous 
literature has summarized that the sub-threshold enhanced 
noise vibration via stochastic resonance (SR) may not only 
enhance the perceptive sensitivity but also improve the 
reaction time in static postural control [3]. Still, the effects of 
SR on improving balance stability in dynamic activity 
remains unclear. During gait, activity in daily living, and even 
the challenging task like single leg stance contains much 
single stance support. Moreover, the performance of single 
leg stance (SLS) served as an important predictor of falls [4]. 
Hence, the aim of this pilot study was to examine the effects 
of insoles with and without the Sub-threshold Enhanced 
Noise Vibrotactile Sense (SNEVS) over plantar sole during a 
SLS task. 

METHODS 
Ten healthy collegiate students (5 males and 5 females, mean 
age: 21±3.3 years; body weight: 56.6±10.3 kg, and body 
height: 167±9.4 cm) who cannot perform the SLS with their 
eyes closed for thirty seconds voluntarily participated in this 
study. They were requested to perform SLS on the dominant 
leg with eyes open, with and without the intervention of 
SNEVS from a custom-made vibrotactile insole system in a 
randomized order. 

At the beginning of SLS task, the participants were instructed 
to stand on the force-plate (BP400600-2000, AMTI, USA) 
with weight distributed evenly on both feet. Then, they flexed 
the hip and knee joints to 90 degrees after hearing a computer-
generated beep signal. The SLS remained as long and steady 
as possible until 30 seconds. Three trials in each condition 
were performed and a 5-min rest was permitted between 
conditions to avoid fatigue. The coordinates of center-of-
pressure (COP) was used for further analysis. The SLS task 
was divided into the dynamic and static phases. The dynamic 
phase was defined as the process from double leg stance to 
SLS contains a contralateral push-off movement. The static 
phase was defined as the COP maintained within the base of 
support in the stance leg. 

Outcome measures consisted of COP velocity in the 
mediolateral direction during the dynamic phase and COP 
sway area during the static phase. The COP velocity was 
defined as the maximal distance translation divided by the 
period of this translation. The middle 10 seconds of COP data 
was calculated for data analysis in the static phase. Wilcoxon 
signed ranked test was used to examine the differences 

between two conditions. Values of p < .05 were statistically 
significant. 

RESULTS AND DISCUSSION 
The COP velocity of the dynamic phase with SNEVS was 
significantly larger than that without SNEVS (p=0.028). The 
smaller COP sway area of the static phases was noticed with 
SNEVS than that without SNEVS (p=0.028, Figure1). 

To sum up, we found that the subjects with the SNEVS, 
additional sensory input signals were detected from the sole, 
were able to achieve stability position faster in the dynamic 
phase. Our findings have shown that the subjects have better 
dynamic balance control to complete the SLS task fast but 
without falling. More importantly, a smaller COP sway area 
has implied that subjects have increased stability and better 
static balance control in the static phase of SLS. 

Figure 1: Significant difference in the distribution of COP 
sway area between with and without SNEVS intervention. 

CONCLUSIONS 
During a SLS task, SNEVS over plantar sole may improve 
balance control when performing the limb lifting as well as 
the maintenance of static standing in young healthy people. 
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INTRODUCTION 
 Suryanamaskar, referred as sun salutation is one of the 
ancient forms of Yogasanas practiced. This yogasana is a 
sequence of 10 consecutive poses, producing a balance 
between flexion and extension, performed with synchronized 
breathing and aerobic activity [1]. Gentle transitions through 
sequences blended with breathing control have demonstrated 
reduction in diastolic blood pressure. Additionally, positive 
benefits for weight and physical fitness management; 
improving cardio-respiratory fitness, upper limb muscle 
endurance and body flexibility are known [1]. However 
limited information is available on biomechanical 
exploration of suryanamaskar. 
Motion analysis of suryanamaskar using magnetometer and 
accelerometer revealed kinematic component of transition 
from one posture to another [2].  Further Omkar et al (2011) 
evaluated effects of suryanamaskar on wrist, elbow, 
shoulder, hip, knee and ankle joints using mathematical 
model and reported dynamic moments with high magnitudes 
and rates, applied with unusual distribution patterns, optimal 
for osteogenesis and sub-maximal loading ensuring none of 
the joints were overstressed [3]. However further exploration 
of joint angles of spine and lower extremity joints would 
enhance kinematic understanding of surya namaskar. 
Therefore present study was aimed to explore spine and lower 
extremity kinematics of suryanamaskar.  

METHODS  
3D motion capture was performed on five healthy trained 
yoga practitioners. The 10 pose sequence of suryanamaskar, 
performed gracefully, was captured   with 12-camera Vicon 
system (Oxford Metrics Group,UK) at a sampling frequency 
of 100Hz using 39 reflective markers. Data were processed 
using plug-in-gait model. Analog data was filtered at 6Hz. 
Joint angles during 10 subsequent poses were computed 
within Vicon Nexus.   

RESULTS AND DISCUSSION  
Joints of spine (C7-L5) and lower extremity are observed to 
move through nearly full range of motion in sagittal plane 
(refer to Table1). Movements were largely symmetrical in all 
poses except pose 4 and 9 which were reciprocal. Spine 
moved through a range of 560 flexion to 470extension 
alternating between flexion and extension exerting a stretch 
on posterior structures such as dorsolumbar fascia, 
hamstrings and tendoachilles during pose 3. Hip moved from 
1480 flexion to 150 extension applying a stretch on quadriceps 
bilaterally. Knee flexed upto1400 and ankle moved in a closed 
kinematic chain through 400 dorsiflexion effectively 
stretching the tendoachilles.  
Principal motion in sagittal plane is reported with a limitation 
to report cervical spine motion. There is further scope to 
discuss coupled minimal motion in coronal and transverse 
plane. Varying base of support during the complete sequence 

of 10 poses is likely to challenge the postural control of the 
body.  

Table 1: Joint angle produced by 10 poses of suryanamaskar.  
Pose 1- Pranamasana, Pose2- Hasta uttanasana, Pose 3- Hastapaadasana, 
Pose 4- Ashwa sanchalanasana, Pose 5- Parvatasana, Pose 6- Ashtanga 
namaskara, Pose 7- Bhujangasana, Pose 8- Parvatasana,  
Pose 9- Ashwa sanchalanasana , Pose 10 - Hastapaadasana   
*joint motion of contra-lateral extended leg in the pose 

CONCLUSIONS 
Suryanamaskar is a yogasana largely symmetrical in pattern 
following a graceful sequence of poses that move the spine 
and lower extremity joints through a near complete range of 
motion predominantly in the sagittal plane. It holds huge 
potential as a single complete exercise to enhance flexibility 
and postural control of the body in a closed kinematic chain 
to impart benefits of weight bearing. 
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Spine Hip Knee Ankle 
Joint Angle 

(degree) 
Pose 1 Pose 2 Pose 3 Pose 4 Pose 5 

Spine -19.46 -44.9 56.9 21 33.2 

Hip flexion   6.43 -8.9 85.7 144.1 -4.4* 53 

Knee flexion  -2.38 3.5 12.9 118 35.3* 2 

Ankle dorsiflexion      
5.5 

17.1 1 25.8 27.8* 25.1 

Pose 6 Pose 7 Pose 8 Pose 9 Pose 10 

Spine -20.3 -47.9 39.7 13.2 54.1 

Hip flexion   46.7 -12.5 65.9 144.2 -4.7* 81.6 

Knee flexion  35.5 19.3 4.3 138.7 38.4* 3.4 

Ankle DF      31.1 24.6 33.7 39.2 23.5* -4.7 
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INTRODUCTION  
Residual force enhancement (RFE) describes the 
phenomenon where the isometric steady-state force 
following a lengthening contraction remains elevated above 
the force of a purely isometric contraction at the same final 
muscle length [1]. Previously, RFE has been observed in 
vivo at long, but not short muscle lengths, for the knee 
extensors [2]. This finding is in contrast to other research in 
the same muscle group that has shown RFE on the 
ascending limb of the force-length (FL) relationship [3]. The 
discrepancy between these studies may be due to differences 
in muscle lengths or the muscle-specific force capacities of 
the knee extensors for the tested knee angles, since only 
knee joint angle was standardised across participants. Also, 
the amount of muscle fascicle stretch may have differed, 
which could have influenced the magnitude of RFE [4]. 
Therefore, the aims of this study were to (1) match the 
muscle-specific force produced by the vastus lateralis (VL) 
at the final muscle length on the ascending and descending 
limbs of its FL relationship, and (2) to quantify the amount 
of fascicle stretch during the lengthening contractions at 
short and long muscle lengths with ultrasound imaging. 

METHODS 
Subjects were sitting with a hip angle of 70° and their right 
or left shank fixed to the lever arm of a dynamometer 
(IsoMed2000, Ferstl GmbH, Germany). In this position, 
participants performed maximum voluntary isometric knee 
extensions at knee angles ranging from 40° to 100° with 10° 
increments. Following this session, the individual force of 
VL was estimated by multiplying the net torque produced at 
the knee by the estimated physiological cross-sectional area 
of VL [5]. VL torque was then divided by the estimated 
moment arms of the VL determined in OpenSim [6] at the 
respective joint angles, to determine the VL force-angle 
relationship. A third-order polynomial was fitted to this 
relationship and one knee angle at both a short and long 
muscle length, where the VL produced the same estimated 
muscle force, was selected. Following this, participants 
performed purely isometric contractions and eccentric-hold 
contractions over a 20° range that finished at the two 
predetermined knee angles. Eccentric contractions were 
performed at 60°/s and the experimental setup was identical 
to the first session. The order of the contractions and the 
knee angles tested was randomised. 

Muscle fascicles of VL were imaged with B-mode 
ultrasonography using a 60 mm transducer with an image 
depth of 65 mm and a frame rate of 60Hz (LogicScan 128 
CEXT-1Z Kit; Telemed, Vilnius, Lithuania). Fascicle 
lengths were later calculated using a semi-automated 
tracking algorithm implemented in Matlab [7]. Muscle 
activities of VL, vastus medialis (VM) and rectus femoris 
(RF) muscles were assessed using surface electromyography 
(sEMG) and sampled at 2000 Hz. Knee torque was recorded 
from the dynamometer at 200 Hz and synchronized with 

EMG and ultrasound data using a 16-bit A/D card within a 
Power 1401 data acquisition interface and Spike2 data 
collection software (Cambridge Electronic Design, UK). 

RESULTS AND DISCUSSION 
Preliminary results (n=3) indicate that VL muscle forces 
were similar on the ascending (2520 ± 371 N) and 
descending limbs (2507 ± 361 N) of the FL curve, with 
mean knee angles of 68 ± 3° and 98 ± 2°, respectively. RFE 
was observed on the descending limb of the FL relationship 
with 147.7 ± 7.31 Nm of torque for the eccentric-hold 
contractions and 127.0 ± 11.7 Nm for the purely isometric 
contractions at the same muscle length. However, on 
average, no RFE was observed on the ascending limb of the 
FL curve with 245.3 ± 50 Nm of torque for the eccentric-
hold contractions and 248.6 ± 32.2 Nm for the purely 
isometric contractions. The differences in RFE observed at 
short and long muscle lengths may be explained by greater 
fascicle stretch on the descending limb (10 ± 2 mm) versus 
the ascending limb of the FL curve (6 ± 1 mm). Differences 
in normalized sEMG root-mean-square amplitudes between 
participants may also explain the variable RFE, since there 
were reduced muscle activations from 2.5-3.0s following the 
stretch (VL 82%, VM 87%, RF 88%) versus the purely 
isometric contractions at the short muscle lengths in two of 
the participants. In the participant with no activation 
reduction, RFE was observed at the short muscle length. 
Therefore, reduced fascicle stretch and/or potential 
inhibition of the knee extensors at short muscle lengths may 
explain the differences in RFE between subjects.  

CONCLUSIONS 
Preliminary results of the present study confirm that RFE 
occurs on the descending limb of the FL relation and that 
RFE on the ascending limb is possible, but may not occur in 
all participants. Currently, it is difficult to infer why there 
was activation reduction at the shorter muscle lengths in two 
of the subjects tested and it may indicate that additional 
familiarisation or electrical stimulations are required to 
activate the knee extensors. Also, it would be worth 
standardising the amount of fascicle stretch during the 
eccentric-hold contractions at short and long muscle lengths 
to determine if this factor influences RFE in vivo. Certainly, 
more participants will need to be tested and we are confident 
that results from a greater sample size will help to confirm 
some of the factors responsible for RFE in human muscle. 
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INTRODUCTION  
Low back pain (LBP) is a common and costly health 
condition that is related to occupation and activities of 
daily living [1, 2]. Despite the common use of one-handed 
lifting techniques for activities of daily living, they have 
received little attention in the biomechanics literature. The 
braced arm-to-thigh technique is a one-handed lifting 
method, where the dominant hand is used to pick up low-
to-moderate mass objects from ground level, while the free 
hand supports the trunk by applying a bracing force on the 
corresponding thigh. This technique reduces compression 
forces in the lumbar spine of young healthy males, 
compared to unsupported lifting methods [3]. The specific 
aim of this study is to perform a biomechanical analysis of 
the braced arm-to-thigh bending and lifting technique in 
20 healthy and 20 LBP participants and compare the 
results to two-handed or unsupported one-handed lifts. 
This abstract presents the data that has been collected to 
date for one male LBP participant. 

METHODS 
Three repetitions of four different lifting techniques with a 
load of 5 kg were performed by one male participant (age 
30, body mass 81.9 kg): two-handed squat, two-handed 
stoop, one-handed stoop, and braced. Kinematic and 
kinetic data were collected with a 12-camera Vicon motion 
analysis system (Oxford Metric, UK) and two force 
platforms (AMTI, USA), with sampling rates of 100Hz 
and 2kHz, respectively. A switch plate was used to 
determine when the load was lifted from the ground. A 
three-axis load cell (Kistler, SUI) secured to the thigh 
directly above the knee measured the bracing forces 
applied by the hand, with a sampling rate of 2kHz. Four 
reflective markers were rigidly fixed to the load cell 
assembly to determine the location and orientation of the 
bracing force applied to the thigh. 

A modified version of the Raabe et al., [4] full body 
OpenSim model with a detailed lumbar spine, was used to 
determine the trunk angles, lumbar spinal joint loads, and 
muscle activation for the different lifting techniques.  

RESULTS AND DISCUSSION 
The peak trunk flexion was lower for the braced technique 
(45°) than for the other three lifting techniques (one-
handed stoop: 62°; two-handed stoop: 60°; and, squat: 
52°).  

The estimated compression and shear forces at L5/S1 were 
both reduced by the support of the hand on the thigh. 
Compressive forces at L5/S1 were reduced by 12%, 15%, 

and 19%, while the shear forces were reduced by 57%, 
58%, and 52%, when compared to the one-handed stoop, 
two-handed stoop, and squat, respectively. Kingma et al. 
[3] observed similar compressive force reductions in 
healthy males. The peak resultant hand support force 
(“bracing force”) for the braced technique was 127N, 
which is within the 110-218N range reported by Kingma et 
al. [3] for a similar supported lifting technique. 

The muscle activation for both the right and left erector 
spinae (ES) were reduced during the braced technique, 
when compared to the other techniques. ES forces were 
lower on the right; this participant applied the bracing 
force to the left thigh. 

Figure 1: Compression forces (solid lines) and shear 
forces (dashed lines) at L5/S1 for squat (black) and braced 
(grey) lifts. The instants of load pick-up (1) and put-down 
(2) are indicated by the filled circles.  

CONCLUSIONS 
Applying a bracing load to the thigh via the hand/arm, to 
support the trunk, led to reduced lumbar spine loading and 
ES muscle activations during lifting for this participant. 
The total trunk angle was reduced during braced lifting. 

ACKNOWLEDGEMENTS 
The authors gratefully acknowledge funding from 
Endeavour Scholarships, SafeWork SA, and AOSpine 
Australia New Zealand (AOSAUNZ(R) 2017-05). 

REFERENCES 
1. Schneider S et al., Eur J Pain 11: 387-397, 2007.
2. Dagenais et al., Spine 8:8-20, 2008.
3. Kingma et al., J Biomech 49:881-889, 2016.
4. Raabe M et al., J. Biomech 49:1238-1243, 2016.



P142 - IN-VITRO STUDY OF 3D BIOMECHANICAL FEATURES OF SUBOCCIPITAL 
LIGAMENTS  DURING AXIAL ROTATION AND FLEXION EXTENSION OF THE 

UPPER CERVICAL SPINE 
 1 Pierre-Michel Dugailly, 1Benoit Beyer, 2Stéphane Sobczak and 1Véronique Feipel 1Université Libre de 

Bruxelles, Belgium 
2 Université du Québec à Trois-Rivières, Canada 
Corresponding author email: pdugaill@ulb.ac.be 

INTRODUCTION  
Several studies have focused on kinematics analysis and 
musculoskeletal modeling of the UCS1,2. However, 
integration of motion and suboccipital ligaments data into 
specimen-specific 3D UCS models is not reported. The aims 
of this study were to assess alterations of ligament length 
and moment arm and to create anatomical modeling with 
motion representation including musculoskeletal 
biomechanical features. 

METHODS 
The present investigation was conducted on the basis of a 
previous in-vitro study on 3D kinematics of the UCS3. 
Motion data (i.e. flexion extension and axial rotation) were 
collected from eight anatomical specimens, and integrated 
into subject-specific 3D model to provide anatomical motion 
representation. Kinematics outputs consisted in lateral 
bending, axial rotation and flexion extension motion 
components obtained from helical axis rotation.  

Ten UCS ligaments were identified on each specific 3D 
model using virtual palpation: anterior and posterior 
atlantoaxial ligaments (AAA; AAP), alar ligament (AL), 
anterior and posterior occipito-atlantal ligaments (OAMA; 
OAMP), tectorial membrane (TM), transverse ligament 
(TR), apical ligament (APIC), cruciform ligament inferior 
(XI) and superior (XS) parts. The line of action of each 
ligament was computed as a straight line between the origin 
and the insertion attachments. Moment arm (MA) 
computation was based on the direct method for calculating 
lever arms, i.e. the perpendicular distance between the 
helical axis (e.g. MHA) and the action line vector of 
ligaments. Figure 1 represents a 3D anatomical model 
including AL ligaments and their respective moment arm for 
axial rotation. 

RESULTS AND DISCUSSION 
In general, results showed three categories of length and 
moment arms variations. First, ligaments with both 
negligible length and moment arm variations, second 
ligaments with simultaneous length and moment arm 
variations of an identical sign, and a third category of 
ligaments that demonstrated length and moment arm 
variations of an opposite sign. Table 1 depicts length in UCS 
neutral position and relative length at maximal amplitude. 

Larger MA magnitude was observed for posterior ligaments 
(AAP and OAMP) for both motions of interest. Moreover, 
changes of moment arm during motion were mostly found 
for AAA and AAP in FE and AR, and for OAMA and 
OAMP in AR only. In contrast, apical, cruciform, alar and 
transverse ligaments displayed small moment arms. 

These outcomes are consistent with previous studies and 
supply additional data regarding posterior UCS ligaments.    

Figure 1: UCS 3D model including alar ligaments (red line) 
and their respective moment arms (blue line), and mean 
helical axis (MHA) for axial rotation 

Table 1: Average absolute and relative length data of UCS 
ligaments for flexion-extension and axial rotation. 

Absolute 
length in 
NP (in mm) 

Relative length at maximal 
amplitude 

mean  SD  Ipsilateral AR    
Heterolateral 

AR 

mean  SD  mean  SD 
AAA  9.30  2.9  0.77  0.17  1.31  0.14 
AAP  11.70  2.2  2.13  1.02  2.91  0.91 
AL  10.10  3.9  1.20  0.17  0.75  0.20 

OAMA  11.00  6.1  1.02  0.06  1.08  0.10 
OAMP  13.50  6.1  0.95  0.06  0.90  0.05 
TM  30.80  2.7  0.98  0.01  1.01  0.01 
TR  10.50  2.7  0.83  0.09  1.16  0.12 
APIC  6.20  2.8  1.04  0.20  1.04  0.20 
XI  7.00  8.2  0.99  0.01  1.00  0.01 
XS  19.60  2.2  0.99  0.02  0.99  0.02 

mean  SD  Extension Flexion 

mean  SD  mean  SD 
AAA  7.90  1.8  1.11  0.12  0.83  0.13 
AAP  6.10  2.6  0.76  0.27  1.61  0.40 
AL  9.20  3.5  1.06  0.19  0.84  0.12 

OAMA  8.80  2.9  1.23  0.17  0.93  0.08 
OAMP  12.30  1.7  0.58  0.15  1.23  0.06 
TM  29.80  2.6  1.08  0.03  0.96  0.02 
TR  10.10  2  1.02  0.04  1.02  0.05 
APIC  5.50  2.1  1.50  0.34  1.00  0.28 
XI  6.90  1.4  1.00  0.01  1.00  0.01 
XS  18.80  1.7  1.11  0.05  0.96  0.03 

CONCLUSIONS 
The present investigation is the first comprehensive 
description of the biomechanical characteristics of the UCS 
ligaments during both flexion extension and axial rotation. 
These outcomes may improve our understanding of 
functional anatomy of the UCS using specific 3D-model 
including musculoskeletal and motion representation. 
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INTRODUCTION  
Football is the most popular sport in the world with more than 
260 millions of amateur players and they suffer about 
670,000 injuries per year [1. The most common location of 
injuries is in the lower limb (67-88%). Meniscal rupture and 
partial or complete ligament sprain are about 19% of the 
injuries.  The normal knee function includes a co-contraction 
between agonist and antagonist muscle of flexors and 
extensors to protect the anterior cruciate ligament (ACL) 
from a sprain or complete rupture [2,3]. The aim of this study 
was to characterize the co-contraction index of normal 
amateur football players by the controlled reproduction of the 
flexor-extensor component of the injury mechanism of ACL. 

METHODS 
Twenty male amateur football players (age: 242.14years, 
height: 1.730.04m, weight: 68.583.94kg, and BMI: 
22.891.32) volunteered to take part in the study after signing 
informed consent forms. The subjects had a training 
background of almost 5 years and had no health problems 
(including absence of pain and sprain or knee surgery). This 
study was approved by the local University Ethics 
Committee. The subjects walked on a treadmill (PowerJog 
JW160) for 5 minutes before the test to stablish a comfortable 
normal speed (3.220.20km/h with treadmill slope of 2%). 
The EMG activity was recorded sampling at 2000Hz with 
eight bipolar surface electrodes (Myomonitor® Delsys Inc.) 
placed bilaterally over vastus medialis oblicous (VMO) and 
vastus lateralis (VL) of quadriceps femoris and biceps 
femoris (BF) and semitendinosus (ST) according to SENIAM 
recommendation. During 10s the speed was maintained and 
before 60s the treadmill was stopped. The limb on which the 
treadmill would stop was randomly assigned prior to the test 
and was established between the heel strike and foot flat of 
human gait. The EMG raw data were full-wave rectified, low 
pass filtered at 6Hz and normalized expressed as percentage 
of EMG value during stand at rest. The Co-contraction index 
(CCI) was calculated using the method of Winter [4]: 

ܫܥܥ ൌ
௧ܫ2
2்௧

ൈ 100 

where ܫ௧ is the area of total antagonist activity and is 
calculated by: 

௧ܫ ൌ න ݐሻ݀ݐሺܩܯܧ 
௧ଶ
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where ݐଵand ݐଶ denote the period where the EMG agonist is 
less than EMG antagonist, whereas ݐଶ and ݐଷ denotes the 
period where the EMG antagonist is less than EMG agonist 
during the windows analysis: 

௧்ܫ ൌ න ݐሻ݀ݐ௧൧ሺܩܯܧܩܯܧൣ
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The windows analysis corresponds to the 20% of the Stance 
Phase of the Gait. We established two relations for agonist 

and antagonist: (1)VMO/ST and (2)VL/BF and these were 
compared before treadmill stop (CCI) and after treadmill stop 
(CCIA). To evaluate data distribution the Schapiro-Wilk 
normality test was applied and for the tuples 
agonist/antagonist before the treadmill detention and after 
treadmill detention (not before vs after) the Mann-Whitney U 
test (p<0.05) was applied. 

RESULTS AND DISCUSSION 
The mean values were similar for the four groups and were 
not statistically different (figure 1) but the variance before 
treadmill detention the VMO/ST (2.60.42) was 2.21 times 
greater than VL/BF (117.47) and after treadmill detention this 
relation was 4.05 times greater (VMO/ST: 249.39, VL/BF: 
61.48). These phenomena are interesting because the function 
of the chosen pairs is different. The VMO/ST in addition to 
flexion and extension control have a role over the control of 
knee rotation during human gait. For this reason, we believe 
that a high variability was found. In comparison with other 
studies we obtained different values of CCI. One of the 
problems in finding similar values lies in the difference in the 
windows of analysis and in the choice and allocation of the 
agonist and antagonist muscles. Many studies use windows 
of analysis that are larger than ours and include the complete 
human gait cycle or an entire phase or are not associated with 
dynamic events.  

Figure 1: Co-contraction index (CCI) before (CCIB) and 
after (CCIA) detention of treadmill. 

CONCLUSIONS 
The knee flexor-extensor muscles play a fundamental role in 
the protection of ligamentous injury of the anterior cruciate 
ligament. Currently, there are no reference values for CCI. In 
this study, we establish specifically values for the normal 
knee in amateur football players.  
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INTRODUCTION  
The objective of this study was to verify if dimensions of the 
facet joints measured on in vitro cervical spines can be 
compared with measurements from 3D-digitized CT-scans. 
Facet tropism and asymmetry of the cervical spine was 
investigated both on the in vitro bones as well as on the CT-
images. At the mid- and low-cervical spine, asymmetry of 
the articular surface of the joint facets occurs frequently 
[1,2] and asymmetry regarding the orientation of these 
facets is also found regularly on macerated bones [1-3]. In 
order to determine if these asymmetries effect our 
movement, it must be measured accurately in vivo.   
Segmentation of CT-images and using algorithms to obtain 
a 3D model is a technique that has been commonly used [4-
6], but the existing algorithms for automatic or semi-
automatic segmentation can’t be used for the spine and as a 
consequence each slide has to be segmented manually.  
So far the validity and applicability of this technique has not 
been sufficiently studied.  

METHODS 
CT-scans of three cervical spines, at three different slice-
thicknesses and kVp’s, were manually segmented and 3D-
models were reconstructed. A list of landmarks were marked 
using 3D Slicer 4.4.0 open source-software. The spines were 
macerated and the same list of landmarks were marked with 
the Microscribe G2X digitizer (Immersion Co., San Jose, 
CA).  A bone- and a joint- embedded reference frame were 
created according to the ISB recommendation on definitions 
of joint coordinate systems [7] and a mathematical routine 
(Mathcad 14®) calculated the morphological characteristics. 
Bootstrapped descriptives, paired samples t-tests, intra-class 
correlations (ICC) and a Bland–Altman plot were made 
using SPSS 23. 

RESULTS AND DISCUSSION 
Intra- and inter-observer reliability of the Slicer CT-model 
scored well with ICC of respectively: 0.84 and 0.81. 
Morphological characteristics included the facet dimensions 
(height, width and surface area), curvature, orientation and 
implantation of the facets. The specimen with slice thickness 
2 mm in het sagittal view and 100 kVp, showed good results 
demonstrating only a significant difference between the 
Microscribe and Slicer 3D-model for ‘the distance of the 
facets the transversal plane’ (n: 12, p: 0,007). Also the 
specimen with slice thickness 0,32 mm and 120 kVp 
showed only a significant difference for the angle to the 
frontal plane (n: 12, p: 0,016). The third specimen (0,22 mm 
and 100kVp) showed slightly more significant differences in 
morphology between the Microscribe and the Slicer data.  
Comparing each left and right superior facet for asymmetry, 
only one significant difference was found (Facet distance to 
the sagittal plane), for all other measurements the average 

difference approximated 0 mm but with a large range in 
Standard Deviations.  
When redistributing the data in maximum and minimum 
values regardless of the side, a lot more significant left-right 
differences were found. Which indicates that asymmetry 
occurs frequently, but in this study no preference for one 
side or the other was demonstrated. 

Figure 1: (a) Macerated bone, (b) 3D digitalized model, 
both with the list of landmarks added.   

CONCLUSIONS 
Taking in consideration that the number of slices and the 
quality could influence the results, as well as the stability of 
the bone embedded reference frame, CT 3D-modeling by 
manual segmentation might be used for morphological 
research of the cervical facet joints. These 3D-models could 
also be used for a reliable and accurate visualization of the 
vertebrae during biomechanical movements of the cervical 
spine. This research provides a good protocol for measuring 
the asymmetry of the cervical spine using 3D-models. We 
propose to use a slice thickness between 0,3mm and 0,5mm 
in the sagittal view and a kVp between 100 and 120 for 
manually segmenting the cervical spine and rendering 
usable and reliable 3D-models of the cervical spine, 
including the articular surfaces.  
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INTRODUCTION  
Cervical Spine Intervertebral discs diseases have received 
more and more attention in recent years. Currently, there are 
two common surgical options for treating this disease, 
fusion surgery and non-fusion surgery. Although, fusion 
surgery can restore the height of discs and relieve pain from 
patient. However, this method will limit the motion of the 
implanted levels and cause a compensation of motion in 
adjacent levels. This result will speed up the degeneration of 
adjacent levels. In recent years, there have been many 
studies on artificial cervical disc replacement surgery, 
because it has an active joint surface which will provide 
range of motion in the operated level, but there exists 
wearing problems in the joint surface. The effect of combing 
fusion and non-fusion surgery in the cervical spine has not 
been investigated. In the current study, we conducted a 
biomechanical study of three different surgical methods on 
the cervical spine based on finite elements (FE) analysis. 

METHODS 
An intact C2-T1 spine FE models was created from the 
cervical spine CT images of a male subject from the Visible 
Human Project(National Library of Medicine, USA). Then 
three models with interbody fusion cages(Wiltrom Co., 
Taiwan) and/or artificial discs(Mobi-C, Zimmer Biomet, 
USA) were created. The implants are implanted into the 
discs between C4-C5 and C5-C6 to simulate non-fusion 
(with both mobi-C discs in C4-C5 and C5-C6), fusion(with 
both fusion cages in C4-C5 and C5-C6) and hybrid(with 
fusion cage in C4-C5 and mobi-C in C5-C6) surgeries. The 
material properties used for the FE models were adopted 
from previous literatures [1,2]. The four models were 
analyzed under 50 N axial load and 1 N-m pure moment 
loading in flexion, extension, lateral bending, axial rotation, 
respectively. By using finite element analysis software 
(Abaqus, Simulia, USA), we are able to investigate the 
range-of-motion (ROM) patterns of each motion segments, 
as  well as the compression stress in the nucleus, the von 
Mises stress distributions on the implant and the facet joint. 

Figure 1: Finite element model of the C1-T1 cervical spine 
with hybrid surgery(fusion cage in C4-C5, mobi-C in C5-
C6). 

RESULTS AND DISCUSSION 
The results showed that when bi-level interbody fusion 
cages were implanted into the discs under the four types of 
loading, the ROM’s of the operated levels are the lowest. 
Moreover, the compensation effects in the adjacent levels 
become more significant. Due to the compensation effects, it 
leads to the increase of the stress in the nucleus and higher 
stress in the facet joints of adjacent levels. As compared to 
the non-fusion and hybrid models, the stresses in the 
implants of the fusion model are the highest. When a single 
fusion cage and an artificial disc were implanted, lower 
adjacent level motion was found. As for the stress in the 
nucleus and the facet joint stress stay closer to the intact 
model. Because the artificial disc is designed with movable 
joint surfaces, it is able to reduce the maximum stress in the 
implant. We could conclude that when bi-level artificial 
discs were implanted under the loadings of flexion, lateral 
bending, and axial rotation, the ROMs in the operated levels 
are closer to that of intact model. However, under the 
extension loading, the range of motion is much higher, it 
might cause the loading in the facet joint to increase and the 
stress in the adjacent nucleus and facet joint to be reduced. 
This results showed the alleviation of degeneration in the 
adjacent discs when bi-level non-fusion or hybrid fusion and 
non-fusion surgeries were performed. 

CONCLUSIONS 
According to the simulation results, bi-level non-fusion 
surgery possesses better biomechanical performance on the 
treatment of cervical spine degeneration disease. However, 
there are still concerns such as the increase of the facet joint 
load at the operated level that might speed up the facet joint 
degeneration. Therefore, the hybrid surgery with cage and 
artificial disc has the benefit of closer stress values in the 
adjacent level nucleus and facet joint load as compared to 
those of the intact spine. It might be an alternative choice 
besides bi-level fusion and bi-level non-fusion surgeries. 

ACKNOWLEDGEMENTS 
The computing facilities provided by the National Center for 
High-Performance Computing (NCHC, Hsinchu, Taiwan) 
are greatly appreciated.   

REFERENCES 
1. Lee SH, et al. Spine. 36:700-708, 2011.
2. Ng HW, et al., Herzog W, et al., J Mechanical

Engineering. 127:186-192, 2005.



P146 - PREDICTION OF THE PARASPINAL MUSCLE ACTIVITY AND THORACOLUMBAR FASCIAL 
TENSION IN ACCORDANCE WITH THE MECHANICAL RESPONSE IN THE INTERVERTEBRAL DISC 

1Hae Won Choi, 1Young Eun Kim, 2Sang Kuy Han, and 2Hyung Kee Lee 
1Dankook University 

2Korea Institute of Industrial Technology 
Corresponding author email: yekim@dankook.ac.kr 

INTRODUCTION  
Spinal stability is controlled by two inter-related systems: 
the spinal column including ligaments and the muscular 
control system. Instability results when single or multiple 
components fail or when there is a malfunction in either of 
the two systems. The spinal column has a structural function 
and a transducer function; the former provides stiffness to 
the spine and the latter, in the spinal components, provides 
the information needed to characterize the spine posture, 
vertebral motion, and spinal loads. This information can be 
acquired through the innumerable mechanoreceptors present 
in the ligament, facet capsules, and disc annulus fibrosus. 
Paraspinal muscles could activate to execute the task while 
taking into account the information given by the stress 
sensors. This notion forms the basis for a hypothesis that 
there is a sensor driven control mechanism in the 
musculoskeletal system of the spine and the paraspinal 
muscles would be activated in such a way as to maintain 
spine stability [1]. In this study, we calculated the paraspinal 
muscle activity during erect standing and forward flexed 
postures based on this hypothesis. 

METHODS 
Newly developed musculoskeletal model was used for this 
analysis. The model consisted of a validated finite element 
lumbar spinal column model, trunk and pelvis modelled as a 
rigid body, and 114 of muscle fascicles [2]. In addition to 
the muscle fascicles, effect of abdominal muscle and 
abdominal pressure was replaced with tensioning of 
thoracolumbar fascia. Finite element method combined with 
the optimization method was used to obtain the response in 
the spine and muscle activity. The muscle forces and fascial 
tension were the independent unknowns in the optimization 
steps, which were calculated by minimizing the cost 
function. The standard deviation of the hydrostatic pressure 
in the ground matrix of the outermost layer of annulus 
fibrosus in each disc was chosen for the cost function 
because intervertebral discs contain the mechanoreceptors in 
the outer two to three lamellae of annulus fibrosus [3]. The 
trunk movement while maintaining the prescribed posture 
was chosen as the constraint. The analyses were conducted 
in the erect standing and isometric 60º flexed posture with 
400 N of upper body weight.  

RESULTS AND DISCUSSION 
The activity of each muscle group maintained the posture 
while reducing the pressure and stress difference in the disc. 
The muscle activities (% of MVC) of iliocostalis lumborum, 
longissimus thoracis, and multifidus were 12.7%, 13.0%, 
and 12.1% in erect standing posture and 9.2%, 21.4%, and 
31.6% in 60º flexed posture, respectively. (Figure 1) The 
iliocostalis lumborum, longissimus thoracis, and multifidus 
show the similar % of MVC to resist the flexion moment 
generated by the trunk weight in the erect posture. The 
flexed motion markedly increased the activities of the 

longissimus thoracis, and multifidus, while the muscle 
activities of rectus abdominis decreased to 6% from 10% in 
the erect standing posture. Noticeable change was calculated 
in the tension of the fascia and ligaments. The total fascial 
tension of 9.55 N and 91.92 N was calculated in each side 
during the erect standing and 60º flexed posture, 
respectively. The ligamentous tension attached to the 
posterior element was markedly increased (e.g. 0 N of 
supraspinous ligament force at L3-L4 level in the erect 
standing posture increased to 22.9 N in the 60º flexed 
posture). The calculated nucleus pressure at the L4-L5 level 
in the erect standing posture was 0.55 MPa, which was very 
closed to the 0.5 MPa value measured in-vivo [4]. The 
pressure increased to 0.98 MPa in the 60º flexed posture.  

Figure 1: Muscle activities in each muscle group. It was 
normalized with respect to the maximum voluntary 
contraction. (IL: iliocostalis lumborum, LT: longissimus 
thoracis, MF: multifidus, PM: psoas major, QL: quadratus 
lumborum, RA: rectus abdominis, EO: external oblique, IO: 
internal oblique) 

CONCLUSIONS 
This study confirmed the changes of muscle activity and 
thoracolumbar fascial tension for spinal stability during the 
flexed posture. This analysis will lead to a better 
understanding how spinal stability is maintained under 
different trunk posture. 
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INTRODUCTION  
A three-dimensional (3D) cluster spine model has been 
shown to provide clinically relevant kinematic data of spine 
motions during gait [1]. The current pilot study is aimed at 
investigating the usability of this model for other clinically 
relevant movements, such as one-leg standing.  

METHODS 
After necessary ethical approval, nine healthy subjects, (6 
men, 3 female, 22±2.0 years, 177±7.4 cm, 69±8.7 kg) were 
recruited to participate in the study. The marker 
configuration was in accordance with Needham et al.[1].  
Subjects were instructed to complete 2 variants of a one-leg 
standing task. In both tasks they stood relaxed on both feet 
and were either instructed to flex the knee (90°) without hip 
extension (backward lifting) or to flex both hip and knee to 
90° (forward lifting), starting with the right leg and followed 
by the left leg. The rhythm was verbally guided by the 
investigators.  
Data were collected with an 8 camera opto-electronic 
system (Oqus, Qualisys, Göteborg, Sweden) at 100 HZ and 
processed in Visual3D (C-Motion Inc., Germantown, MD, 
USA) using a low-pass Butterworth filter with a cut-off 
frequency of 6 Hz. Motion from the upper (T3) versus lower 
thoracic spine (T8), from lower thoracic versus lumbar spine 
(L3) and between the lumbar spine and the pelvis was 
analyzed for 3 valid trials per subject.  

RESULTS AND DISCUSSION 
Figure 1 shows the mean spine kinematics for the 3 planes 
when performing both tasks. In the sagittal plane the main 
differences are seen in the lumbar spine versus the pelvis, 
while at the higher regions, the spine is quite stable only 
showing minor differences. In the frontal plane the upper 
thoracic region shows hardly motion, where the lower 
thoracic and the lumbar regions bend to the opposite side of 
the lifted leg. This is more pronounced during forward 
lifting. Rotational movements are seen in all three regions. 
The direction of rotation for forward leg lifting is opposed to 
the one during backward lifting.  
To our knowledge this is the first study to document the 
spine kinematics of different regions during clinical tasks, 
e.g. two variants of one-leg standing.   
Future research should aim at testing more subjects, other 
clinically relevant movements and comparing healthy 
subjects with patient populations.  

CONCLUSIONS 
The 3D cluster spine model seems to be a useful tool to 
document the spine kinematics during clinically relevant 
tasks such one-leg standing. This will aid effective clinical 
management.  
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Figure 1: Mean spine kinematics during leg lifting (red = forward lifting , black = backward lifting) 
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INTRODUCTION 
Ultrasound imaging is increasingly used with motion and 
force data to quantify tendon dynamics and to understand 
the functional role of tendons during human and other 
animal movement. Frequently, tendon dynamics are 
estimated indirectly from measures of muscle kinematics 
(by subtracting muscle length from muscle-tendon unit 
length), but there is mounting evidence that this approach, 
which we term the Indirect method, yields implausible 
tendon work loops (tendon force vs. elongation) [e.g., 1-2]. 
Since tendons are passive, viscoelastic structures, they 
should exhibit negative work loops (i.e., net negative work 
over a loading-unloading cycle). However, prior studies 
using Indirect estimates of tendon kinematics report large 
positive work loops, estimating that tendons return 100-
400% more energy than they store [e.g., 1-2]. More direct 
ultrasound methods have emerged that estimate tendon 
elongation by tracking either the muscle-tendon junction 
(termed the Direct MTJ method) or localized tendon tissue 
stretch (termed the Direct Tendon method) [3]. However, it 
is unclear if these Direct estimates yield more plausible 
tendon work loops. Here, we estimated tendon work loops 
and hysteresis using these two Direct tendon kinematics 
estimates during human walking compared to previously 
reported values based on Indirect kinematics estimates. 

METHODS 
We reanalyzed human walking data from our prior work 
(N=8, mean ± standard deviation, age: 23.9 ± 4.6 years) [3]. 
Subjects completed two 2-minute walking trials at three 
walking speeds (0.75, 1.00, and 1.25 m/s) - one trial for each 
of two probe locations. We collected human motion and 

force data using standard gait analysis procedures. 
Simultaneously, we collected raw radiofrequency (RF) data 
from longitudinal cross-sections through the right 
plantarflexor MTU using a 10-MHz, 38-mm linear array 
transducer (L14-5W/38, Ultrasonix, Richmond, BC) secured 
using an orthotic. For the Direct MTJ estimate, we recorded 
(128 frames/s) through a 3 cm depth from a probe centered 
on the distal lateral gastrocnemius (LG) MTJ, from which 
we estimated local MTJ displacements. For the Direct 
Tendon estimate, we recorded (155 frames/s) through a 2 
cm depth from a probe on the distal free Achilles tendon. 
Custom 2D speckle-tracking estimated longitudinal free 
Achilles tendon tissue displacements [3]. Achilles tendon 
elongations were then derived by co-registering local LG 
MTJ (Direct MTJ) and Achilles free tendon (Direct Tendon) 
displacements with the calcaneus marker position. Finally, 
we estimated Achilles tendon force as the net ankle moment 
divided by subject-specific measures of the Achilles tendon 
moment arm to create stance phase tendon work loops 
(tendon force vs. elongation). We integrated tendon work 
loops to calculate: (i) net stance phase work (J) and (ii) 
hysteresis (%), defined as one minus the positive work 
(energy returned during tendon unloading) divided by 
negative work (energy stored during loading). Tendon 
hysteresis from Direct MTJ and Direct Tendon methods 
were compared to Indirect values from literature [e.g., 1-2] 

RESULTS AND DISCUSSION 
Based on digitized data from literature, Achilles tendon 
hysteresis during walking derived indirectly from soleus and 
gastrocnemius fascicle kinematics elicited values of 
approximately -130% and -200%, respectively, indicating 
considerable but physiologically implausible positive work 
performed by the tendon (Fig. 1A) [1]. In contrast to 
Indirect estimates, we found that both Direct methods 
yielded, on average, negative tendon work loops and thus 
positive tendon hysteresis values during the stance phase of 
walking. Direct MTJ tendon hysteresis (net work) averaged 
49.7% (-8.9 J), 37.9% (-8.2 J), and 9.2% (-5.1 J) for walking 
at 0.75, 1.00, and 1.25 m/s, respectively (Fig. 1B). Direct 
Tendon estimates averaged 32.9% (-3.4 J), 11.0% (-2.0 J), 
and 2.1% (-1.2 J), respectively (Fig. 1C). 

CONCLUSIONS 
As we advance our scientific understanding of movement 
biomechanics, it is important to continue advancing and 
validating our experimental methods. Compared to Indirect 
tendon estimates, Direct estimates may be preferable for 
understanding tendon dynamics such as energy storage and 
return, especially during dynamic activities such as walking. 
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Figure 1. Tendon kinematic measurements and group-
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INTRODUCTION  
The spine is a complex anatomic structure and provides 
mobility and strength. The health of the spine depends on 
the integrity and proper function of structural components. 
Since the paraspinal muscles and spine are mutually 
dependent in a functional manner, it has been generally 
accepted that paraspinal muscle dysfunction including 
muscle weakness is related to the spinal degeneration such 
as intervertebral disc (IVD) failure [1-2]. Our previous study 
of paraspinal muscle weakness using the lapine model 
suggested that muscle weakness can lead to degeneration of 
the lumbar spine manifesting itself in decreases in disc 
height and degeneration of spinal alignment [3]. However, 
the quadripedal lapine model is not a suitable model of 
upright stance and two legged locomotion. Therefore, the 
purpose of this study was to investigate the effects of 
paraspinal muscle weakness induced by the botulinum toxin 
type-A on the degeneration of the lumbar spine in a primate 
model. 

METHODS 
One young cynomolgus monkey (Macaca fascicularis, aged 
9 years, at 3.37 kg body weight) was used for in this study. 
All procedures were approved by the KRIBB Institutional 
Animal Care and Use Committee (Approval No. KRIBB-
AEC-15031). Botox was injected into the paraspinal 
muscles, i.e., erector spinae and multifidus muscles, at 6 
different sites from the level of the spinous process of L3 to 
L5 vertebra (about 60 μl per site) in both left and right sides 
for a total of 2U/kg. Botox injections were conducted 
biweekly up to 19 weeks after the first botox injection for a 
total of 10 injections in order to maintain paraspinal muscle 
atrophy. MRIs were performed for measurement of muscle 
cross-sectional areas and evaluate intervertebral disc 
integrity right before the first botox injection and then every 
two weeks up to 21 weeks post initial injection (3T Achieva 
scanner, Philips Medical System, Best, Netherlands)). For 
MRI data acquisition, the monkey was anesthetized with 2% 
isoflurane in 99.9% oxygen (2 L/min) and immobilized in a 
supine position in a custom-made bed holder.  

RESULTS AND DISCUSSION 
Botox injections produced significant paraspinal muscle 
atrophy. The cross-sectional areas of the paraspinal muscles 
at L2-L3, L3-L4 and L4-L5 decreased by 7 %, 20 % and 11 
% at 15 weeks post the initial Botox injection, respectively. 
Grey muscle area increased within the muscle, which 
indicates non-contractile elements, such as fat or connective 
tissue. The lumbar spinal discs appeared normal throughout 
the entire 21 week experimental period. Disc thickness at 
L2-L3, L3-L4 and L4-L5 increased by 2 %, 1 %and 1 % at 
15 weeks post initial Botox injection, respectively. 

Locomotion activity was more static post compared to pre-
Botox injections. The duration of sit increased from 21 % to 
a maximum of 97% at 9 weeks post initial Botox injection, 
and stance times decreased from 9% to a minimum of 1% in 
week 11 post initial Botox injection. Furthermore, pace time 
decreased from 66 % to a 143 minimum of 1% in week 9 
post Botox injection, and hang time increased from 4% to a 
maximum of 70% in week 20 (Figure. 1). 

Figure 1: Behaviour pattern before and after botulinum 
toxin injection. 

We did not observe disc degeneration in this study which 
might have been related to the lower dosage of Botox 
(2U/kg in this study vs. 4U/kg in the rabbit study), the 
animal model, the difference in mechanical loading of a four 
legged vs. two legged animal, and many other factors. The 
trunk muscles in primates, like in humans, contribute 
significantly to the stability of the spinal column [4]. 
Therefore, the effect of the back side paraspinal muscle 
weakness, which is induced by botox injection on IVD 
degeneration, in quadrupedal animals may be different from 
that of upright animals. 

CONCLUSIONS 
This study demonstrated the feasibility of a primate model 
as an alternative approach to understand spinal mechanics 
and adaptation of the upright spine. The findings of this 
study revealed that paraspinal muscle atrophy affects 
locomotion activity of a primate and may lead to a reduced 
level of mechanical stimulation of the IVDs. 
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INTRODUCTION  
Human walking is a mechanical phenomenon to move the 
center of body mass forward by appropriately generating the 
ground reaction forces onto the foot. Therefore it is 
anticipated that mechanical characteristics of the human foot 
embedded in its anatomical design may greatly contribute to 
realize appropriate mechanical interactions between the 
body and the ground to facilitate generation of robust 
bipedal walking. Detailed understanding of the behavior and 
internal loading of the human foot is crucial to elucidate 
such structural adaptations, but it has not been fully 
investigated due to the difficulty of measurement.  

In the present study, we developed a three-dimensional (3D), 
anatomically detailed finite element (FE) model of the 
human foot and quasi-statically simulated mechanical 
interactions of the foot with the ground during walking gait 
to investigate structural adaptations of the anatomical 
structure of the human foot bipedal locomotion.  

METHODS 
Figure 1A shows a 3D human foot FE model. Each bone 
and the whole foot surfaces were extracted from computer 
tomography images. The volume enclosed by each surface 
was meshed with tetrahedral elements and its outside was 
meshed with shell elements. The contact between the 
articular surfaces was considered. The encapsulated soft 
tissue and the skin were defined as a hyperelastic Ogden 
material. The material parameter of the soft tissue is 
identified by a spherical indentation [1]. Ligaments and 
plantar fascia were represented by tension-only spring 
elements. The foot-ground contact was modeled using rigid 
contact surfaces.  

To evaluate the predictive ability of our proposed FE model, 
the model was validated by comparing with a cadaver 
experiment of the human foot under axial loading. Paired 
radiographic images of five cadaver feet (68-90 years) under 
different axial loading conditions were obtained using the 
biplanar fluoroscopic system (Shimadzu, Kyoto, Japan). We 
determined the motion of the tarsal and metatarsal bones by 
a model-based registration technique [2]. We also 
reproduced the same loading condition using proposed FE 
model then calculated and compared the change in the 
relative positions and orientations of each of the bones due 
to axial loading. We confirmed that predicted bone 
movements are roughly consistent with that of the cadaver 
experiment. 

To investigate the human foot bone kinematics and internal 
loading during walking gait, the mechanical interaction of 
the foot with the ground at the 20, 50 and 80% of stance 

phase were simulated by explicit finite element analysis 
such as to reproduce the measured kinematics of walking 
gait. Figure 1B shows a behavior of the foot FE model 
during the simulated walking gait. The predicted ground 
reaction forces, tension of the plantar fascia and foot bone 
motions were reasonably in good agreement with 
corresponding measured data.  
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Figure 1: (A) 3D human foot FE model, (B) the behavior of 
the human foot FE model during simulated walking gait.  

RESULTS AND DISCUSSION 
The present study demonstrated that the plantar aponeurosis 
stored larger elastic energy as the foot approaches to the late 
stance phase due to the so-called windlass mechanism [3]. 
Furthermore, the stiffness of the foot increased in the late 
stance phase to act as a stiff lever because of the relative 
inversion of the calcaneus and cuboid. The present study 
also demonstrated that the talus is adducted with respect to 
the calcaneus as the calcaneus is everted due to loading, 
causing anterolateral movement of metatarsals and 
generation of medial rotation moment around the vertical 
axis of the foot during walking. 

CONCLUSIONS 
We reported quasi-statistic human gait analysis based on a 
3D anatomical human foot FE model. The present 
simulation framework may be effective to identify 
morphofunctional relationships between the foot 
architecture and human bipedal walking. 
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INTRODUCTION  
Japan has the highest proportion of elderly citizens in the 
world. It is called a “super-aging society”. Falls and bone 
fracture are some of the main causes for requiring care. The 
ability of knee joint extension play a key role in preventing 
falls. The purpose of this study was to evaluate the function of 
knee joint extension on elderly persons from the viewpoint of 
frequency components of surface electromyography (SEMG) 
and mechanomyogram (MMG) [1] activities for lower limb 
muscles. The frequency of EMG and MMG activities were 
evaluated by using of Wavelet Transform (WT). The WT of 
SEMG is informative in understanding the characteristics of 
muscle activity, which include the motor unit (MU) firing 
frequency, number of recruited MUs, and fiber type. In this 
study, we compared the SEMG with the MMG about 
frequency components to estimate the function of knee joint 
extension in elderly persons.  

METHODS 
The study was carried out on five healthy elderly subjects 
and three healthy young subjects. All participants provided 
written informed consent before participating in the study as 
approved by the University Institutional Review Board. 
Subjects sat on a lower body exercise machine (ISOFORCE 
GT-330, OG Wellness, Japan). SEMG and MMG signals 
were recorded simultaneously form m. quadriceps femoris 
during the knee joint extension with 50% of the maximal 
voluntary contraction (MVC). The low cut filter was set at 
5.3 Hz for SEMG, 1 Hz for MMG, respectively. The both 
SEMG and MMG signals were stored on a personal computer 
through an A/D converter (PowerLab, ADInstruments, New 
Zealand) with a sampling frequency of 1000 Hz. 

As a wavelet analysis, a discrete wavelet transform (DWT) 
was applied to the SEMG and MMG data. In this study, the 
wavelet transform coefficients were estimated by using the 
Daubechies-4 wavelet algorism. SEMG and MMG data of 
1024 points in relation to the knee joint extension were used 
for the analysis of frequency components. The data were 
decomposed into six separate scales for the SEMG, seven 
separate scales for the MMG. Finally, to examine the mean 
power of each frequency band, Ej was calculated and 
compared in each frequency band [2].  

RESULTS AND DISCUSSION 
The mean power of wavelet decomposition (Ej) made 
comparison between the elderly group and the young group 
in the figure1. Firstly, for SEMG, the highest value of Ej was 
at j = -2 (125-250Hz) in the elderly group, at j = -3 (62.5-
125Hz) in the young group. The analysis of variance 
(ANOVA) revealed a significant effect of Frequency-band 
(F5,36 = 2.675, p<0.05), however there was no significant 
effect of Aging (F1,36 = 1.756, n.s.). Secondly, for MMG, 

there were main effects of Frequency-band (F6,42 = 5.920, 
p<0.01) and of Aging (F1,42 = 18.627, p<0.01), respectively. 
These effects were limited by the significant interaction (F6,42 
= 5.657, p<0.01). The Ej of higher frequency bands (31.25-
250 Hz) were smaller for the elderly group than for the young 
group with the significant difference of 5% (Figure 1).  

Orizio indicated that the MMG frequency content seemed to 
be strongly influenced by the global motor units’ firing rate, 
contrary to EMG [1]. The results of this study agreed with 
Orizio’ opinion.  

 

 

 

 

Figure 1: Comparison of mean power Ej between elderly 
group and young group during the knee joint extension. The j 
= -1, -2, -3, -4, -5, -6, and -7 indicate the frequency band as 
250-500Hz, 125-250Hz, 62.5-125Hz, 31.25-62.5Hz, 15.625-
31.25Hz, 7.8125-15.625Hz, and 3.906-7.8125Hz respectively. 
The marks＊ show a significantly different level of 5%. 

CONCLUSIONS 
The characteristics of knee joint extension in elderly persons 
were estimated by the DWT of SEMG and MMG signals 
within m. quadriceps femoris. The values of Ej of MMG 
were a useful index to evaluate the function of knee joint 
extension in elderly persons. 
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INTRODUCTION 
Skeletal muscles demonstrate strikingly large inter-individual 
variability with respect to size and architecture [1]. As typical 
biological soft tissues, muscles possess elasticity that is 
demonstrated in their deformability especially at rest [2]. Not 
much is known however, about the interrelationships between 
the size, deformability and elasticity of skeletal muscles. 
These properties are important especially in the elderly 
population where age-related muscle loss (sarcopenia) is 
prevalent, and noncontractile tissues within a muscle increase 
[3]. We tested the hypothesis that such age-related 
characteristics of muscles might be associated with their 
deformability upon mechanical loading, in a cross-sectional 
study design. 

METHODS 
One hundred and sixty-nine healthy men and women (82 men 
[66.2 ± 10.7yr] and 87 women [62.9 ± 11.2 yr]) participated. 
Cross-sectional images of the triceps brachii (TB) and rectus 
femoris (RF) were taken with B-mode ultrasonography 
(SSD900, Aloka, Japan) at the site distal 60% of the upper 
arm and at the midthigh respectively, while a participant 
stood at rest. An ultrasonic probe was applied onto the skin in 
the transverse direction to TB and RF in 2 conditions, 1) 
without any compressive force (N) and 2) with pushing force 
in the direction from the mediolateral center of TB and RF to 
that of the femur, up to when no more muscle deformation 
occurred (P). The muscle thickness was measured as the 
distance from the deep fascia to the humerus for TB and the 
antero-posterior distance between fascial borders for RF. For 
RF, the width (mediolateral distance between fascial borders) 
was also measured. The ratio of the two conditions (P/N) was 
calculated both for thickness and width as an index of 
deformation. In addition, among the subjects, shear-wave 
elastogram (Aixplorer 2, SuperSonic Imagine, France) was 
further taken from the same site for TB and RF (n=29 men 
and 53 women), and shear modulus was determined for the 
muscle belly in the longitudinal direction. Pearson product-
moment correlations and unpaired t-tests (between genders) 
were performed with the level of statistical significance at 
p<0.05. 

RESULTS AND DISCUSSION 
As for TB, muscle thickness was larger in men (28 ± 5 mm) 
than in women (23 ± 4 mm). In each gender, there was a 
significant correlation (r=-0.31 and -0.46 in men and women 
respectively) between muscle thickness and the deformation 
ratio (P/N), i.e., thicker muscles deformed more (Figure 1). 
Shear-modulus of TB (3.6 ± 1.1 and 4.0 ± 1.4 kPa in men and 
women, no significant difference) was negatively correlated 
with muscle thickness (r=-0.27, men+women). As for RF, 
muscle thickness (43 ± 7 mm [males] > 37 ± 7 mm [females]) 
was not correlated with P/N although the shear modulus (5.0 

± 1.8 kPa [men] < 6.3 ± 2.7 kPa [women]) was negatively 
correlated with muscle thickness in both genders (r=-0.39 
[men] and 0.63 [women]). For RF, muscle width was 
negatively correlated with its P/N (r=-0.66 [men] and 0.55 
[women]), i.e., wider muscles widened less. 

The results suggest that muscle deformability at rest is related 
to the size of TB but not of RF, while elasticity is related to 
the size for both muscles. In RF, its deformation might have 
been limited in the direction of the circumference of the thigh, 
possibly due to the well-developed deep fascia covering the 
whole quadriceps. 

Figure 1: The relationship between muscle thickness and 
deformation index (ratio of thickness with pressure/without, 
P/N) 

CONCLUSIONS 
The triceps brachii and rectus femoris deform under pressure, 
the amount of which is related to their size in the former but 
not in the latter. In both muscles, shear modulii are related to 
their sizes. Rectus femoris deformability is related to its 
mediolateral width. 
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INTRODUCTION  
Focal cartilage defects (FCDs) of the smooth hyaline 
cartilage in human knee joints often progress to 
osteoarthritis (OA), due to altered joint biomechanics and 
changes in the biological environment of the joint in 
response to damage. There is a deficit of research 
characterizing the relationship between biomechanical and 
biological mechanisms of FCDs in affected knees, which 
needs to be addressed to further understand progression of 
FCDs and optimize surgical intervention. Quantifying knee 
synovial fluid (SF) metabolites by nuclear magnetic 
resonance (NMR) spectroscopy is an emerging area of 
research, and has shown promise. In this study, knee gait 
biomechanics and SF metabolic profiles from the same 
knees are measured and related in a small cohort of 
symptomatic FCD subjects, in an effort to elucidate the 
interplay between knee function and metabolic changes in 
the microenvironment. 

METHODS 
5 subjects with confirmed ICRS grade III+ FCDs of the 
femoral condyle (due for microfracture surgery) were 
consented, and subjected to 3D gait analysis and synovial 
fluid analysis within a 5 day period. Bare foot, level gait 
analysis was carried out using a 9 infra-red camera 
(Qualisys, Sweden), 4 force-plate (Bertec, US) motion 
capture set-up. Discrete gait parameters found in previous 
literature that showed the largest variance in ‘moderate OA’ 
gait relative to ‘normal’ gait [1] were calculated using 
Visual 3D (C-motion Inc) software, which included: knee 
abd/adduction moment (KAM) mid-stance value and second 
peak value, peak flexion/extension (KFM/KEM) moments, 
knee adduction angular impulse (KAAI) and the peak knee 
flexion angle (KFA). Synovial fluid (SF) was extracted from 
the affected knee at time of surgery. 1H NMR spectroscopy 
was performed on acellular SF samples (Bruker DPX 500 
spectrometer, 298K) and intensities of spectra signals were 
measured (TopSpin 2.1, Bruker Corp) and normalised to a 
reference peak (TSP). Nine metabolites shown to change in 
progressive OA in previous literature [2] were chosen for 
comparative analysis: Glutamate, Glutamine, Creatine, 
Glucose, Alanine, Lactate, Phenylalanine, Proline and 3-
hydroxybutyrate (identified using the BMR Data Bank). 
Pearson’s correlations with p-values were computed (SPSS) 
to assess the relationship between biomechanical parameters 
of gait and SF metabolite concentrations. 

RESULTS AND DISCUSSION 
 It was interesting to find that declining knee function was 
strongly associated with higher glucose levels, consistent 
with another human OA vs healthy SF metabolomics study 
conducted by Mickiewicz et al. [1]. This suggests there may 
be a mechanism yielding increased glucose levels in 
subjects with increasing OA-like knee function. However, 
this contradicts another report [3] who suggest that 

increased hypoxic, acidotic conditions in OA joints would 
lead to a decline in SF glucose. Higher glucose, higher 
lactate, and lower 3-hydroxybutyrate levels altogether in 
response to declining baseline knee function indicates there 
may be dysregulation in energy utilization involved with 
progression of cartilage damage, which could be associated 
with higher energy demands of the defected tissue [1].  

 Table 1 – Summary of significant relationships between 
knee function gait parameters and SF metabolite conc.’s 

Glutamate is a mechano-responsive metabolite and 
neurotransmitter that has been found to increase up to 67-
fold in the osteoarthritic knee in comparison to healthy 
knees, and is associated with bone resorption, inflammatory 
processes and pain [4]. Our subjects experiencing higher 
KAAIs presented higher glutamate concentrations, 
suggesting that increased cumulative loading of the knee 
resultant of declining knee function could be subsequently 
increasing mechano-sensitive upregulation of glutamate. We 
propose that decreased peak-KFA in relation to higher 
glutamate could be resultant from compensatory gait 
mechanisms in response to pain, to avoid over-loading the 
defective area at full knee flexion, in which could be 
heightened by the increased glutamate levels in the joint. 

CONCLUSIONS 
Knee functional and metabolic factors play a vital role in 
disease development and progression. We find that 
declining knee function may be associated with higher 
musculoskeletal tissue energy demands. We also find 
increased levels of Glutamate, a pain inducing mechano-
responsive neurotransmitter levels are increased with 
cumulative knee loading, suggesting OA-like gait may 
directly influence joint pain.  
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Relationship R² Sig.
KAM peak 2 & Glucose 0.94 <0.006 

KAAI & Glucose 0.94 <0.006 
Peak KFA & Glucose -0.77 <0.049 

KAAI & Glutamate 0.81 <0.037 
Peak FKA & Glutamate -0.77 <0.049 

Mid-stance KAM & Lactate 0.79 <0.043 

Peak KFM & 3-hydroxybutyrate 0.92 <0.027 
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INTRODUCTION 
Horizontal leg press (LP) motion is a multi-joint and closed 
kinetic chain exercise that biomechanically resembles to 
jumping and running. This movement is used to enhance 
performance in sport activities and for rehabilitation purposes 
especially for patients with patellar chondromalacia or after 
anterior cruciate ligament (ACL) surgery [1, 2]. This exercise 
has potential to be performed in various techniques including 
alterations in the distance between the plate and chair. 

 People with musculoskeletal disorders of the lower limb are 
advised to perform LP motion with specific protocols that lead 
to some basic questions; how different is the muscles forces 
in the variety of foot placement in up, down and center on the 
plate [3]. Furthermore, how effect is depicted about the 
muscles forces in the distance’s change between feet and the 
plate. Comprehension of these changes from biomechanical 
point of view may suggest new training programs. Our 
hypothesis was the more close distance between feet and 
plate, the more forces generates by the knee extensors 
muscles.  

METHODS 
Previously-collected kinematic data was used for this study 
[3]. Briefly, kinematic data was acquired from 6 healthy 
subjects (Age: 25.5 ± 3.9, Height: 173.5 ± 10.1, Weight: 65.83 
± 7.96) with no previous pain in lower extremity by attaching 
reflective markers on anatomical reference. Before starting 
the trials, maximum permissible weight (MPW) of the 
extensors of the knee was obtained by each subject. Then, 
each participant performed the trials with 30% and 70% of 
MVC. The study was based on changing the chair’s level; 
level I indicated the further distance than level VI. A recursive 
Newton-Euler algorithm was implemented on a 3-segments 
mechanism with 3 degrees of freedom to obtain the 
differential equations of motion. A phenomenological Hill-
based musculotendon model was employed. To calculate the 
forces of 40 lower limbs muscles through optimization, the 
computed muscle control algorithm was used with 
considering the sum of squared muscle activation as cost 
function. All programs were written in MATLAB software.  

RESULTS AND DISCUSSION 
The effect of chair’s level changes on the forces exerted by 
quadriceps muscles was of the interest. A paired t-test was 
utilized to investigate any significant difference during 

performing the LP motion from chair’s level I and VI. To 
implement this test, the average of muscles forces through 
time was computed using numerical integration. In each 
MPW, all forces increased from level I to VI except vastus 
intermedius. Furthermore, quadriceps forces showed a great 
jump from performing 30% to 70% MPW. (Table 1) 
However, an increase found with increasing the load on the 
plate and decreasing the initial distance between the chair and 
the plate, no significant differences illustrated (p <0.05). At 
the equal effort (.e.g. 70% MPW), moment arm of external 
force is the influential factor and may be the reason of 
increasing muscles forces from level I to VI.     

Table 1- The mean of muscles forces (%BW) 

CONCLUSION 
The result confirmed the hypothesis that closer interval from 
feet to plate (level VI than level I) led to great forces of knee 
extensors. The observation suggests level VI for performing 
LP motion if strengthening the knee extensors is desired.     
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Muscle 
External forces 

(30% MPW) 
External forces 

(70% MPW) 
Level I Level VI Level I Level VI 

Rectus 
femoris 

43.03 70.49 67 88.34 

Vastus
intermedius 

205.3 181.7 326.4 302.3 

Vastus 
lateralis 

204.1 235.6 349.5 406.2 

Vastus 
medialis 

71.53 98.7 133.4 175.3 
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INTRODUCTION  
Recent trends in auto industry has led the higher vehicle 

seat comfort, which is one of the most important factors in 
selecting a car. In addition, customers’ demand for reliable 
vehicle seat has increased although low-priced vehicles have 
been constantly released.  
Previous studies have suggested that driving posture is a 

key factor determining drivers’ comfort.[1] Also, a number 
of researchers have reported that an inappropriate driving 
posture of the individual could cause biomechanical load to 
spinal column, especially to L5/S1.[2] Similarly, extensive 
research has shown that an ideal driver`s posture is possible 
to reduce the load to L5/S using lumbar supporter.[3] 
However, no equipment has been found that measured 
lumbar moment in real time as driving posture changes. 
Therefore, the aim of this study is to find the proper lumbar 
moment for the ideal driving posture through analyzing the 
changes in lumbar moment as driving posture changes. 

METHODS 
All 25 participants have never suffered from 

musculoskeletal disorders. All participants should have 
acquired driver’s licenses at least 2 years before the 
experiment. The participants were between the ages of 27 
and 46. The weight of them be in the range of 73.5 ± 11.5 kg 
and the height be in the range of 1.74 ± 0.11 m. 
The separated seat which is divided into two parts is 

consisted of seat pan and seat back. Each seat pan and seat 
back was connected with two force plates. Reaction forces 
were collected with each force plates (Advanced Mechanical 
Technologies, Inc., Newton, MA, USA) and these data were 
captured at 1000 Hz (Figure 1). 

Figure 1: Mimetic diagram of separated Car Seat and
experiment process. 

Lumbar moments were calculated from moment arm 
between lumbar center and reaction force of seat pan and 

seat back. (①) 

All participants took a seat on the seat which was adjusted 
for seat back angle (94/109 degrees from the ground) and 

height (Top/ Mid.) with lumbar support (presence/absence) 
in order to analyze various driving posture. All participants 
were requested to maintain their hands to grip at 2 and 10 
o`clock of steering wheel and stare at the painted point on 
the wall in order to simulate the actual driving situation. 
The lumbar moments for each seat condition were 

performed unpaired t-test to acquire statistical significance 
(P < 0.05). 

RESULTS AND DISCUSSION 
Each car seat adjustment alternating driving position were 

collected to measure lumbar moments. (Table 1).  

Seat condition Average(N·m) SD P-value
109deg. Top 30.14 2.719 

0.0433 
94deg. Top 37.64 2.381 

109deg. Top, with LS 25.76 2.445 
0.0005 

94deg. Top, with LS 39.95 2.945 
109deg. Mid. 25.44 2.826 

0.0159 
94deg. Mid. 35.40 2.809 

109deg. Mid., with LS 29.91 2.933 
0.0227 

94deg. Mid., with LS 39.81 3.016 
Table 1: The average of collected lumbar moments, 
standard deviation and P-value according to the changes in 
car seat adjustment. 

These results indicate that the seat back angle may be the 
main cause of decreased driver’s lumbar moment. However, 
other car seat adjustment factors, except seat back angle, for 
lumbar moment does not have any significance (P>0.05). 
Also, these results are accorded with the result from Hirao, 
which suggests that driving position is similar to the neutral 
body posture in the aspect of physical fatigue reduction.  

CONCLUSIONS 
This study suggests that car drivers should lean their back 
against seat back in order to decrease lumbar moment. Also, 
further studies are required to find other factors diminishing 
lumbar moment although seat back plays a key role. 
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INTRODUCTION  
After the proposal of “Gray’s paradox” that a swimming 
dolphin experiences drag power larger than its estimated 
muscle power, mechanics of high-speed swimming in 
dolphins has received considerable attentions. Therefore, 
many studies have been conducted to elucidate mechanisms 
underlying the high-speed swimming in dolphins. However, 
detailed kinematics and dynamics of dolphin swimming 
have yet to be fully elucidated. 

In the present study, we quantified kinematics of steadily 
swimming movements in dolphins to estimate propulsive 
and drag forces based on the hydrodynamic theory of the 
oscillating wing. 

METHODS 
A total of 4 adult pacific white-sided dolphins 
(Lagenorhynchus obliquidens) swimming in a large marine 
pool were filmed sagittally at the Hakkeijima Sea Paradise 
Aquarium, Yokohama, Japan. A high-speed camera with 
512 x 384 pixels was used to record the movements at the 
frame rate of 240 Hz through an underwater viewing 
window. Dolphins were trained to swim fast by a trainer’s 
instruction, and to swim slowly by following a trainer 
walking beside the pool, to obtain variability in swimming 
speed. Only recorded sequences in which the animals swam 
straight and steadily were selected for further analysis. A 
total of seven characteristic points on the dolphin body 
(Figure 1a) were manually digitized frame-by-frame using 
digitizing software (Frame DIAS4, DKH, Japan). In 
addition, the midpoint between the base of dorsal fin and the 
base of flipper was calculated as the center of body.  

Spatiotemporal and kinematic parameters such as swimming 
velocity, frequency, and time changes in peduncle angle (α) 
and fluke angle (β) (Figure 1a) were calculated based on the 
digitized coordinates. A swimming cycle is defined as the 
time period in which the body angle (φ) reaches to the 
minimum value to when the angle again reaches to the 
minimum value. Therefore, the first half of the swimming 
cycle is upstroke whereas the second half is downstroke. 

The propulsive force of swimming dolphin is basically 
generated by simultaneous vertical and rotational oscillation 
of the fluke [1]. In the present study, we calculated forces 
acting to the fluke during dolphin swimming by using the 
measured kinematic data based on the hydrodynamic theory 
of an oscillating wing. Specifically, the dolphin was 
modeled as a two-hinged oscillating wing in the sagittal 
plane. We calculated the lift force FL and drag force FD 
applied to the fluke due to the measured oscillation of the 
fluke. The thrust force FT was estimated as the sum of the 
horizontal components of FL and FD. The cross-sectional 
shape of the fluke was approximated by a NACA0015 aero 

foil. The lift and drag coefficients were determined as 
functions of the angle of attack which can be obtained 
experimentally. 

RESULTS AND DISCUSSION 
A total of 14 cycles which dolphins swam faster than 4 m/s 
were analyzed. The mean (and standard deviation) velocity 
measured in the present study was 5.7 ± 0.7 m/s. We found 
that there was a significant correlation (p < 0.01) between 
the velocity and frequency in dolphin swimming. 

The time change in the calculated thrust force along with the 
horizontal components of the lift and drag forces were 
presented in Figure 1b. We found that the dolphins generate 
thrust force during both downstroke and upstroke in high-
speed swimming, although it was previously reported that 
the thrust force was generated only during the downstroke 
when the velocity was slow [2]. Furthermore, we also found 
that the drag forces applied to the fluke were very small, 
indicating that the movement of fluke was chosen such as to 
reduce the drag force. We need to measure drag force acted 
on body surface in future studies to completely understand 
the force balance of high-speed swimming dolphins. 
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Figure 1: Digitized coordinates (a) and calculated FL, FD 
and FT (b). 
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INTRODUCTION  
The functional role of muscles is to generate force and 
energy needed to produce and control movement. Two 
critical factors that determine a muscle’s functional role is 
muscle-tendon unit (MTU) design and the mechanical 
demands of a movement task. Previous studies have 
quantified the mechanical function of muscles to satisfy the 
mechanical energy demands during dynamic movements in-
vivo in animals (e.g. [1]) as well as in humans through 
inference of joint mechanics (e.g. [2]). In general, more 
proximal human lower limb muscles (e.g. gluteus medius) 
consist of long, parallel muscle fibres connected to a short, 
stiff tendon. This configuration favours the modulation of 
mechanical energy of the body by utilising muscle fibre 
shortening, which results in the muscle functioning in a 
motor-like manner [3]. While more distal muscles (e.g. 
soleus) consist of short, highly pennated muscle fibres 
connected to a long, compliant tendon; a configuration that 
favours force economy and elastic energy savings, which 
results in the muscle functioning like a spring. However, 
there has yet to be an approach that characterizes the 
function of multiple muscles in the human body that takes 
into account the MTU design and the mechanical demands 
of the measured movement task.  

This study adapts a previous approach that used joint work 
to characterise joint function during a movement task. We 
extended the approach to characterize the functional role of 
muscles using predictions from a musculoskeletal model. 
We tested the approach by characterizing a subset of 
proximal and distal lower limb muscles during steady-state 
running.  

METHODS 
Ground reaction force and 3D kinematic data were taken 
from a subject who ran on an instrumented treadmill at a 
steady-state speed of 4 m s-1. Five complete gait cycles were 
collected and analysed. The skeleton of the subject was 
represented by a scaled musculoskeletal model (22 segment, 
37 degrees-of-freedom) and was actuated by 80 lower limb 
MTUs. OpenSimTM was used to compute joint angles and 
net joint torques. MTU length was calculated at each 
discrete time-step using the origin and insertion sites of the 
MTU and the joint orientation. Static optimisation was used 
to decompose the joint torques into a set of muscle forces. 
We calculated MTU power as the product of muscle force 
and instantaneous MTU velocity and MTU work as the 
integral of MTU power over the entire gait cycle.  

We adapted the index-based approach by Qiao and Jindrich 
to characterize MTU function during steady-state running 
[2]. This approach uses joint-specific energetics – joint 
moment, power, positive work and negative work – to 
characterize joint function during walking into four indices: 
strut-, spring-, motor-, and damper-like mechanical 
behaviour. We converted the joint-specific parameters to 
MTU parameters (i.e. joint moment to muscle force, joint 
power and work to MTU power and work). The four indices 

were normalised to sum up to 100% and the largest index 
was considered the “primary” function of the MTU. In 
addition, we estimated the contribution of the muscle fibre 
and tendon components to the overall MTU function by 
using a ratio of the optimal fibre length (in the line of action 
of the MTU) to tendon slack length obtained from the 
musculoskeletal model. For illustrative purposes, we 
selected four representative single-joint muscles that 
absorbed and generated substantial mechanical energy 
during steady-state running and had different muscle-tendon 
designs: two proximal muscles spanning the hip (gluteus 
medius and psoas) and two distal muscles spanning the knee 
(vastus lateralis) and ankle (soleus).  

RESULTS AND DISCUSSION 
We found that the two proximal muscles, gluteus medius 
and psoas functioned in a motor-like manner (Fig. 1), 
consistent with previous observations that muscles spanning 
the hip modulate positive work during walking [2]. 
Furthermore, the muscle fibres were the major contributors 
to the motor-like behaviour, consistent with the MTU 
designs of the muscles.  

The two distal muscles absorbed and generated greater 
energy than the two proximal muscles and thus met a greater 
proportion of the mechanical demands of steady-state 
running (Fig. 1). Both distal muscles functioned in a spring-
like manner with the tendon component contributing the 
majority of spring-like function; again, being consistent with 
MTU design of the distal muscles, which favour tendon 
elastic energy storage.  

Figure 1: Muscle work and index for the selected lower 
limb muscles during running. MF and TN represent muscle 
fibre and tendon, respectively.  

CONCLUSIONS 
The index-based approach used in this study provides a 
springboard for future exploration into characterising the 
function of major lower limb muscles according to their 
muscle-tendon design and the mechanical demands of the 
movement task. This information can assist in a range of 
applications such as examining the shifting roles of muscle 
groups across motor tasks.    
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INTRODUCTION  
Sustained sub-maximal grip contraction (SSGC) is a grip-
strength measurement that requires subjects maintaining a 
stable grip at a certain percentage of maximal grip strength 
(MGS), with protocols lasting from a few seconds to a few 
minutes [1]. 

SSGC provides valuable information for fatigue resistance, 
tremor, and risk of falling [2, 3].Age is an independent 
factor that affects the muscle tolerance and power 
generation in evolution of neuromuscular function [4, 
5].Although it has been found the MGS can be influenced 
by geriatric frailty and adolescents' growth, little is known 
whether the age affects the fluctuation of SSGC. 

This study aims to investigate the effects of age on the force 
fluctuation during SSGC. We hypothesized that the ageing 
subjects have lower structural variability in their grip forces 
during SSGC than the subjects in middle age. The 
adolescents have lower force structural variability by SSGC 
than the middle-aged subjects. 

METHODS 
Grip force was measured using a MIE Grip Analyzer (MIE 
Medical Research Ltd, Leeds, UK) with resolution 1 N/0.1 
kg and accuracy of >1% of full scale output (1000 N). Each 
subject was tested only for their dominant hand. 

The MGS values were evaluated as the maximal value of 
three maximal voluntary contractions lasting about three 
seconds, with one minute rest between trials. To evaluate the 
SSGC, subjects were required to maintain, as stable as 
possible, an isometric contraction at 70% of their MGS for 
30 s within an acceptable region (±3% MGS) displayed on 
the screen.  

A one-way ANOVA was used to test for differences of DFA 
exponents across the age groups (p<0.05). 

RESULTS AND DISCUSSION 
Group 7 had significant higher DFA values than the Group 
2, Group 4 and Group 5, but the Group 7 had no significant 
differences between Group 1, Group 3, and Group 6.  
The average DFA values of all the groups were less than 1, 
which indicated persistent long-range correlations 
(0.5<DFA exponent <1) for the force fluctuation.  

The DFA exponents of SSGC have a curvilinear relationship 
to age. The higher DFA of the elderly supports the previous 
findings that the behavioral complexity decreased with 

ageing [6]. The grip force by SSGC of all the groups 
exhibited fluctuations with persistent long-range correlations 
(0.5<mean α <1). 

Figure 1. Mean and standard deviations of DFA exponent 
for the seven age groups. * Significant differences from 
Group 7. † Significant difference from Group 6. 

DISCUSSION 
The decreased structural variability in the elderly appears 
with a reduction in muscular strength, fiber type distribution 
changes, or a reduction in potential movement/neural 
control speed [7]. Lower force structural variability of 
adolescents are probably related to their immature neural 
system, different muscle fiber types, body mass and skin 
fold thicknesses [8]. 

CONCLUSIONS 
This study demonstrated that the structure of grip force by 
SSGC varies with age. Grip force reaches to the highest 
structural variability at the middle age. DFA provides novel 
metrics in analysis of force signals during SSGC.  
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INTRODUCTION  
Maintaining balance is a critical factor to influence the 
functional performance during daily life. Balance is 
maintained by the sensorimotor control systems. In motor 
output, ankle strategy is the most first activated parameter to 
maintain balance [1]. However, few studies evaluate the 
characteristics of ankle strategy to maintain balance caused 
by tilting perturbation. The aim of the study was to identify 
the characteristics of the ankle strategy in response to the 
dynamic tilting perturbations. 

METHODS 
Following Institutional Review Board approval (IRB No. 
SJU-2015-002), seven healthy males (aged 25.5±1.7 years, 
average height of 173.9±6.4cm, average body mass of 
71.3±6.5kg) participated. The customized tilting 
perturbations simulator generated 8 tilting perturbations 
around 4 axes (Coronal, 45° Clockwise rotated coronal, 
Sagittal, 45° Clockwise rotated sagittal axes). At this time, 
the ankle joint motions were measured using a 3D motion 
capture system (VICON Motion System Ltd., UK). Peak 
value of the foot pressure and COP trajectory were 
measured by using a pressure sensor (Novel GmbH, 
Germany), and 4 main muscles’ activations related to the 
ankle joint motions were measured by using a wireless EMG 
system (DELSYS, USA). 

RESULTS AND DISCUSSION 
The overall ranges of motion (ROMs) were 8.1±3.5°/-
6.3±2.8° in dorsi/plantar flexion, 4.4±2.9°/-4.7±4.0° in 
inversion/eversion and 0.4±0.2°/-0.4±0.1° in 
abduction/adduction in response to 8 dynamic tiling 
perturbations (p<0.05). ROMs of the dorsi/plantar flexion 
and the inversion/eversion were the highest for the 
perturbation around the 45° clockwise rotated coronal axis. 
The overall peak value of the foot pressure was from 
76.3KPa to 113.8KPa for 8 dynamic tiling perturbations. 
The COP trajectories were generally located in the midfoot 
and small changed (Figure 1). The similar pattern has been 
observed in overall muscle activation for each perturbation 
(p>0,05). The activity of soleus (SOL) was, however, 
generally highest in the dynamic tilting perturbations, 
among the all muscles (Figure 2). 

CONCLUSIONS 
This study may be, valuable to utilize the ankle strategy to 
prevent imbalance due to dynamic tilting perturbations. 
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Figure 1: Peak foot pressure and COP trajectory caused by 
the tilting perturbations around (a) coronal, (b) 45° 
clockwise rotated sagittal, (c) sagittal and (d) 45° clockwise 
rotated coronal axes. 

Figure 2: Muscle activity responses to the tilting 
perturbations around (a) coronal, (b) 45° clockwise rotated 
sagittal, (c) sagittal and (d) 45° clockwise rotated coronal 
axes. 
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INTRODUCTION  
Ballet movement requires a great movement range and 
control of the hip joint. It has been shown that hip joint 
control bears an important role in balance strategy, and is 
associated with lower extremity injuries. Researchers 
showed hip muscles was highly associated with ankle-foot 
injuries, they found the muscle onset timing of gluteus 
medius muscle and gluteus maximus muscle delayed and the 
muscle activity duration decreased in patients with chronic 
ankle instability. Past studies mentioned that subjects with 
insufficient hip muscle strength had a higher risk of ankle 
sprain during landing. However, few studies have assessed 
the differences in hip musculoskeletal characteristics 
between the injured and non-injured legs in dancers with 
unilateral ankle-foot injury. So the aim of this study was to 
compare hip musculoskeletal characteristics between the 
affected side and non-affected side in young dancers with 
unilateral ankle-foot injury. We hypothesized that there 
were significant differences in hip musculoskeletal 
characteristics between the affected side and the non-
affected side in young dancers with unilateral ankle-foot 
injury. 

METHODS 
We recruited 8 young dancers with unilateral ankle-foot 
injury. All participants received the measurement of  muscle 
activation, lower extremities muscle length and lower 
extremities muscle strength. The muscle activity of the 
lower extremity major muscles were assessed using an 
electromyography (EMG) system (TrignoTM Wireless, 
DELSYS., USA) during ballet jumping movement which 
called “Grand Jeté”. The EMG data were collected during 
landing phase of Grand Jeté. The muscles assessed included: 
fibularis longus, soleus, tibialis anterior, quadriceps, 
hamstring, and gluteus muscles. An independent t-test was 
used to compare the differences between affected side and 
non-affected side. A statistical significance was set at P < 
0.05.  

RESULTS AND DISCUSSION 
Eight participants aged 17-22 years, 5 female and 3 male, 
with unilateral ankle-foot injury in dominant side were 
recruited for the study. The results showed that there were 
no significance in muscle strength and muscle length 
between affected side and non-affected side. Also, there was 
no significant difference in muscle activity (Table 1). 
However, the muscle activity of hamstring showed a trend 
to be higher in non-affected side than affected side (P=0.058) 
during landing phase of Grand Jeté.  

Muscle activation 
(% of MVC) 

Non-affected 
side  

Affected side  P 
value 

Gluteal maximus  17.573±6.033 13.910±4.829 0.201 

Gluteal medius  18.012±5.395 20.814±3.993 0.257 

Hamstring 20.821±4.886 16.071±4.313 0.058 

Quadriceps  18.449±6.496 15.471±5.741 0.348 

Tibialis anterior  19.268±2.686 21.254±9.819 0.614 

Peroneal longus 18.168±8.801 18.777±7.581 0.884 

Soleus  16.228±4.313 16.694±4.958 0.844 

Table 1: Muscle activity of lower extremity muscles during 
landing phase of  Grand Jeté. 

CONCLUSIONS 
There were no significant difference in muscle strength, 
muscle length and muscle activity between affected side and 
non-affected side. A trend toward higher muscle activation 
of hamstring in non-affected side was identified. However, 
this study was limited by the sample size; nonetheless, the 
results produced were interesting. In the future, we will 
recruit more ankle-foot injured dancers to participate this 
study. 
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INTRODUCTION  
Thorax and pelvis interact in chain movements through 
lumbosacral and sacroiliac joints. Pelvis forward tilting 
elicits trunk rotation and changes in thoracic shape. 
Previously, we showed that the pelvis forward tilting 
produced the unidirectional rotation of lower thoracic 
vertebra and predominantly hemi-activation of lumber 
erector spinae muscles [1]. This specific pattern of 
movements is dependent on the asymmetry of thoracic 
shape [2], and possesses the few variation in movements, In 
the present experiments we aim to investigate the typical 
pattern of thoracic shape change and trunk movement 
induced by the pelvis forward tilting in  healthy subjects, 
thereby providing the standard kinematic chain between 
pelvis and trunk movements applicable for instable trunk 
movements of patients. 

METHODS 
Subjects were healthy adult males 14 people (26.3 ± 2.9 yo). 
The posture was sitting square with raising hands. The task 
was the tilting lumber region forwards by 10° against the 
pelvis and monitored pelvis and trunk movements using a 3-
D motion analysis (VICON-MX, VICON Inc.). Trunk 
segment was extracted with 4 markers placed on the 
midpoint of the 3rd sternocostal joint (center of upper 
thorax), the xiphoid process (center of lower thorax) and 
respectively projected levels of spinous processes on the 
back. The trunk was divided into 4 parts, left and right 
halves of upper and lower thoraces. For each part, additional 
3 markers with even space were placed on the front of the 
upper thorax or on the back of the lower thorax at the same 
horizontal level of each center of thorax. The sum of three 
distances from the center of thorax to 3 markers was 
regarded as the anteroposterior diameter of the thorax. The 
pelvis segment was made with 4 markers on both sides of 
anterior and posterior superior iliac spines. Then, horizontal 
angles of the trunk segment against the pelvis segment at the 
initial position and the forwardly tilted (10°) position of the 
pelvis were measured. The task was repeated three times 
and average values were regarded as the representative 
value. Statistical analysis was performed using paired t-test. 

RESULTS AND DISCUSSION 
When anteroposterior diameters between left and right 
halves of thorax were compared at the normally sitting 
posture, the diameter was bigger in the left side than in the 
right at the upper thorax (p<0.05), and was bigger 
conversely in the right than in the left at the lower thorax 
(p<0.01) (Fig. 1.). 

When the pelvis was tilted forwards, the lateral difference 
in the anteroposterior diameter was kept nearly constant at 
the upper thorax, but was significantly reduced at the lower 
thorax (p<0.01). The pelvis forward tilting elicited a 

rightward rotation of the trunk segment  by ~0.4° (p<0.01). 

Figure 1: Bilateral anteroposterior diameters of upper and 
lower thoraces at the normal sitting posture. Ordinate: lateral 
length (%) of thorax; the sum of left and right half lengths of 
upper or lower thorax was regarded as 100% of area.  

These results suggest that the bilateral difference in the 
anteroposterior diameters of thorax at the normal sitting 
posture is dependent on the rotation direction of ribs: the 
right half of upper rib cage may relatively rotate forwards 
compared with the left half, and the right half of lower rib 
cage may rotate backwards. The asymmetry in the thorax 
may elicit the relatively unilateral activation in muscles, 
leading to the respective unidirectional rotation of upper and 
lower thoraces. For this movement, dominancy in the 
activation of left low back muscles associated with the trunk 
extension may produce the rightward rotation of the trunk. 
Since left low back muscles insert at left lower ribs, the 
activation of these muscles rotates lower ribs backwards, 
thus leading to the reduction in the asymmetry of the lower 
thorax. 

CONCLUSIONS 
The present experiments show the association between 
pelvis forward tilting and trunk-segmental rib cage motion, 
specifically focused on the asymmetry in the shape of upper 
and lower thoraces. The measured anteroposterior distance 
of thoracic segments revealed the opposing directions in the 
bilaterally asymmetric pattern between upper and lower 
thoraces. Pelvis forward tilting elicited the rightward 
rotation of the trunk and selectively reduced the asymmetry 
in the lower thorax, presumably due to the relatively 
predominant activation in the left low back muscles. These 
results may be regarded as a standard for understanding 
instable movements of trunk in patients, and for quantitative 
assessments of trunk instability at clinical settings. 

REFERENCES 
1. Mamizu T, et al: Different roles of left and right lumber

erector spinae muscles in the trunk rotation induced by 
the pelvis forward tilting. ACPT Congress 2016, p224. 

2. Hirayama T, et al: Analysis of thoracic shape during
forced breathing-Relationship of the thoracic shape and 
respiratory function. AARC Congress 2014, OF67.



P162 - EFFECT OF LATERAL WEDGED INSOLES ON THE MEDIAL KNEE COMPRESSIVE FORCE 
IN MEDIAL KNEE OSTEOARTHRITIS 

1 Marco Mannisi, 1Andrea Dell’Isola, 2Michael Skipper Andersen and 1James Woodburn 
1Glasgow Caledonian University, 2Aalborg University, 
Corresponding author email: marco.mannisi@gcu.ac.uk 

INTRODUCTION  
Medial compartment Knee Osteoarthritis (KOA) is 
commonly treated with Lateral Wedge Insoles (LWI). The 
aim of LWI is to unload the medial compartment during the 
gait. However, the effectiveness of LWI is still unclear. 
Targeting this treatment to patients with biomechanical 
phenotype characterised by varus malalignment and medial 
disease may improve treatment efficacy [1]. Moreover, 
subject-specific musculoskeletal modelling allows the 
Medial Compressive Force (MCF) to be accurately 
estimated [2]. The MCF may provide new insights on the 
mechanism of action of LWI to alter knee joint loads.  

Therefore, the purpose of this study was to investigate the 
mechanical effect of LWI on knee MCF in participants with 
medial KOA and varus malalignment. 

METHODS 
Five volunteers with clinical or X-Ray evidence of medial 
KOA and varus malalignment (age 64.2 ± 6.14 years, BMI 
31.8 ± 1.8 Kg·m-2) and four healthy subjects (age 56.5 ± 1.5 
years, BMI 25.3 ± 2 Kg·m-2) were recruited through 
National Health Service – Greater Glasgow and Clyde. 
Three-dimensional kinematic data were collected using a 14 
Qualysis Oqus camera system sampling at 120Hz. Ground 
reaction forces were measured with a Kistler platform. 
Participants’ feet were 3D surface scanned and custom LWI 
with 0°, 5° and 10° degrees of lateral wedge were designed 
in CAD and manufactured using 3D printing.  
Each participant performed four gait conditions at preferred 
speed: a) with standardised sports training shoes only (SO), 
b) with SO and 3D printed insoles at 0°, 5° and 10° of lateral
wedge. 
The most symptomatic leg was included in the analysis for 
KOA patients, the dominant leg (defined as the leg used to 
kick a football) was selected for the control group. 

A subject-specific musculoskeletal model (MS), adapted 
from Lund et al. [2], was developed in the AnyBody 
Modeling System (AMS, AnyBody Technology A/S). The 
model was used to estimate the MCF using an inverse 
dynamic analysis. The MCF for the four gait tasks was 
corrected for body weight and presented as %BW (Figure 
1).  The mechanical effect of the LWI, during the stance 
phase, was estimated by the relative difference of impulse 
and peaks values of MCF of the three LWI conditions with 
respect to the SO condition. Given the sample size and 
subject-specific nature of the study, formal statistics testing 
was not employed. 

RESULTS AND DISCUSSION 
As shown in Figure 1, the KOA group had a higher load 
during the single support phase in all the conditions 
compared to the controls. These findings suggest the 

inability of KOA subjects to unload the medial compartment 
during the midstance phase. 

Figure 1: Knee Medial Compressive Force (MCF) for 
control (red) and medial KOA with varus malalignment 
(blue). Shaded areas indicates ± 1 standard deviation. 

The KOA group showed an average limited reduction of the 
impulse of the MCF for the three LWI conditions compared 
to SO. The MCF impulse had a reduction by -2% (range 
+5%, -12%), -3% (range +4%, -11%) and -0.3% (range 
+5%, -6%) for the 0°, 5° and 10° conditions, respectively. 
The peaks value did not change significantly. 
For the control group, in comparison to SO condition, the 
MCF impulse had a variation by +2% (range +7%, -0.2%), 
+0.2% (range +5%, -3%) and -1% (range +3%, -1%) for the 
0°, 5° and 10° conditions, respectively.  

CONCLUSIONS 
In this present study employing patient-specific MS model, 
a highly variable LWI response was demonstrated in 
patients with biomechanical phenotype, characterized by 
varus malalignment and medial disease. The MCF was 
reduced and increased in participants across the range of 
LWIs investigated and no overall dose-response trend, 
according to the degree of lateral wedging, was observed. 
Further analysis based on an extended dataset and more 
precise participant classification based on MRI confirmation 
of medial knee compartment disease is warranted. 
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INTRODUCTION  
The steadiness of the submaximal contraction force which is 
an index of evaluation for a neuro-muscular function 
decreases with age [1, 2], but difference in steadiness among 
muscles with different innervation ratio have not been 
studied. In this study, the relationship between steadiness of 
submaximal contraction force and age was examined in both 
the grip force and the knee extension force. 

METHODS 
The subjects were 117 healthy volunteers 22-79 years of age 
(60 females and 57 males), and they provided a written 
informed consent to participate in this study after a detailed 
explanation including the purpose and procedures of the 
experiment.  
The subjects were seated in a chair and performed isometric 
contraction for two tasks of grip and knee extension. The 
contraction levels were 20% and 40% of maximum 
muscular contraction (MVC) in the two tasks. Force signals 
were detected by a stain gauge force transducer, and its 
signal was indicated in real-time on a screen of a digital 
indicator. Subjects controlled the force level displayed on 
the screen by visual feedback for about 6 seconds. The force 
signal was stored in a PC through an A/D converter with a 
sampling frequency of 2,000 Hz. 
The coefficient of variance (CV) was calculated from the 
force signal for about 5 seconds. The initial position of the 
analysis was set to be 80% of the target value. 
Comparisons of groups for age and contraction level were 
performed by two-way ANOVA. 

RESULTS AND DISCUSSION 
In both tasks of grip and knee extension, the maximum 
muscular contraction (MVC) significantly decreased with 
age. Coefficient of variance (CV) values of force in grip and 
knee extension are shown in Figure 1. In the grip task 
(Figure 1 (a)), CV values increased with age (p<0.01). 
Particularly, CV values of 60s and 70s were significantly 
higher than those of 20s, 30s, 40s and 50s. However, no 
significant difference of CV was recognized in contraction 
level. In the knee extension task (Figure 1 (b)), CV values 
did not change with age (p=0.51) although significant 
difference of those were recognized between contraction 
levels. It is known that the innervation ratio of finger and 
arm muscles is smaller than trunk and foot muscles. The 
steadiness of the submaximal contraction force might be 
closely related to innervation ratio. 

CONCLUSIONS 

In this study, we examined the relationship between 
steadiness of the submaximal contraction force and age in 
the grip and knee extension muscles. The coefficient of 
variance (CV) of the submaximal contraction force was 

significantly changed with age in the grip task that uses 
muscles of small innervation ratio. The steadiness of the 
submaximal contraction force might be closely related to 
innervation ratio. 
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INTRODUCTION  
Bharatanatyam is an ancient Indian classical dance form 
which originated in temples of South India. It is the most 
widely performed Indian dance form across India and globe, 
encompassing all traditional aspects of Indian classical 
dancei.e.mudras(hand gestures),abhinaya(facial expressions 
to depict emotions) and padams(narrative movements). 
Bharatanatyam movements are characterized by 
adavus(intricate footwork) performed in sausthav(ears and 
waist in one line, shoulder and head in one line, hips in and 
body leaning forward), flexed knee postures like 
ayatamandalam(semi-sitting) and swasthasthana(full sitting 
position with heels raised) with co-ordinated hand-eye 
movements to depict bhava(emotions). 
Kinematic demands placed by Bharatnatyam dance on spine 
and lower extremities due to sustained postures warrant 
investigation to understand whether reflections of dance 
training are observed in common weight-bearing activity of 
daily living such as gait. Therefore present study aimed to 
explore pelvis and lower extremity kinematics during gait 
with an objective of exploring cause for commonly reported 
low back and knee joint pain in Bharatnatyam dancers. 

METHODS  
Following ethical approval, signed, informed consent was 
sought from 28 healthy female volunteers aged 18-25 yr. 
Fourteen formally trained active Bharatanatyam dancers 
performing for an average of 14 years (10-18yr) were 
matched with 14 non-dancers on age, weight, height. None 
of the participants were engaged in training for any other 
physical activity. Females with neuro-musculoskeletal 
injury (<3 months) were excluded.  
Three trials of gait at natural walking speed were captured 
with 12-camera Vicon system (Oxford Metrics Group, UK) 
with sampling frequency of 100Hz. Full body plug-in-gait 
marker model was used with 39 markers at predetermined 
anatomical positions. Data were processed within Vicon 
Nexus 2.4. Mid-gait data were used to obtain spatio-
temporal variables of gait. Kinematics was studied with joint 
angles of pelvis, hip, knee and ankle in sagittal, coronal and 
transverse plane. Spatio-temporal variables and joint angles 
during gait were compared using Mann-Whitney U test, 
p≤0.05. Dancers were instructed to report joint pain using a 
body chart. 

RESULTS AND DISCUSSION 
Spatio-temporal variables of dancers and non-dancers were 
not different (p>0.05). Consistent dance training over 14 
years reflected in joint angles. Bharatnatyam dancers walked 
with 26% greater anterior pelvic tilt, approximately thrice 
greater pelvic obliquity, 15% greater hip flexion, 82% 
greater hip abduction and approximately twice the knee 
extension compared to non-dancers. Low back pain was 
reported by 64% dancers whereas knee pain was reported by 
21% dancers. Greater anterior tilt and medio-lateral 
obliquity of pelvis is likely to cause excessive compressive 

stress at lumbo-sacral spine resulting in spine pain. Similarly 
excessive knee hyperextension observed in dancers may 
increase tibio-femoral joint stress and cause knee pain. It is 
interesting to note that increased pelvic tilt, pelvic obliquity, 
hip abduction and knee extension during gait are also 
reported among ballet dancers (1). 

Table 1: Lower extremity joint angles during gait and 
typical Bharatnatyam postures 

CONCLUSION 
Present study is a first report on gait characteristics of Indian 
classical Bharatnatyam dancers. Kinematic demands placed 
by typical dance postures due to sustained excessive motion 
at pelvis, hip and knee were reflected in gait kinematics of 
dancers. Higher kinematic demands placed by typical 
Bharatnatyam postures at pelvis and knee explain low back 
pain and knee pain reported by dancers.  
Although such a gait pattern was a result of kinematic 
demands placed by Bharatnatyam dance, implementation of 
a specific exercise program targeted towards neutralizing 
excessive deviations at pelvis and knee may reduce 
likelihood of low back and knee pain reported by dancers.  
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Joint angles Dancers 
(n=14) 

Mean(SD) 

Non-dancers 
(n=14) 

Mean(SD) 

p  value 

Anterior pelvic tilt 11.15(1.28) 8.82(1.92) 0.00* 

Pelvic obliquity 6.46(3.87) 2.58(1.67) 0.00* 

Pelvic rotation 13.64(4.06) 10.83(1.75) 0.10 

Hip flexion 26.05(4.02) 22.26(3.58) 0.01* 

Hip extension -17.87(5.09) -20.4(4.75) 0.16 

Hip abduction -8.85(2.78) -4.84(2.55) 0.00* 

Hip adduction 7.94(1.82) 9.30(6.35) 0.28 
Hip external rotation -14.61(6.92) -21.62(12.94) 0.35 

Knee flexion(stance) 25.88(7.43) 27.27(5.42) 0.15 

Knee flexion(swing) 56.9698.01) 53.82(6.56) 0.54 

Knee extension 
(stance) 

-5.61(3.54) -2.70(1.51) 0.03*

Knee extension 
(swing) 

-3.60(2.70) -2.50(2.27) 0.21

Ankle plantarflexion 
(stance) 

13.95(4.02) 14.89(2.48) 0.32 

Ankle dorsiflexion 
(stance) 

-10.32(3.88) -9.79(3.81) 0.70 
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INTRODUCTION  
Motor unit (MU) firing properties, as firing rate and 
recruitment threshold, have been widely investigated to 
clarify motor control strategies. The effect of interventions, 
such as stretching [1] and resistance training [2], on these 
MU properties are some examples of researches in this field. 
Furthermore, the MU firing characteristics may assist to 
better understand the muscle functional roles during 
voluntary contractions. 

The vastus medialis (VM) and vastus lateralis (VL) muscles 
perform important functions in knee joint. Specifically, 
evidences suggest that VM distal region would be related to 
patella alignment whereas VM proximal region and VL to 
knee extension. Several researches using distinct 
methodologies attempted to figure out the VM and VL 
functional relation [3-4]. However, investigations of MUs 
firing properties of these muscles during a knee extension 
task is currently unavailable to our understanding. 
Therefore, here we investigate the mean firing rate of VM 
proximal and distal regions, and VL motor units during 
torque-varying, knee extension task. 

METHODS 
Ten healthy, male subjects (range: 24-32 years; 168-182 cm; 
70-85 kg) were seated comfortably on a dynamometer chair, 
with the knee held flexed at 80 deg. Then, with a visual 
feedback assistance, they were asked to successfully 
modulate their knee extension force from 0% to 20% of 
their maximal voluntary contraction (MVC) in 5 s, hold at 
20% MVC for 10 s and then back to 0% MVC in 5 s. Three 
arrays of eight electrodes were used to acquire 
electromyograms (EMGs), each aligned parallel to VM 
proximal, VM distal and VL fibers.  

EMGs were decomposed into motor unit action potentials 
trains [5]. The smoothed firing rate of each motor unit were 
obtained and from these signals, the mean firing rate were 
calculated considering the central 5s of constant force phase. 
Kruskal-wallis and Dunn-Sidak post-hoc tests were 
performed to compare MU mean firing rate of the three 
muscle regions. 

RESULTS AND DISCUSSION 
A total of 56 motor units were analysed for the ten 
participants: 21 of VM distal region, 17 of VM proximal 
region an 18 of VL muscle.  

Dunn-Sidak post-hoc analysis revealed a significant 
difference in mean firing rate values between VL and VM 
regions. As shown in Figure 1, the VL motor units reached 
lower mean firing rates (interquartile interval: 8.36-12.26 
pps) than VM distal motor units (10.28-20.36 pps) and VM 
proximal motor units (10.32-21.21 pps; Kruskal-wallis test; 
P = 0.0133).  

Figure 1: The distribution of mean firing rate values 
computed for vastus medialis (VM) distal, VM proximal and 
vastus lateralis motor units. Asterisk denotes statistical 
significance (P < 0.05). 

Considering that vastus lateralis muscle has higher capacity 
in force production due to it greater physiological cross-
sectional area in relation to the other quadriceps muscles [6], 
our finding suggests that nervous system benefits from this 
VL muscle architecture characteristic to fine tuning of vasti 
muscles activity. Thus, in low level contractions, VL MUs 
achieve lower firing rates in comparison to MUs of distinct 
VM regions, that need higher firing rates to counterbalance 
VL forces and consequently perform their functions. 
Moreover, the muscle architecture seems to be a key role in 
the capability of the nervous system controls distinct 
muscles and different regions within a muscle.  

CONCLUSIONS 
Our results suggest that, in low level knee extension 
contractions, the mean firing rate of VL motor units are 
lower in relation to VM distal and proximal motor units. 
This finding contribute to the advance of understanding in 
how the nervous system regulates the MUs of vasti muscles.  
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INTRODUCTION 
A prevailing theory of movement control is that mechanisms 
exist to reduce the dimensionality of the control problem, 
allowing for less demanding control from the CNS. Muscle 
synergies are fixed patterns of muscle activation with a 
lower dimensionality than the number of effectors. If 
individual synergies are linearly combined they can recreate 
complex motor behavior. This theory has shown to be 
consistent in natural movements in animal and human 
models [1]. 

Fatigue is generally defined as a use-induced decrease in 
muscle force that will ultimately lead to task failure. Fatigue 
affects muscle activation and movement performance by 
changing the relationship between activation and force 
production in muscles. In response to muscle fatigue, the 
neuromuscular system adapts by changing performance 
parameters such as activation levels, motor units’ discharge 
frequency or recruitment [2]. The effect of these changes on 
the weights and coefficients of muscle synergies has not 
previously been examined. Study of these effects will 
contribute to the body of evidence of synergies as the 
building blocks of human movement. Our aim is to 
determine if synergies are consistent through time during a 
fatiguing isometric task of the upper limb. 

METHODS 
Ten healthy subjects participated. The experiment was 
divided in two segments, during which the participants 
remained seated with the same posture. The experimental 
task consisted of an upper limb isometric contraction 
exerted at 40% of the shoulder’s external rotation maximal 
force (MVF). To perform the isometric trials the participants 
held the handle of a robotic arm instrumented with a 6-axis 
force-torque transducer. A custom virtual reality feedback 
(VRF) consisting of a user-movable sphere and a fixed 
target sphere was used to show the real-time 3-D force 
vector applied to the transducer. The displacement of the 
movable sphere was proportional to the force exerted at the 
handle, and the target position had a vector length of 40% 
MVF. 

In the first segment, the participant executed 26 isometric 
trials in directions evenly distributed within a sphere from 
the starting position. The goal was to match the VRF targets 
and maintain the force level for four seconds. During the 
trials, force and surface EMG signals were recorded 
continuously from 14 muscles of the shoulder, arm, and 
forearm. EMG signals were band pass filtered (5 - 400 Hz), 
demeaned, full-wave rectified, normalized, converted to unit 
variance, and low-pass filtered (5 Hz) to obtain an envelope. 
From this segment, muscle synergy weights and their 
preferred direction tuning were determined. In the second 
segment, the participants performed isometric contractions 
at 40% MVF until fatigue, determined by perceived 
exertion, in the preferred direction of each synergy extracted 
during the first segment.  

Synergies were calculated using non-negative matrix 
factorization [4]. The synergy extraction algorithm 
identified only synergies that accounted for 90% of global, 
and 80% of local variance. EMG data were extracted from 
five epochs throughout each fatigue trial, at 0-5%, 20-25%, 
45-50%, 70-75%, and 95-100% of the total duration. Data in 
these epochs were resampled to obtain 100 data points, to 
extract a single synergy from each fatigue trial epoch. 

A repeated measures ANOVA was performed to compare 
the scalar product between the five time epochs of the 
matched synergies’ weights from the fatigue trials.  

RESULTS AND DISCUSSION 
Four synergies were sufficient to represent the data from the 
majority of the participants (3.9±0.4). This is in agreement 
with previous research that reported four synergies as 
representative for upper limb motor behaviors in a variety of 
experimental paradigms. 

No significant changes were found between the synergy 
weights extracted from the epochs of the fatigue trials. 
Subtle changes of synergy weights and variation on the 
synergy coefficients, were the main mechanism of 
adaptation of the neuromuscular system to fatigue (Figure 
1). These synergy changes might correspond to previously 
described mechanisms such as muscle alternations [4]. 

Figure 1: Individual synergy weights from a random 
participant during the performance of an isometric 
contraction until fatigue. A) 0-5% and B) 95-100%, of the 
time series.

CONCLUSIONS 
These findings suggest muscle synergy weights are 
maintained through isometric contractions until fatigue. Our 
research supports the notion of synergies as stable building 
blocks of human movement.  

REFERENCES 
1. D’Avella, et al. Nat. Neurosci. 26(30):7791–810, 2013.
2. Enoka, et al. J. Physiol. 586(1):11-23, 2008
3. Tresch,et al. Curr. Opin. Neurob. 19:601-607, 2009
4. Kouzaki, et al. J. Appl. Physiol. 93:675-684, 2002



P167 - ASSESSMENT OF MEDIAL COLLATERAL LIGAMENT BUNDLES ON ELBOW STABILITY 

1Stefano Pastorelli, 1Daniele Borzelli, 1Laura Gastaldi, 1Cristina Bignardi, 2Arman Sard 
1Politecnico di Torino, Italy 

2CTO Hospital, AOU Città della Salute e della Scienza di Torino, Italy 
Corresponding author email: stefano.pastorelli@polito.it 

INTRODUCTION  
In the elbow joint, the most important ligamentous structure 
in terms of avoiding dislocation caused by valgus forces, is 
the Ulnar Medial Collateral Ligament (UMCL) [1]. UMCL 
complex is divided into bundles  with different anatomical 
and functional features. Anterior Medial Collateral Ligament 
(AMCL) bundle is a primary constraint for valgus stress, 
internal rotation and it prevents the joint opening at all angles 
of flexion [2]. On the contrary Posterior Medial Collateral 
Ligament (PMCL) bundle role in preventing posteromedial 
dislocation and joint subluxation in case of compressive load 
is still debated. 
In this study we present an elbow stability analysis using a 
video stereo-photogrammetric system, on a cadaveric arm in 
order to evaluate UMCL bundles functionality.  

METHODS 
All the muscles of a cadaveric elbow were resected and the 
UMCL was exposed. Three clusters of reflective markers 
were used: one fixed, one on the humerus and one on the ulna. 
Markers positions were acquired with two cameras (100 fps) 
during supination valgus stress (SVstress) and pronation varus 
stress (PVstress) maneuvers. Maneuvers were exerted for 3 
different UMCL bundles statuses in sequence: 1) intact 
ligament (baseline dislocation); 2) AMCL dissection; 3) 
AMCL & PMCL dissection. Optimal Common Shape 
Technique [3] was then applied to minimize artifacts and 
markers tracking errors. The poses of the clusters were 
processed to define the trajectory of the forearm with respect 
to the arm.  
Considering the maneuvers exerted on the intact elbow, the 
regression plane (RPI) of the origin of the ulna (OU) reference 
frame trajectory with respect to the humerus reference frame 
was calculated. The axis of the elbow flexion has been 
assumed perpendicular to RPI. Regression

planes perpendicular to the elbow flexion axis had been 
calculated considering maneuvers after AMCL or AMCL & 
PMCL dissections. Regression planes are RPA and RPAP 
respectively. The deflection d of the elbow was measured as 
the distance of OU from RP. Mean value and standard 
deviation of d were calculated for all UMCL bundles statuses. 
Comparisons of these values are used to characterize elbow 
stability. 

RESULTS AND DISCUSSION 
Figure 1 shows the trajectories of OU with respect to the 
humerus reference frame, with intact elbow, AMCL and 
AMCL & PMCL dissections. x-axis is the elbow flexion axis, 
while plane yz is the RPI. With the dissectioned elbow SVstress 
and PVstress maneuvers were compared. 
An increasing envelop of the OU trajectory can be noticed, 
considering the different statuses. Furthermore the distance of 
RPAP with respect to RPI is greater than the distance of RPA 
with respect to RPI. An increasing of the mean values and 
standard deviations of the deflection d can be observed. In 
particular with AMCL dissection d=1.7±2.1 mm and 
d=0.1±1.7 mm for SVstress and PVstress respectively. With 
AMCL & PMCL dissection d=7.6±11.6 mm and d=4.5±7.7 
mm for SVstress and PVstress respectively.   

CONCLUSIONS 
These findings, although limited to one case, highlight the 
role of PMCL into the elbow biomechanics. Results suggest 
that a dissection of PMCL causes varus and rotation 
instability of the elbow.  
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INTRODUCTION  
Plyometric training (PT), which features stretch-shortening 
cycle (SSC) typified by eccentric training, is primarily 
prescribed to improve performance. Many researchers 
explained that PT not only improves performance but also 
increases muscle strength and the cross-sectional area of the 
muscle [1] and increases the tendon stiffness and elastic 
energy storage [2]. SSC possesses characteristics that utilize 
elastic energy and stretch reflection due to the stretching of 
both muscle and tendon. Therefore, PT can possibly affect 
the lengthening of the fascicle length (FL). Fouré et al. 
reported that no significant difference could be found in the 
FL of the triceps-surae muscle before and after PT. 
However, their programs consisted of whole-body training, 
which could easily compensate for weak muscles, and it was 
unclear whether there was an effect on the triceps-surae 
muscle. We learned that the eccentric calf raise (ECR) 
exercise possesses the characteristic of PT [3]. The purpose 
of the present study is to clarify the effects of ECR exercise 
on the FL of the gastrocnemius medialis (GM) muscle. 

METHODS 
Twenty-one healthy normal volunteers with no injuries in 
the lower limb and who provided their informed consent 
participated in this study. Their 42 legs were categorized 
into 22 legs of 11 volunteers in the ECR group (eight males 
and three females; mean age = 21.2 ± 3.9 years) and 20 legs 
of 10 volunteers in the normal calf raise (NCR) exercise 
group (six males and four females; mean age = 19.6 ± 0.7 
years). To equalize the total works in each training, the ECR 
group was set to perform 15 repetitions daily in two sets, 
seven days/week, and the NCR group was set to perform 20 
repetitions daily in two sets, seven days/week for 12 weeks 
based on our pilot study. The calf-raise rhythm was 60 beats 
per minute. Ultrasound images of the GM muscle were 
recorded at a height that was 25% of the proximal length of 
the lower leg at 0° position of the ankle in the prone position 
using the B-mode 12-MHz linear transducer ultrasonograph 
(My Lab. 25, Esaote Corporation). The pennation angle and 
muscle thickness of the GM muscle were determined using 
Image-J (NIH, Washington, DC, USA) [3], and extended 
lines that delineate the deep aponeurosis and visible fascicle 
on each images were used to determine the FL [4]. The 
maximum dorsiflexion angle of the ankle was determined 
with the knee in fully extended position on supine posture 
using a goniometer. All measurements were performed three 
times, namely, before training and training after 3, 6, 9, and 
12 weeks. The mean values were calculated. In each group, 
all measurements were examined at each time point using 
the multiple comparison test (p<0.05) 

RESULTS AND DISCUSSION 
In the ECR group, the FL significantly increased after six 
weeks compared with those of the baseline and after three 

weeks: baseline: 68.3±8.1 mm, 3 weeks: 70.5±9.2 mm, 
six weeks: 73.2±8.8 mm, nine weeks: 74.5±8.3 mm, and 
12 weeks: 74.2±8.0 mm (Figure 1).  

Figure 1: Changes of fascicle length in the ECR and NCR 
group.  

The dorsiflexion angle and muscle thickness after three 
weeks significantly increased compared with that of the 
baseline. In the NCR group, the FL, pennation angle, 
dorsiflexion angle, and thickness of the GM muscle showed 
no significant difference among all data. Evidently, static 
stretching can improve the excursion of the muscle-tendon 
complex [5]. However, no evidence appeared to show that 
the FL can be increased by static stretching. In the present 
study, the dorsiflexion angle was increased by the 
improvement in the muscle sliding property until three 
weeks. Thereafter, we considered that lengthening of the FL 
occurred by further continuing the muscle contraction 
through stretching stimulation. Our results revealed that the 
FL of the GM muscle in the ECR group succeeded to 
lengthen after six weeks, and the extensibility of the GM 
muscle was improved. 

CONCLUSIONS 
We have shown that the FL of the GM muscle lengthened 
by continuous ECR for six weeks. This result provided 
evidence that PT can lengthen the FL. 
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INTRODUCTION  
High levels of sedentary time (sitting or lying during waking 
hours with low energy expenditure) has now been 
detrimentally linked to several health outcomes. 
Differentiating sitting from lying may help to further 
understand the mechanisms associated with the health 
impacts. Sensors worn on the thigh can identify when the 
thigh is horizontal, which is used to define ‘sedentary’ 
behavior, or vertical, which defines an ‘upright’ position. 
However, as the thigh is horizontal in both sitting and lying, 
differentiation between those two positions is not 
straightforward. Laboratory validation has shown that with a 
second sensor on the trunk [1], lying can be accurately 
distinguished from sitting by the horizontal (versus vertical) 
trunk position. An important drawback to this method is the 
inconvenience of wearing a second sensor on the trunk. As 
an alternative, Lyden et al. [2] developed a method using a 
single thigh-worn sensor that differentiates sitting from 
lying based on the degree of thigh rotation (expected to be 
greater in lying than sitting). The method showed good 
accuracy against diary-reported criterion that treated 
sedentary behavior during sleep time as lying down and 
during waking time as sitting.   

The aim of this study was to test the agreement in 
sitting/lying classification between the single- and two-
sensor methods in free-living conditions. 

METHODS 
The study involved fifteen participants (mean(SD) 
age=32(7) years; 8 females) who were randomly selected 
from a larger ambulatory monitoring study. Physical activity 
was measured using activPAL3 sensors that were worn on 
the thigh and the trunk. The first full day of data when the 
monitors were worn, from midday to midday the next day, 
was selected for analysis. Only participants who had 
complete data, i.e. who did not report removal of sensors 
during the first full day of measuring, were selected. Both 
waking hours and sleep were included. 

The two-sensor method used the posture (sitting/upright) 
that occupied most of each time-matched 15-second epoch 
to make classifications. Sitting/lying time as identified by 
the thigh monitor was classed as lying when the trunk 
monitor also registered sitting, or as sitting when the trunk 
monitor registered upright posture. The single-sensor 
method estimated the angle of rotation of the y-axis of the 
thigh sensor from the raw acceleration signals. Each 
sitting/lying event that included a rotation of the thigh of 
more than 65 degrees was classified as lying and all other 
events were classed as sitting. 

The total duration of time spent lying and sitting (in hours) 
was calculated for both methods. Agreement between the 
two methods was determined using Bland-Altman methods. 

RESULTS AND DISCUSSION 
Overall, the two-sensor method identified a larger amount of 
time spent lying than the single-sensor method. The mean 
differences (95% limits of agreement) were 0.5 (-4.2, 3.2) 
hours for lying time and 0.6 (-3.0, 4.3) hours for sitting time. 
The difference in lying time was within 0.6 hours for most 
participants with two outlying cases, which can be seen in 
Figure 1.  
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Figure 1: Bland-Altman plot showing agreement in time 
spent lying. The black horizontal line is the mean difference 
and the two red dotted lines show the upper and lower 95% 
limits of agreement. 

One explanation of this underestimation by the single-sensor 
method relative to the two-sensor method could be that lying 
periods without movement, such as lying on a couch, are not 
classified as lying, because there was no rotation of the 
thigh. This is consistent with the initial development 
targeting sleep time as lying down. Although the two-sensor 
method had good accuracy in its laboratory validation [1] it 
may have had errors in free-living conditions that 
contributed to disagreement. 

CONCLUSIONS 
This study shows that the single and two-sensor methods 
have some differences in their estimation of the extent in 
their daily sitting and lying time identification. Wearing a 
single sensor on the thigh is sufficient to broadly 
differentiate active and sedentary behavior, however, 
improvements may be required to distinguish sitting from 
lying. 
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INTRODUCTION  
Humans can stably hold and skillfully manipulate an object 
by coordinated control of hand musculoskeletal system. 
However, computing the muscle activation patterns that 
realize stable precision grip of an object is not straight 
forward because of the complexity and the inherent 
redundancy in the musculoskeletal system. How the nervous 
system spontaneously controls such dexterous movements 
still remains unclear. 

In present study we proposed a recurrent neural network 
model which can spontaneously generate muscle activations 
with no prior planning of trajectories and force/moment 
equilibrium. The proposed neural network model was 
integrated with a 3D three-finger hand musculoskeletal 
model to simulate precision grip movement of an object. 

METHODS 
We constructed 3D musculoskeletal model of the human 
hand with a thumb, an index finger and a middle finger. 
Each finger consists of three rigid links with proximal, 
middle, and distal joints having 2 (flexion-extension and 
adduction-abduction), 1 (flexion-extension), and 1 (flexion-
extension) DOF, respectively. The dimensions and inertial 
parameters were determined by reference to literature [1]. A 
total of eight muscles were attached to each of the finger 
model. Muscle parameters such as maximum forces were 
determined by reference to literature [2]. In this study, 
moment arms were assumed to be constant regardless of the 
joint angles. 

The nervous system was modeled as a recurrent neural 
network (RNN) model [3] consisting of reciprocally 
connected neuronal elements that can prescribe kinematic 
and kinetic conditions must be satisfied in precision grip 
tasks in the form of energy functions. The RNN 
autonomously behaves such as to decrease the energy 
functions. Therefore, given the target fingertip positions, the 
estimated mass and the location of the center of mass of the 
target object, the nervous system model can spontaneously 
generate muscle activation signals that realize stable 
precision grips. In the proposed nervous model, there are 
three RNN models: 1) a RNN model to estimate joint angles 
to bring the fingertips to the target positions, 2) a RNN 
model to estimate fingertip force vectors that can satisfy 
force and moment equilibrium of the grasped object, and 3) 
a RNN to estimate muscle activation signals that can realize 
generation of a given joint torque patterns. In addition, 
information about local slip between fingertips and object 
surfaces was utilized to adjust forces to be generated at the 
fingertips.   

We constructed the hand neuro-musculoskeletal model 
using the rigid body physics library, Open Dynamics Engine 
with C++. As an example of precision grip task, here we 
simulated hand movements to pinch a 3-cm cube (0.1 kg) 
and lift it to a height of 1 cm. Parameters in the nervous 
system were determined arbitrary so that the model can 
accomplish precision grip tasks. 

RESULTS AND DISCUSSION 
Fig. 1 shows the generated precision grip movements of the 
three-finger hand model. The proposed neural network 
model could stably pinch and successfully hold up the object 
while avoiding the motor redundancy problem due to the 
dynamic relaxation of the energy functions embedded in the 
nervous system. 

1 2 3

4 5 6

Figure 1: Stick diagram of generated precision grip 

The simulated fingertip force profiles were qualitatively 
similar to the data obtained in human physiological 
experiments [4]. The proposed neuro-computational 
framework may actually be implemented in and utilized by 
the central nervous system for precision grip tasks in 
humans. 

CONCLUSIONS 
Our results demonstrated the proposed neural network could 
stably grasp an object without pre-planning trajectories.The 
proposed neuro-musculoskeletal model may possibly 
explain fundamental control strategy of precision grip in 
humans. 
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INTRODUCTION  
Aging is responsible for several changes in the body, and 
the musculoskeletal system is one of the most affected 
tissue. The photobiomodulation associated with strength 
training has been effective in reducing muscle fatigue [1]. 
However, there is no evidence that this therapeutic 
resource increases muscle activation after strength 
training. The objective of this study was to analyze 
whether the photobiomodulation associated with 
quadriceps femoris strength training increases the 
activation of this muscle. The hypothesis is that the 
subjects who receive active photobiomodulation associated 
with training have a increase in the activation of the 
quadriceps femoris after training compared to subjects 
who received sham photobiomodulation. 

METHODS 
This is a prospective, crossover, randomized, double-
blinded study approved by the University Ethical 
Committee (n°1.681.982). Sixteen females [mean 
(standard deviation) 65,6 (3,7) years; body mass 66,9 (8,2) 
kg; and height 1,51(2,4) m] were randomized in Active 
Laser Group (ALG; n=08): strength training associated 
with active photobiomodulation; and Sham Laser Group 
(SLG; n=08): strength training associated with placebo 
photobiomodulation. The study had 4 Stages (S-1 to S-4). 
S-1: initial evaluation of 1-Maximum Repetition (1-RM); 
S-2: surface electromyography signal sampling (SEMG) 
from the vastus medialis (VM), rectus femoris (RF), and 
vastus lateralis (VL) for 10 seconds of maximum 
voluntary isometric contraction (MVIC); S-3: Quadriceps 
femoris strength training (8 weeks, 2 weekly sessions, 5% 
of load increasing every two weeks, start at 65% of initial 
1-MR). The 1-MR was reevaluated every 2 weeks and at 
the end of training [2]. After each session of training, 
photobiomodulation was applied over the quadriceps 
femoris of the dominant lower extremity, according to 
randomization, using a cluster with 7 diodes of 850nm 
wavelength (GaAlAs), 100mW output power, 4J per 
diode, totaling 28J in 40 seconds. Due to cluster´s size, 4 
applications were necessary to cover the muscle, totalizing 
112J in 120 seconds. S-4: The S-2 was repeat 24 hours 
after the last training session. Before placing the 
electrodes, skin was shaved and cleaned with alcohol. 
Myoelectric signals from the VL, RF, and VM were 
sampled with disposable bipolar electrodes (Ag/AgCl, 20 
mm inter-electrode distance) made of polyethylene foam 
and medicine hypoallergenic adhesive gel, connected to a 
sensor. Electrodes were placed according to SENIAM 
recommendations [3]. Sensors have input impedance of 10 
GΩ, Common Mode Rejection Ratio of 130 dB and gain 
of 20 times. A circular disposable reference electrode was 
fixed in the tibial plateau of dominant lower extremity for 
reducing the acquisition noise. SEMG signals were 
sampled simultaneously by a 16-bit A/D converter board 

with 2 kHz frequency (Miotec®, Rio Grande do Sul, 
Brazil). The raw 10-seconds of MVIC SEMG signal 
(RMS) was digitally filtered at frequency bandwidth of 20-
500Hz, and posteriorly normalized by the RMS obtained 
from the initial 3-seconds of MVIC of the same SEMG 
signal. This data analysis was done before and after the 
strength training. Hence, the normalized SEMG signals 
and 1-MR were compared between groups before and after 
training. T-Student test for independent samples to analyze 
demographic variables and repeated measure (ANOVA) to 
analyze SEMG and 1-MR variables were used as statistical 
analysis, with level of significance set at p<0.05. 

RESULTS AND DISCUSSION 
There were no significant differences between groups for 
age (p=0.31), body mass (p=0.15) and height (p=0.87). 
There were no significant differences between groups and 
interaction groups vs training. Thus, significant results 
were only due to training. Values of 1-MR were greater 
after training for ALG [mean (standard deviation); 15,85 
(8,29); p<0.01], and SLG [mean (standard deviation); 
15,85 (8,29); p<0.01]. The normalized SEMG were lower 
after training for VL in ALGroup [mean (standard 
deviation); 15,85 (8,29); p=0.28] and SLG [mean 
(standard deviation); 15,85 (8,29); p=0.28], for RF in ALG 
[mean (standard deviation); 15,85 (8,29); p=0.28] and 
SLG [mean (standard deviation), and for VM in ALG 
[mean (standard deviation); 15,85 (8,29); p=0.28] and 
SLG [mean (standard deviation)]. Literature has been 
shown that photobiomodulation has positive effect on 
muscle performance based on several types of analysis[1]. 
So, preliminary results of our study could be justified to 
the small sample size, and also by the fact that 
phototherapy parameters of this research could not be the 
best choice to improve muscle performance in elderly 
women.  

CONCLUSIONS 
To use of photobiomulation after each session of 
quadriceps femoris strength training was not effective in 
increasing the activation of evaluated muscles after the 
strength training. Although limited, this preliminary 
finding suggests that a study with larger sample size 
should be done to assess the benefits of this resource. 
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INTRODUCTION  
Arm elevation is routinely used for clinical evaluation 
purposes and upper-extremity rehabilitation exercise 
programs for glenohumeral dysfunction [3, 5]. For specific 
shoulder dysfunctions such as rotator cuff syndrome, there is 
no consensus on the ideal protocol in terms of tests, 
measurements, and therapeutic exercises [2]. Existing 
protocols often incorporate the placement of the body in 
various positions to assess function and alter the intensity of 
rehabilitation [8]. Furthermore, glenohumeral muscle 
activation patterns were shown to vary with body position 
and glenohumeral orientation [1, 7]. Therefore, a detailed 
examination of the glenohumeral joint motion during 
different active arm elevation tasks in the frontal and sagittal 
planes, performed at various common clinical evaluation 
positions, may help clinicians standardize assessment and 
design optimized rehabilitation protocols.  

METHODS 
Eighteen (18) male participants without injuries or ROM 
issues participated in the study. Participants completed 5 
trials of arm elevation (dominant side only) in the sagittal 
and frontal plane to ~110 degrees, in 4 different body 
positions: seated, sidelying, prone and supine. During arm 
elevation in all positions/tasks the palm of the hand was 
faced medially. A motion analysis system with 10-cameras 
(Motion Analysis Corp.) running at 120 Hz was used to 
capture 3D data of reflective markers attached to the upper-
limb and torso. Euler angles were used to compute scapula 
relative to the thorax, humerus relative to the scapula, and 
humerus relative to the thorax 3D rotations, per ISB 
recommendations [9]. The glenohumeral joint location was 
calculated using a regression method [6]. The glenohumeral, 
humerothoracic, and scapulothoracic motion was assessed at 
15° increments between 15° and 90° elevation angle. 
Statistical analysis of glenohumeral plane of elevation, 
elevation angle, and axial rotation was performed using 3-
way RM-ANOVA (task-by-position-by-elevation angle). 
Greenhouse-Geisser degree of freedom adjustment was used 
when the sphericity assumption was violated.    

RESULTS AND DISCUSSION 
The plane of elevation with respect to the thorax was -12.3° 
(±2.6) for the frontal plane and 60.2° (±4.3) for the sagittal 
plane and was not different across body positions. The 
average (pooled across body positions and elevation angles) 
glenohumeral plane of elevation was -37.2° (±9.8) and 30.9° 
(±3.5) for the frontal and sagittal planes, respectively.  There 
were no significant differences in the arm elevation ROM 
between body positions or between tasks. The average arm 
elevation was 100.1° (±4.2) from the initial resting position 
relative to the thorax (humerothoracic), 68.1° (±4.1) was 
contributed from glenohumeral and 33.4° (±7.2) from 

scapulothoracic motion, when pooled across body positions 
and tasks. Across all humerothoracic elevation angles, there 
was a significantly lower glenohumeral elevation in the 
frontal plane compared to sagittal in seated and supine 
positions (mean difference: 2.3° and 2.8°, respectively; p < 
0.03). However, there was significantly greater 
glenohumeral elevation in the frontal plane in sidelying and 
prone positions (mean difference: 12.6° and 8.9°, 
respectively; p < 0.001). 

There was a significant (p < 0.001) 3-way interaction effect 
for glenohumeral axial rotation (Table 1). The glenohumeral 
joint remained significantly (p < 0.001) more externally 
rotated during elevation in the sagittal plane compared to 
frontal plane, opposite to current literature findings [4], most 
likely due to discrepancies in task performance. The axial 
rotation ROM in the external rotation direction was 
significantly greater during arm elevation in the frontal 
plane and it was different across body positions (27.2°, 
45.8°, 71.9°, and 89.1°, respectively for seated, sidelying, 
prone, and supine; p < 0.001).  

CONCLUSIONS 
The overall glenohumeral motion as reflected by 3D 
kinematics varies with the plane of elevation and body 
position. The findings of this study add to the understanding 
of the normative motion of the shoulder during arm 
elevation and can be used to aid in the assessment of 
patients with glenohumeral dysfunction and the planning of 
rehabilitation interventions. 
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INTRODUCTION  
Humeral elevation as related to the thorax is a complex 
motion that requires scapular stability and mobility for 
normal shoulder function [1, 4]. Scapular motion facilitates 
glenoid fossa orientation to allow for proper glenohumeral 
joint function without impingement [4]. Alterations in 
scapular kinematics have been shown to be related to 
shoulder dysfunction [3]. There is no consensus in the 
description of the normal scapular kinematics in 
asymptomatic individuals [5, 6]. Findings on scapular 
motion in asymptomatic individuals have shown that 
dominance may have an effect on the upward/downward 
rotation and anterior/posterior tilt during humeral elevation 
[2]. Hence, the primary aim of this study is to compare the 
dynamic 3D kinematics of the scapula between various 
common clinical evaluation positions for the dominant arm 
of healthy controls while performing the task of arm 
elevation in the frontal and sagittal planes.  

METHODS 
Eighteen (18) healthy male participants with normal 
shoulder clinical exams and without any musculoskeletal 
problems volunteered for the study. Participants completed 
5 trials of each task, arm elevation (dominant side only) in 
the sagittal and frontal planes to ~110 degrees, in 4 different 
body positions: seated, sidelying, prone and supine. A 
motion analysis system with 10-cameras (Motion Analysis 
Corp.) running at 120 Hz was used to capture 3D data of 
reflective markers attached to the upper-limb, and torso. 
Reference frames were defined for the thorax, scapula and 
humerus. Euler angles were used to compute 3D rotations of 
the scapula relative to the thorax, humerus relative to the 
scapula, and humerus relative to the thorax per ISB 
recommendations [7]. The scapulothoracic motion was 
assessed at 15° increments between 15° and 90° of 
humerothoracic elevation angle. Statistical analysis of the 
scapulothoracic motion in 3D was performed using 2-way 
RM-ANOVA (position-by-elevation angle), separate for 
each task. The Greenhouse-Geisser degree of freedom 
adjustment was used when the sphericity assumption was 
violated.    

RESULTS AND DISCUSSION 
The average age, height, and weight of the participants 
were: 24.0 ±1.7 years, 1.73 ±0.39 m, and 85.5 ±15.1 kg, 
respectively. For all participants the scapular kinematics for 
internal-external rotation and anterior-posterior tilt while 
performing arm elevation in the different body positions are 
illustrated in Figures 1A and 1B. The 2-way RM-ANOVA 
on the scapular motion during arm elevation in the frontal 
plane revealed significant interaction effect between arm 
elevation angle and position for all three scapulothoracic 
motions (minimum F=5.84, p=0.001). Overall the scapula 
moved towards external rotation, upward rotation, and 

posterior tilt during arm elevation in the frontal plane. In the 
sidelying position the scapula started in a more externally 
rotated position and then moved towards the internal 
rotation direction with arm elevation (Figure 1A). The 
scapular posterior tilt ROM was the greatest overall in the 
supine position; with limited ROM in sidelying and an 
anterior tilt trend in the prone position (Figure 1B). 

Figure 1: Scapular int/ext rotation (A) and ant/post tilt (B) 
during arm elevation in the frontal plane in the different 
body positions. Mean and Standard Deviation.  

Significant interaction effect was also found for the scapular 
motion between arm elevation angle in the sagittal plane and 
body position (minimum F=4.96, p=0.002). The sagittal 
plane arm elevation effect on scapular motion was similar to 
that of the frontal plane, with one difference: there was an 
internal rotation trend with arm elevation in this case. 
Limited scapular ROM in the internal/external rotation and 
anterior/posterior tilt directions were observed with arm 
elevation in the sagittal plane in the prone position. 
Significant elevation angle and body position main effects 
were also found for both tasks.      

CONCLUSIONS 
Differences in the scapular kinematics were observed, in 
non-symptomatic adults, between common body positions 
used for clinical tests, measures, and exercises to assess 
function and alter intensity of rehabilitation. When 
restoration of altered scapular kinematics is the therapeutic 
goal, body position effect as determined by these findings 
should be taken into account as biomechanical consideration 
for shoulder assessment purposes.     
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INTRODUCTION  
The vastus medialis (VM) and lateralis (VL) muscle heads 
are part of the quadriceps femoris, and are responsible for 
extension at the knee joint [1]. Alterations in VM 
electromyographic (EMG) activity have often been 
associated with patellofemoral pain syndrome [2]. 
Therefore, maximizing VM muscle activity, particularly 
with respect to the VL, has long been the challenge of 
physical therapists and the aim of a multitude of 
methodological studies. 

Despite the common belief that the relative activation of 
the VM is greater at short muscle lengths, particularly in 
the field of rehabilitation, the EMG VM/VL ratio has often 
been found to decrease proportionally with decreasing 
knee flexion angle in both healthy individuals and 
patellofemoral pain syndrome patients [3], therefore 
suggesting a greater relative activation of the VM at long 
rather than at short muscle length. Therefore, the purpose 
of this study was to re-examine the relative activation of 
VM and VL muscles during voluntary and stimulated 
isometric contractions at different joint angles. 

METHODS 
Sixteen healthy men (mean age: 26 years) completed 
maximal voluntary and stimulated contractions of the knee 
extensor muscles at 30°, 65°, and 100° of knee flexion, 
while seated in the chair of an isokinetic dynamometer 
with a trunk-thigh angle of approximately 90°. VM/VL 
ratios were calculated from voluntary EMG and evoked 
torque recordings. The relative contributions of VM and 
VL muscles to evoked knee extension torque were 
calculated (peak twitch torque evoked by VM or VL 
stimulation/peak twitch torque evoked by femoral nerve 
stimulation) as a percentage. 

Normal distribution of data was verified with the Shapiro-
Wilk test. For further statistical analysis, parametric or 
non-parametric (Friedman) 1-way repeated measures 
ANOVA followed by Student-Newman-Keuls post hoc 
analyses were used. Significance was set at α<0.05. 

RESULTS AND DISCUSSION 
The main findings of this study were that both EMG and 
VM/VL torque ratios obtained during voluntary and 
stimulated isometric knee extensions were smaller at 
extended (30° of flexion) than at flexed (100° of flexion) 
knee positions (p<0.05). These results can be explained by 
the relatively small contribution of VM to knee extension 
torque at short muscle length, see figure 1, probably due to 

joint angle-specific architectural differences between the 
two muscle groups [6]. 

These results are in line with some [4] but not all previous 
studies [1] in which no effect of knee angle was observed 
on these variables. The observed discrepancies may stem 
from methodological differences between the studies, 
inter-study differences in experimental conditions, but also 
from the intrinsic limitations of surface EMG, which are 
increasingly acknowledged [5]. 

These findings allow to speculate that strength training and 
rehabilitation exercises for maximizing the relative 
activation of the VM muscle might be better performed in 
a flexed position rather than in an extended knee positions, 
however more research toward this topic is necessary. 

Figure 1: Boxplots of VM and VL relative contribution to 
evoked knee extension torque by knee flexion angle, 
showing individual data points, median, quartiles (first and 
third) and range. *significant difference (p<0.05). 

CONCLUSIONS 
This study showed a relatively small contribution of the 
VM muscle to knee extension torque at short muscle 
length. Such disadvantage of the VM muscle at extended 
knee positions does not seem to be compensated by an 
increased neural drive. 
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INTRODUCTION  
Neuromuscular improvements induced by resistance training 
occur within a few weeks. When interpreting the training-
induced effect on neuromuscular performance of a muscle 
group, we need to take into account training specificity. The 
performance is not necessarily improved in a task in which 
the joint angle and/or muscle contraction type are different 
from those in the training task but involving the same 
muscle group [1]. In contrast, if we focus on the training 
specificity on a muscle rather than on a muscle group, there 
is room for consideration from a view point of joint motions. 
There are some muscles that act as an agonist at several joint 
motions. For example, the biarticular rectus femoris (RF) 
acts as hip flexor as well as knee extensor. It remains 
unclear whether neuromuscular performance of RF during 
knee extensions is improved by hip flexion training. The 
magnitude of RF activation during hip flexion was lower 
than that during knee extension [2], and the magnitude of 
muscle activation before training has been suggested to be 
related to the potential for improvement with resistance 
training [3]. Considering these points, it is hypothesized that 
great neuromuscular adaptation of RF during knee extension 
is induced by hip flexion training, and as a result, 
neuromuscular performance of knee extension is improved. 
We tested the hypothesis.   

METHODS 
Fourteen untrained healthy young men (22 ± 2 yr) 
completed a 4-wk isometric resistance training program (3 
days per week, i.e., 12 sessions) for hip flexors. Before and 
after the intervention, maximal voluntary isometric hip 
flexion (MVCHF) and knee extension (MVCKE) torques were 
measured. Voluntary activation during MVCKE was assessed 
with a twitch interpolation technique using the following 
formula: voluntary activation = 1 - (superimposed triplet 
torque/resting triplet torque). Electrically evoked twitch and 
triplet contractile properties (peak torque, time to peak 
torque) were measured by femoral nerve stimulation. 
Surface electromyographic (EMG) signals were obtained 
from RF, vastus lateralis and biceps femoris. The root mean 
square values of EMG signals (RMS-EMGs) during 
contractions were calculated. The values were normalized to 
the maximal compound muscle action potential amplitude 
(M wave) amplitude for RF and the vastus lateralis and then 
normalized to RMS-EMG during maximal voluntary knee 
flexion for the biceps femoris. The muscle thickness of RF 
at mid-thigh was determined using ultrasonography. 

RESULTS AND DISCUSSION 
After the training period, both MVCHF and MVCKE torques 
significantly increased. The relative change of MVCHF 
torque (22 ± 13%) was significantly greater than that of 

MVCKE torque (6 ± 10%). The increase in MVCKE torque 
was accompanied by a significant increase in voluntary 
activation (4 ± 6%) and in the muscle thickness of RF (5 ± 
6%). In contrast, twitch and triplet contractile properties did 
not change in any variables. With respect to the indices of 
muscle activations, at baseline, the normalized RMS-EMG 
of RF was significantly lower during MVCHF than during 
MVCKE. After the intervention, the normalized RMS-EMG 
of RF significantly increased during both MVCHF (from 0.07 
± 0.03 to 0.11 ± 0.04) and MVCKE (from 0.10 ± 0.04 to 0.13 
± 0.04). However, there was no significant difference in the 
change of normalized RMS-EMG of RF between MVCHF 
and MVCKE, with a standardized difference in the changes 
of 0.35 (i.e., the difference in mean change divided by the 
standard deviation of all the subjects at baseline), which is 
interpreted as a "small" effect [4]. The normalized RMS-
EMG of the vastus lateralis and biceps femoris during 
MVCKE did not change. The results suggest that the increase 
in MVCKE torque following short-term isometric hip flexion 
training was mainly due to neural adaptation of RF rather 
than the changes in intrinsic contractile properties of the 
quadriceps femoris. Consistent with previous knowledge, 
the current study demonstrated the training specificity in the 
improvement of voluntary strength. On the other hand, there 
was no substantial difference in the neural adaptation of RF 
between knee extensions and hip flexions. The present 
findings suggest that the training-induced effect on the 
neuromuscular performance of a muscle depends on the 
magnitude of muscle’s potential for improvement with 
training rather than the joint motions involved during 
training. 

CONCLUSIONS 
Neuromuscular adaptation during knee extensions is 
induced by short-term isometric hip flexion training. The 
current findings are expected to result in a better 
understanding of training specificity, and contribute to the 
development of effective and evidence-based strength 
training and rehabilitation programs. 
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INTRODUCTION  
Principal Component Analysis (PCA; 1) and Non-negative 
Matrix Factorization (NMF; 2, 3) can factorize high-density 
surface EMG (HDsEMG) signals in clusters of electrodes 
with similar profiles of activation in time. When HDsEMG 
signals are collected from a single muscle, these algorithms 
may be useful to describe how well the original signal can 
be reconstructed assuming absence of regional activation (a 
single factor that fluctuates similarly across channels) as 
opposed to more complex spatio-temporal patterns (a larger 
number of factors). In this study, we compared PCA and 
NMF applied on HDsEMG signals as a means to identify 
regional activation within the human vastus medialis during 
a low-force isometric contraction. 

METHODS 

Twelve participants performed a low-force isometric knee 
extension (less than 10% of the electrical activity produced 
in a maximal contraction). HDsEMG signals were collected 
from the vastus medialis (VM) using a grid of 13x5 
electrodes. The VM innervation zone was identified in 
multiple regions across the muscle, and the grid was placed 
so that the innervation zone was between the second and 
third columns of electrodes. The envelope of the EMG 
signal of each channel was calculated by low-pass filtering 
(8 Hz) the monopolar EMG signal after rectification. The 
data matrix was factorized using PCA and NMF. NMF was 
repeated 50 times starting from random values. For each 
technique, the signal was reconstructed as the matrix 
product of spatial weights and temporal scores, increasing 
the number of factors from 1 to 5. The goodness of the 
reconstruction of the original EMG envelopes was assessed 
as the explained variance (EV, sum of the variance of each 
reconstructed channel divided by the sum of the variance of 
each original channel, expressed as a percentage).  As 2 
factors explained on average more than 85% of the variance, 
the first two spatial weights and temporal scores were 
compared between PCA and NMF. Activation zones were 
also reconstructed from the PCA weights and scores using a 
non-negative criterion. Pearson correlation coefficient and 
paired T-tests were used to test association and differences 
between the EV with PCA and NMF. Similarly, the Pearson 
correlation was calculated for the activation zones and 
temporal coefficients extracted with PCA and NMF.  

RESULTS AND DISCUSSION 
A single factor extracted with either PCA or NMF explained 
approximately 70% of the variance of the signal (PCA: 
69.6±11.4%; NMF: 69.6±11.4%); two and three factors 
explained just over 85% (PCA: 86.6±5.7%; NMF: 
86.2±5.9%) or 90% (PCA: 92.3±4.0%; NMF: 91.1±4.0%) of 
the variance, respectively (fig.1). When matched for number 
of factors, the variance explained by PCA and NMF was 

highly comparable (R>0.99±0.01). Variance explained by 
PCA was significantly larger than that explained by NMF if 
2-5 factors were considered (paired T-tests, all P<0.001), 
although the difference was minimal (<2%). The variance 
explained by a single factor did not differ between the two 
algorithms (paired T-test, P=0.22). Spatial weights and 
temporal scores extracted with non-negative reconstruction 
of PCA and NMF were highly associated (all P<0.001, mean 
R>0.99±0.01%). 

Figure 1: Variance explained by PCA and NMF.  Average 
and standard deviation of EV by 1-5 factors are reported. 

As factorization with a single factor explained on average 
70% of the variance across channels, a single EMG 
envelope estimate provides only partial information on the 
amplitude fluctuations of the vastus medialis EMG during 
an isometric task. Factorization with (non-negative) PCA 
and NMF resulted in factors with highly comparable spatial 
and temporal features, suggesting that the information 
extracted is a physiological feature of the EMG signals 
rather than an artifact of the factorization method used. 

CONCLUSIONS 
Regional VM activation can be identified using high-density 
surface EMG and factorization algorithms.  PCA and NMF 
perform similarly on monopolar HDsEMG signals. 
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INTRODUCTION  
Glycation, namely the Maillard reaction, is a non-
enzymatic reaction between protein or lipid and reducing 
sugar, resulting in formation of advanced glycation end-
products (AGEs). Because glycation of collagen 
progresses under physiological conditions in living 
organisms, glycation is one of the most important 
processes in human aging [1]. Several AGEs bind collagen 
and act as cross-links between collagen fibrils, thereby 
changing the mechanical characteristics of collagen-rich 
tissues. The purpose of this study is to identify AGEs in 
human dentin using electron microscopy, time-resolved 
fluorescence microscopy, mechanical testing and chemical 
analyses. Our findings suggest the potential influence of 
cross-linking on dentinal physiology with aging. 

METHODS 
Extracted human teeth with periodontal disease were fixed 
in 4% paraformaldehyde and cut longitudinally into 1-mm 
sections using a low-speed diamond saw.  
(1) TEM: Non-decalcified teeth were embedded in EPON, 
sliced into thin sections and observed. 
(2) Immunohistochemistry and immuno-EM: Teeth were 
decalcified for 2 weeks in 10% EDTA, embedded in 
paraffin or LR-GOLD and sectioned with a microtome. 
Sections were then stained with anti-AGE and anti-
collagen antibodies. 
(3) Fluorescence lifetime measurement: Decalcified teeth 
were observed under a fluorescence microscope. A UV 
pulsed diode laser was used as the excitation light source, 
and the resultant blue fluorescence signal was detected 
with a time-correlated single photon counter. 
(4) Western blotting: Non-decalcified teeth were separated 
into caries-affected and -unaffected regions and 
homogenized using a bead crusher and ultrasonic 
homogenizer. Each sample was pepsin-solubilized or 
treated with 3 N HCl [2]. 
(5) Mechanical hardness test: Hardness of demineralized 
sections was evaluated using a mechanical indentation 
tester equipped with an indentation probe of micro-size 
diameter. Based on the resultant force-displacement curve, 
the slope corresponding to a spring constant was 
calculated. More than 25 points were probed in 
demineralized dentin to examine regional heterogeneity in 
dentin hardness.  
(6) HPLC analyses: dentin samples were hydrolyzed in 6 
N HCl at 110°C for 20 hours.   
(7) Statistical analyses were presented as mean ± SEM for 
statistical analysis. Obtained values were analyzed using 
one–way ANOVA and Tukey-Kramer tests with a 
significant level of p<0.05
RESULTS AND DISCUSSION 
Immunohistochemical staining showed localization of  
AGEs in dentin. AGEs were detected around the pulp and 
pre-dentin in aged roots. In immuno-EM, AGE 

accumulation was observed in collagen fibrils around 
dentinal tubules only in aged dentin. The fluorescence 
lifetime of aged dentin was shorter than that of young 
dentin. Electrophoresis analysis also demonstrated 
differences between young and aged dentinal collagens. 
After pepsin-solubilization, type 1 collagen was observed 
only in young dentin. These findings suggest that the 
AGE-rich collagen fibers are tolerant to degradation by 
acid and enzymatic digestion. Furthermore, dentinal 
collagen in aged dentin was stiffer than that in young 
dentin (Figure 1). HPLC analyses showed that AGE 
accumulation (pentosidine) in aged samples was greater 
than that in young samples. AGEs generated via non-
enzymatic glycation of dentinal collagen gradually 
accumulated in dentin tissue with aging. Since 
accumulated AGEs cause cross-linking between amino 
acid polypeptides in collagen molecules and modify 
mechanical properties of dentinal collagen, we speculate a 
significant interaction between the generation of AGEs 
and dentin physiology. 

Figure 1: Microindentation hardness test of demineralized 
human dentin 
CONCLUSIONS 
Our findings suggest that the accumulation of AGEs with 
aging in human dentin may be responsible for changes in 
fluorescence lifetime and mechanical properties. 
Fluorescence lifetime imaging and electrophoresis can 
provide useful information with respect to the influence of 
cross-linking on aging in human dentin.  
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INTRODUCTION 
Diabetes is a civilization disease which is 

affecting 8.5% of the world adult population. Moreover, 

diabetes global prevalence is constantly raising, reaching 

over 420 million cases in the past two years [1]. A diabetes 

causes chronic hyperglycemia (elevated sugar level), 

which cannot only be a severe issue to human health but it 

also leads to changes in mechanical properties of the soft 

tissues. Human tendons, as an example of such soft matter, 

are subjected to those changes as well [2].  

There are a few mechanisms, occurring in tendon 

collagen tissue affected with diabetes i.e. reactions of 

glucose excess with extracellular matrix proteins (resulting 

in tissue ageing) [3], production of advanced glycation end 

products (AGE’s) (resulting in extra cross-linking 

formation) [4] or increased rate of  proteins oxidation 

(resulting in proteins thermal denaturation) [5]. On the 

other hand, an elevated sugar level is accompanied by 

increased expression of matrix metalloproteinase's 

(MMP's) enzymes, which may accelerate the degradation 

rate of collagen tissues [6]. As a consequence, the 

coexistence of tissue strengthening and weakening 

mechanisms leads to many discrepancies in literature – 

some reports confirm increasing and some of them 

decreasing stiffness of tendon in diabetes [2]. This lack of 

unanimity becomes explainable when we consider the 

tendon as a multi-scale hierarchical structure and notice 

that different processes may modify its mechanical 

properties at different levels. Therefore there is a need to 

investigate the changes of tendon mechanical properties at 

both – fascicle and fibril level, and correlate this results 

with structural changes resulting from diabetes.  

The objective of our work was to investigate the 

causes of alteration of biomechanical properties of 

Achilles tendon in diabetes for each level of spatial scale – 

starting from Atomic Force Microscopy (AFM), through 

the Raman and Mass Spectroscopy, histochemical 

staining, ending with macroscale strength tests.  

METHODS 

The studies were conducted on Achilles Tendon (AT) 

fascicles derived from the Department of Forensic 

Medicine (Jagiellonian University Medical College, 

Cracow).  The research protocol was approved by the 

Jagiellonian University Medical College Ethics Committee 

(registry number KBET/269/B/2011) and studies have 

been performed in accordance with the ethical standards 

established in the 1964 Declaration of Helsinki and its 

later amendments. The samples were subjected to 

experimental measurements using: 

 Atomic Force Microscopy (AFM) to evaluate the

Young modulus of collagen fibers,

 Strength tests – to measure the strength and

stiffness of macroscale healthy and diabetic

tendon fascicles samples,

 Raman spectroscopy to assess changes in

collagen superhelix secondary structure,

 Mass spectroscopy – to determine an expression

of the AGE’s in tendon fascicles,

 Histochemical staining – to examine the presence

of MMP’s enzymes.

RESULTS AND DISCUSSION 

The results of our AFM experiment showed a 

triple decrease in Young modulus of collagen fibers for 

diabetic samples. A reduction of tendon fascicles stiffness 

and the strength, was also observed in tensile tests. On the 

other hand, the results from mass spectroscopy revealed an 

increase of collagen cross-linking at the molecular level. 

However, the data obtained from Raman spectroscopy did 

not indicate any changes in collagen secondary structure 

but histochemical staining confirmed an elevated level of 

MMP’s enzymes within tested tissue. 

Obtained results confirmed that diabetic causes a 

decrease in stiffness of collagen fibers, however this 

change seems to be driven exclusively by enhancing 

activity of MMP’s enzymes rather than modification of 

protein secondary structure (collagen superhelix stays 

unfolded). On the other hand we observed an increasing 

number of collagen cross-linking which may indicate the 

higher stiffness of diabetic samples. However, the fascicle 

samples intended for mass spectroscopy tests, required 

prior homogenization, thus results included cross-linking 

present in collagen fibers as well as in the interfascicular 

matrix (IFM). This conclusion also explains many other 

reports of increasing stiffness of diabetics tendons 

measured at macroscale, where ratio of IFM to collagen 

content is even higher than for a single fascicles.  

CONCLUSIONS 

Due to the lack of the comprehensive studies on 

the influence of MMP’s and AGE’s on mechanical 

properties of the tendons at different spatial scales, we 

decided to investigate those phenomena using several 

experimental techniques. We confirmed that diabetes 

causes a decrease in stiffness of collagen fibers, despite 

increasing cross-linking at fascicle level. We showed that, 

at fiber level, the activity of MMP’s enzymes has a greater 

impact on overall stiffness, than an extra linking at fascicle 

level.  Therefore, we conclude that already reported cases 

of increasing stiffness of macroscale units of diabetic 

tendons, are resulting from other alterations at IFM level.  
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INTRODUCTION  
The majority of the people in low-income countries, who 
need assistive technology do not have access to prosthetic 
devices [1]. Instead of these people having to make a long 
journey to one of the few prosthetic workshops, solutions 
like the Modular Socket System (MSS, Össur®) may be 
useful, because potentially they could be delivered and 
manufactured on site, at the location of the person [2]. This 
could make it suitable for application in a Community Based 
Rehabilitation (CBR) setting. 

The aim of this study was to evaluate the technical 
feasibility of the MSS for implementation in a CBR setting 
in terms of required tools, skills and required production 
time. 

METHODS 
The study was performed at the Department of Prosthetics & 
Orthotics of the Jakarta I Polytechnic School of Health 
Science (JSPO). Four JSPO students received a three days 
training in manufacturing of the MSS. Lower limb amputees 
were recruited to participate in this study from the region of 
Jakarta (n = 5) and Bali (n = 10). A set of standardized 
instruments including the two minutes’ walking test 
(2MWT) and Prosthesis Evaluation Questionnaire (PEQ) 
were used to measure performance and satisfaction with the 
prosthesis. Production and maintenance logbooks were filled 
out by the involved prosthetists to evaluate the technical 
feasibility of the MSS. 

RESULTS AND DISCUSSION 
Performance (2MWT) and satisfaction (PEQ ) scores were 
comparable to that of similar studies with other lower leg 
prostheses [3,4]. Both measures did not decrease 
significantly over time (Figure 1). This suggest that the 
JSPO students were able to reach sufficient quality. 

It took the prosthetists 3.5 to 10.5 hours to fit an amputee 
with a MSS prosthesis. Mean socket production time was 
2.0±0.6 hours and mean prosthesis assembly and fitting time 
was 4.1±2.6 hours. The only non-portable machine needed 
for the production of the prosthesis was a grinding machine 
(router). Smaller portable machines used were a cast 
cutter/jigsaw, Icecast® Compact and resin injection tool. If 
in the future the grinding machine will be replaced by a 
handheld tool, production of the MSS could be performed 
on site, making it suitable for use in a rural setting. 

Figure 1: The results of the 2MWT at the moment of fitting 
(t0), at 1-3 months post fitting (t1), and at the end evaluation 
at 4-6 months post fitting (t2).  

CONCLUSIONS 
Patients who normally have to travel long distances to 
access prosthetic services were only required to make one 
visit to the health facility in order to receive a prosthesis. 
From a technical and quality perspective the method seems 
feasible, although, high costs remain an issue. 
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INTRODUCTION  
Issues of the current puncture treatment are needle bending 
and target moving. Such issues depend on the doctor's 
experiences and skills. Conventional researches have 
proposed a simulation of a puncture trajectory [1] and 
developed robot puncture treatment system [2]. However, 
the simulation is not realistic when considering all material 
parameters on the organ of each patient and calculation costs. 
The robot system has the same issues of doctor, because the 
robot substitute the doctor’s manual treatment same as the 
doctor’s treatment way. Tsumura et al. proposed the needle 
rotating puncture method with a microscopic needle [3]. 
However, the method still needs high accuracy control and 
real time observation systems. In order to solve these 
problems, we propose novel puncture treatment system 
based on high-speed needle injection by using electro-
magnetic accelerator mechanism and optical fiber laser. The 
high-speed needle puncture becomes possible to solve the 
problem of needle bending, target moving and observation 
problems. In this paper, we describe the development of a 
high-speed needle puncture mechanism for a versatile 
puncture treatment. 

METHODS 
Figure 1 shows the concept of the proposed high-speed 
needle puncture treatment system. (1) Prepare some super-
fine needles with a thread and puncture them at high speed. 
(2) Insert catheters by using threads as a guide and extract 
threads after inserting them. (3) Use the optical fiber lasers 
for ablation of cancer tumor. (4) 3D ablation of the cancer 
tumor by the laser from the optical fiber and evaporate the 
cancer tumor. 

Figure 1: Novel of puncture treatment system (Patent 
submitted)  

In order to verify the proposed concept, we developed the 
high-speed needle puncture mechanism by using electro-
magnetic force. One important feature of this mechanism is 
puncturing a very fine needle with a thread linearly. We 
used the principle of coil-gun to get stable speed with 
electromagnetic force. The coil-gun accelerates the magnetic 
material, using the electromagnetic force generated by 
passing a current through the coil. The lead wire of the coil 

is 1 [mm] in diameter and 10 [m] in length. The voltage of 
the capacitor is 500 [V]. Its capacitance is 3000 [μF]. The 
needle has a thickness of 0.5[mm] (25G) and a length of 
27[mm], a mass of 0.034[g]. 

A basic experiment was conducted to investigate the 
performance and reproducibility of the coil gun. The speed 
of needle by using the puncture system was examined five 
times in the same conditions. The needle speed was 
calculated by using high speed camera (6000 [fps]). For the 
results, the maximum needle speed with one coil was 43.2 
[m/s]. The average in the same conditions was 42.7 ± 0.45 
[m/s]. The variability of the needle speed under the same 
condition was small. The highest needle speed by using two 
coils achieved 49.1 ± 1.54 [m/s]. 

10% gelatin [4] block, which is a material regarded as 
muscle tissue parameters, was used for adaptation to 
puncture test. The gelatin block kept in 4.0 [°C] and 
experimented within 2 minutes. The speed of the needle was 
set to 30 [m/s], 40 [m/s] and 50 [m/s]. Each trial was five 
times. In the experiment, we investigated whether the needle 
entered the gelatin block linearly and the length of the 
needle entered into the gelatin block. 

RESULTS AND DISCUSSION 
The penetrated length is 28.5 ± 2.23 [mm] at 30 [m/s], 31.9 
± 2.97 [mm] at 40 [m/s] and 33.9 ± 0.24 [mm] at 50 [m/s]. 
The penetrated length was deeper by increasing the speed. 
The needle was slow down significantly in the skin. It is 
necessary to increase speed for real puncture treatment. 
However, the needle speed can be easily increasing by using 
multi-coils. 

CONCLUSIONS 
In this research, we proposed an innovative puncture 
treatment system. We developed a mechanism for 
puncturing a needle at high speed for puncture treatment. As 
the results, the developed mechanism demonstrated that 
reproducible injection can be realized. In the future, the 
needle speed will be increased by multi-coils system. 
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INTRODUCTION  
The human action of standing up is regarded as a key 
aspect of maintaining a basic standard of daily life. At 
clinical sites, a different phenomenon that departs from the 
standard theory for this action has been observed, 
suggesting that a distinctive biarticular muscle function is 
involved. We have previously showed by dynamic 
electromyographic analysis of the action of moving the 
trunk to the vertical that the main agonists are the knee 
joint monoarticular extensor and the rectus femoris. 
In the present study, we focused on the function of 
biarticular muscle acting in a parallel linkage to 
direct the floor reaction force toward the center of 
gravity, by constructing a model with the rectus 
femoris linked in parallel and measuring these 
changes to clarify the contribution of the rectus 
femoris to trunk stability in standing up. 

METHODS 
We constructed an experimental model having a 
monoarticular extensor spring and a parallel linking wire 
involved simultaneously in joints H and K, and a 
monoarticular flexion spring on joint K as an antagonist to 
maintain joint stiffness. We used this model to investigate 
the effect of differences in trunk weight on the action of 
standing up. The knee flexion θ2 was set to obtain 105° for 
the initial posture in the model as a condition for its 
generation of a reaction force vertically upward. 

RESULTS AND DISCUSSION 
We found that with a trunk (S-H) weight M [120 g], the 

wire restrains the trunk (S-H) from falling over due to 
inertial force, and that the parallel linkage can constantly 
direct the floor reaction force generated at joint A toward 
the center of gravity and thereby facilitate the action of 
standing up (Fig. 1a)). With a trunk (S-H) weight of 2M 
(240 [g]), the action of standing up slowed but was still 
smooth and successful despite the increased inertial 
moment resulting from the increased mass (Fig. 1b)). This 
showed that even with changes in trunk weight and inertial 
moment, the force generated can be constantly directed 
toward the center of gravity by the rectus femoris in 
conjunction with the parallel linkage, thereby enabling the 
human action of standing up. 

CONCLUSIONS 
We found that the wire corresponding to the rectus femoris 
can keep the trunk from being tilted over by inertial force 
and that the floor reaction force generated at the calcaneus 
region can be constantly directed by the parallel linkage 
toward the center of gravity, and thus that the parallel 
linkage with the rectus femoris results in a mechanism for 
application of the driving force by the knee joint 
monoarticular extension alone, thereby enabling the 
human action of standing up. 
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   (a) Link (S - H) of M (mass : 120 [g])       (b) Link (S - H) of 2M (mass : 240 [g]) 
Figure 1: Standing with a parallel linkage function of wire
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INTRODUCTION  
Most mechanical joint systems have motors and mechanical 
elements. Each component consumes energy when it makes 
motion. In the case of an exoskeleton suit, operating time is 
short because the energy source is limited. So, energy 
efficiency should be considered to increase operating time 
of an exoskeleton suit. In this study, we propose control 
method and concept design of exoskeleton joint and we 
manufactured magnetorheological brake that main units and 
measured braking torque. 

METHODS 
In general, motion is divided into static & dynamic. But, 
joint of many exoskeletons consist of only motor regardless 
of motion state. Therefore, motor is always consuming 
energy at static and dynamic state. So, we propose the 
MR(Magnetorheological) brake unit that consumes less 
energy than motor at static state. First of all, we must design 
and manufacture the MR brake unit before comparing 
proposed concept.  

MR fluid has three working mode (shear mode, flow mode, 
squeeze mode). In the case of the shear mode, the MR fluid 
is located between surface moving in relation to each other 
with the magnetic field flowing perpendicularly to the 
direction of motion of these shear mode [1]. So, designed 
MR brake has several disks and is filled with MR fluid in 
each gap. This concept of MR brake was designed in 1947 
by Jacob Rabinow [2]. 

RESULTS AND DISCUSSION 
Our proposed unit has MR brake, harmonic drive and motor.  
Coil inside MR brake generated closed loop flux path 
through ferromagnetic material around coil. We used steel 
(AISI 1045 steel, KS SM45C) for ferromagnetic material 
and Stainless steel (AISI303, KS SUS303) for paramagnetic 
material. And, used coil is 20 AWG. 

Figure 1: 3D model & 2D drawing of MR brake. 

To predict flux path, we performed the magnetostatic study 
by ANSYS. Boundary condition was applied 1mA current 
source and 320 number of turns. 

Figure 2: F.E.M results of MR brake (a. boundary 
condition, b. result of flux density of all parts, c. result of 
flux intensity of MR fluid) 

After checking the F.E.M results, we manufactured the MR 
brake for measurement. The measurement was carried out in 
the following. 

Figure 3: Measurement system for braking torque of MR 
brake 

Braking torque of MR brake was measured 10 times at 
20rpm. And, torque was measured by varying the current 
from 0A to 3A. Measured result is below. 

Figure 4: Braking torque of MR brake at 20rpm. 

CONCLUSIONS 

MR brake was designed and manufactured for energy 
efficient exoskeleton suit. As results of F.E.M, we checked 
the closed loop flux path of MR brake. Finally, we measured 
10.69 Nm of braking torque at 3A current source. 

REFERENCES 
1. Ralf Bölter, et al., Design Rules for MR Fluid Actuators

in Different Working Mode, SPIE, Brazil, Proceeding
25, 2013.

2. Rabinow Jacob, Magnetic fluid torque and force
transmitting device, US2575360A, 1947.



P183 - FUNCTION OF ANTAGONISTIC PAIR OF THE BI-
ARTICULAR MUSCLES IN THE FEMORAL REGION DURING HEEL 

CONTACT  
1 Masanobu Manno, 2Takuya Koide 3Tomokazu Abe and 1Tomohiko Fujikawa 

1Osaka Electro-Communication University 
2 Osaka Isen College of Medical Care & Welfare 

3 Physical Innovations Co., Ltd 
Corresponding author email:masa0320@me.com  

INTRODUCTION  
Landing action accompanied by a large amount of energy 
and strong impact can cause muscle injuries such as pulled 
muscles, as well as avulsion fractures that can make walking 
difficult. Muscles that are particularly vulnerable to these 
kinds of problems include biarticular muscles such as the 
gastrocnemius, rectus femoris, and hamstrings. Because a 
biarticular muscle crosses two joints, contraction of that 
single muscle affects the articular movements of both joints. 
In many analyses, this mechanism is considered redundant, 
and therefore is not taken into consideration. Considering, 
however, that humans and animals inescapably have 
biarticular joints, some necessity for this mechanism must 
exist in terms of action. Given this, our research focused on 
a landing action in which the heel serves as the contact point 
stabilizing the trunk after the heel has landed. As part of our 
study, we attempted to clarify the mechanisms and 
properties of biarticular muscles in the femur during the 
landing action.  

METHODS 
In our electromyographic analysis of action, we made 
measurements at a total of six locations: gluteus maximus, 
vastus medialis, rectus femoris and hamstrings of the 
femoral area, and the gastrocnemius and tibialis anterior 
muscles of the lower leg. We measured floor reaction force 
synchronized to muscle activity using a floor reaction force 
gauge, and posture during the landing action using a high-
speed camera. Experimental conditions were as follows: 
subjects landed by dropping from a suspension bar, and 
landed with the weight on the heels. Subjects were also 
instructed to keep the trunk perpendicular at all times when 
landing. Theoretical analysis was used to clarify the 
properties of muscle activity confirmed by means of 
electromyographic analysis, using the link model shown in 
Figure 1 for the theoretical analysis. In this theoretical 
analysis, we clarified the properties of output force 
generated in the heel area as a result of the contractile force 
differential of the driving source and the stiffness that 
occurred in the heel area as a result of the contractile force 
sum of the driving source. 

RESULTS AND DISCUSSION 
In the electromyographic analysis of the action, we were 
able to confirm the muscle activity of the gluteus maximus, 
vastus medialis, rectus femoris and semitendinosus muscles 
in the landing action of the heel. Based on these results, we 
confirmed that electric discharge occurs simultaneously in 

the antagonistic biarticular muscles of the femur. Robotic 
theoretical analysis using a link model found that the 
simultaneous discharge in biarticular muscles of the femur 
was adjusted in response to the output force and stiffness 
generated in the heel area, as the tip of the link. We believe 
that this contributes to a landing action in which the trunk is 
stabilized. 

CONCLUSIONS 
Our research used robotic theoretical analysis to elucidate 
the necessity for simultaneous discharge from antagonist 
biarticular muscle pairs in the femur. Without this 
simultaneous discharge from these biarticular muscle pairs 
when the heels land, we believe landing with weight 
positioned on the heels would be extremely difficult for 
humans. 

REFERENCES 
1. T. Oshima, T. Fujikawa, M. Kumamoto, J. of Robotics

& Mechatronics., 14, 3, 262-269 (2002). 
2. T. Oshima, K. Toriumi, T. Fujikawa, et al., J. of

Robotics & Mechatronics., 16, 6, 643-648 (2004). 

e3
e1

e2
f1

f2

K

A

H

f3

Figure 1: Fig.4 Two-joint link model for robotic theoretical 
analysis 



P184 - EVALUATION FRAMEWORK OF PROSTHETIC KNEE 
JOINT PERFORMANCE USING DYNAMICAL SIMULATION  

Hisashi Naito, Kengo Osaki, Masamichi Nogawa and Shinobu Tanaka 
Kanazawa University 

Corresponding author email: hisashi-naito@se.kanazawa-u.ac.jp 

INTRODUCTION  
Prosthetic knee joint is an essential component for above 
knee prosthesis. Nowadays, many types of knee joint are 
commercially available. The functions of the knee joints are 
wide-ranging from primitive one, mode is changed manually 
fixed during walking and flexed only at sitting phase, to 
sophisticated one, with powerful actuators and an 
autonomous controller. Its price is grown with higher 
functionality. Each prosthetic user chooses one component, 
which is fitted with each physical condition, lifestyle and 
other demands, among many options during prosthesis 
fitting process with assistance of prosthetic experts. The 
fitting of prosthesis is not so easy in practice. 

 Although there are many types of knee joint with unique 
feature, even mechanical properties, e.g. inertial property, 
passive joint moment property and position center of gravity, 
etc., of each knee joint is hardly shown in a specification 
sheet. It might be caused partly by that the required 
performance of the prosthetic knee joint is not clear 
theoretically yet. 

In this study, we propose an evaluation framework of 
prosthetic knee joint using rigid multibody dynamical 
simulation. The framework consists of kinematic and kinetic 
simulation of knee joint and forward dynamical walking 
simulation combining human skeletal model with above 
knee prosthesis model including knee joint part. Using these 
simulations, the required mechanical performance of the 
prosthesis knee joint will be considered. 

METHODS 
Structures of prosthetic knee joint are categorized into 2 
main types, i.e. single axis type and multi-linkage type. 
Multi-linkage knee joint has at least one closed link 
structure.  

Rigid multibody mechanical simulation of mechanisms with 
closed link structure is more severe than that of mechanisms 
without it, because of compatibility requirement of linkages 
connecting constraint condition and existence of singular 
condition. To perform simulations, a method using 
differentiation algebraic equation, therefore, are modified so 
as to be with much more calculation stability nearby 
singular condition.  

The simulation can treat 5 types of mechanical joint, i.e. ball 
(3 degree of freedom; DOF), universal (2DOF), hinge 
(1DOF), cylindrical (2DOF) and parallel (1DOF).  

Solving equation of motion (EOM) applying full degree of 
freedom motion pattern, external force and moment which 
realize applied motion pattern are available, i.e. it is inverse-
dynamics simulation. On the other hand solving EOM 
applying external force and moment, motion pattern can be 
estimated, i.e. it is forward dynamical simulation.  

For forward dynamical human walking simulation, neuro-
skeletal human model is constructed as a human body 
skeletal structure with a neuronal motor controller by 
reference to earlier study [1]. Simulation of walking with 
prosthesis is performed by combining the human model with 
an above knee prosthesis. 

RESULT AND DISCUSSION 
Figure 1 shows an example of simulation of a trans-femoral 
prosthesis with 6 linkages knee joint (3R106, Ottobock inc.). 
Pattern of femoral segment translation displacement and 
posture is subjected to an experimental femoral motion path 
during swing phase.  

Simulated motion shows similar to practical motion patterns 
of trans-femoral prosthesis during swing phase. Simulated 
results such as motion pattern, applied force and moment to 
handle the prosthesis might be materials for evaluating knee 
joints. 

Figure 1: Example of simulated motion of trans-femoral 
prosthesis with 6 linkages knee joint subjected to a femoral 
segment motion pattern during swing phase. 
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INTRODUCTION  
The inverted pendulum model (IPM) represents the 
mechanical function of bipedal walking as the centre of 
mass (CoM) height and forward velocity data present as sine 
curves 180 degrees out of phase. In able-bodied (AB) gait 
peak CoM velocity and minimum height, and minimum 
velocity and peak height are synchronous during level over-
ground walking [e.g. 1,2]. Results from individuals with a 
unilateral transtibial amputation demonstrate, that these 
events do not coincide during prosthetic limb initial double 
support. Therefore, the IPM might be less appropriate for 
the transtibial amputee gait [3], but it is not known, if the 
IPM might be suited to describe the unilateral transfemoral 
amputee (UTF) gait on level ground, which is likely to 
retain a more vertical projection of their CoM at prosthetic 
limb toe-off [4]. Additionally, the aim of this research was 
to investigate the appropriateness of the IPM model for gait 
of both, AB and UTF, on slopes as due to the difficulty of 
this task interlimb-asymmetry might be increased for UTFs. 

METHODS 
In addition to a level ground condition [5] kinematic and 
kinetic data of 2 UTFs (1.81. ± 0.11 m, 74.1 ± 14.9 kg) 
wearing the same prosthetic foot (Esprit; Chas. A. 
Blatchford & Sons, Basingstoke, UK) and 15 AB 
individuals  (1.81 ± 0.05 m, 75.1 ± 9.1kg) were collected 
during ascending and descending a ramp (-12°, -6°, +6° and 
+12°). Reflective markers were placed according to the 
Cleveland Clinical model. Timings of the minimum and 
maximum CoM vertical position and forward velocity were 
identified and their difference in timings (relative time shift) 
with respect to gait cycle duration was calculated in four 
phases: Prosthetic/right initial double support (IDS_P), 
single support (SS_P), prosthetic/right terminal double 
support (TDS_P) and intact/left single support (SS_I). A 
Friedman ANOVA was used to identify differences in 
relative time shifts between the inclinations in each phase 
for the AB group. Post-hoc tests were conducted for the 
relevant comparisons using a Wilcoxon signed rank test (p < 
.050) and Cohen’s d for effect sizes. Due to the low sample 
size results for the UTF group remain descriptive.  

RESULTS AND DISCUSSION 
During level over-ground able-bodied gait the median 
relative time shift was between 1.2-1.8% in all gait phases. 
During the double support phases the peak velocity occurred 
with increasing slope gradient significantly earlier to the 
minimum CoM height (-6.6- -9.1%), and significantly later 
during incline (7.1-8.1%) (Figure 1). During the single 
support phases the relative time shift was similar in all 
phases (1.4-3.6%), except the +12° inline, at which the 

minimum peak velocity occurred significantly later to 
maximum CoM height (-3.2%) (Figure 1). The UTF 
participants displayed a greater median positive relative time 
shift in IDS_P and SS_I (4.4-5.7%), similar in SS_P (1.7-
3.7) and a negative time shift in TDS_P (-1.0- -2.2) during 
the level condition. During the sloped conditions the trend 
of the UTF relative time shift data is similar to the AB-
group, except in the TDS_P phase, during which the UTF 
participants display a relative time shift closer to zero 
(Figure 1).    

Figure 1: Boxplots of the relative time shift between 
minimum/maximum CoM height and minimum/maximum 
CoM velocity incidence over 5 slope gradients for AB and 
UTF participants. Note: ni: the inclination was not managed, 
nts: no timeshift-events were able to be identified in this 
phase. 

CONCLUSIONS 
The IPM does not represent the UTFs gait well during level 
walking and even less during slope walking. During slope 
walking neither the AB nor the UTF gait is well represented 
by the IPM, except during the TDS_P, with increased 
relative time shifts compared to level walking in all phases 
of the gait cycle.  
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INTRODUCTION  
The material design of an American football helmet consists 
of a polycarbonate or polyethylene exterior shell and an 
expanded polystyrene (EPS) interior liner to absorb energy 
transfer to the head [1]. However, with an increase in 
thickness of these materials, the resulting geometry of the 
helmet may convey an increased risk of rotational 
acceleration to the head at varying impact locations to the 
helmet [1]. Because impacts occur at multiple locations on 
the head, location and angle of impact may be determining 
factors of specific brain responses leading to injury [2,3]. 
Although past studies have examined the dynamic response 
of football helmeted head impacts at centric and non-centric 
locations [4], no study has examined how much the helmet’s 
geometric design influences the reduction of impact energy at 
horizontal impact offsets. Determining the magnitude at 
which helmets reduce horizontal impact offsets may refine 
how helmet designers modify the material thickness of a 
football helmet. The objective of this study was to measure 
the percent reduction of dynamic response; peak linear 
acceleration and peak rotational acceleration between a 
helmeted and non-helmeted Hybrid III head at various 
horizontal impact offsets from front center of gravity (CG) 
and side CG.        

METHODS 
Collisions: A linear impactor was used to impact a bare 50th 
percentile Hybrid III male head form and helmeted head form 
(standard American Football Helmet). The impactor arm was 
capped with a modular elastomer programmer pad (MEP). 
The bare and helmeted head form was impacted at 5.5 m/s. 
Each condition was impacted at the following location 
offsets: 
Front offset impact locations in inches (“): Front CG, +1’’ 
horizontal offset from front CG and + 2” horizontal offset 
from front CG 
Side offset impact locations (+ forward & - rear) in inches 
(“): +3” offset from side CG, +1.5” offset from side CG, side 
CG, -1.5” offset from side CG and -3” from side CG.  

Nine single axis Endevco 7264C-2KTZ-2-300 
accelerometers are imbedded within the Hybrid III head form 
and (Endevco, San Juan Capistrano, CA, USA) were sampled 
at 20 kHz and filtered using the SAE J211 class 1000 
protocol. The accelerometer signals were processed and 
filtered low-pass by TDAS software to obtain peak linear and 
rotational acceleration variables.   

RESULTS AND DISCUSSION 
Using an ANOVA and post hoc Tuckey analysis, there was a 
significant difference in percent reduction for linear and 
rotational acceleration for front CG and +2” (p<0.05) (Figure 
1). The side CG and side +3” had significantly higher and 
lower percent reductions for linear and rotational acceleration 
compared to the other side offset locations respectively 
(p<0.05). These findings report an overall decrease in percent 

reduction of dynamic response as impacts deviated from the 
CG. As the magnitude of linear and rotational acceleration 
decreased with lateral impact offsets in the bare conditions, 
the helmet conditions produced consistent magnitude 
responses regardless of the horizontal impact offset. 

Figure 1: Percent reduction (%) between bare and helmeted 
impacts at front and side offset locations 

This explains for the percent reductions depicted in Figure 1. 
The helmet’s round shell and consistent liner material 
throughout it absorbs the impact and distributes the energy 
over a greater area [1]. The consistent materials such as the 
shell and liner thickness structuring the whole helmet may 
explain for the helmet’s consistent magnitude response across 
the horizontal offsets. Bare conditions have less contact with 
horizontal impact offsets, therefore, they experience less 
absorption and dispersing of the impact energy across the 
horizontal offsets [5]. Based on these findings, helmet 
designers should refine the geometric shape of a helmet to 
accommodate energy absorption at impact offsets.   

CONCLUSIONS 
The percent at which the football helmet reduced dynamic 
response decreased with horizontal impact offsets from CG. 
Therefore, the geometric thickness and shape of a helmet may 
not appropriately account for decreasing energy transfer at 
horizontal impact offsets. Future research should investigate 
how the of the design of a football helmet responds to vertical 
impact offsets. Additional research should also discover 
methods to optimize the geometric shape and materials that 
make up football helmets, such as shell and liner material.    
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INTRODUCTION  
Stress fractures are a common cause of pain in runners, it 
has been reported that 55% of stress fractures of the foot and 
ankle occur in the metatarsals [1]. An explanation for this 
this observation might be found in foot morphology. From a 
mechanical standpoint, runners with a shortening of the first 
metatarsal relative to the second will experience a greater 
load onto the other metatarsals during forefoot contact, 
which may increase the risk of stress fractures [2]. 
Therefore, when running barefoot, runners with a shorter 
first metatarsal might unconsciously prefer heel running, to 
minimize load on metatarsals. The aim of the present study 
was to investigate if foot morphology influence running foot 
strike pattern.  

METHODS 
Forty healthy recreational runners where recruited for this 
study (Thirty-two males and eight females and the means ± 
SD for the group was: Age: 25.6 ± 6.3 year, Height 178.9 ± 
6.6 cm and Weight 76.5 ±10.6 kg). Participant’s toe length 
difference was quantified by 3D scanning (Dream GP Inc, 
Osaka Japan) (Figure 1) measuring the length from heel to 
the tip of hallux and subtract it from the length from the heel 
to the digituss pedis II. Protocol: After a 4-minute warmup, 
participants ran barefoot at a fixed speed of 12 km/h for 2 
minutes on a treadmill (Woodway Pro XL, Woodway, 
USA), the last 15 running cycles where filmed by a high-
speed camera (Basler acA2000 – 349km, Basler AG, 
Germany) with 200 Hz. 2D analyses were performed in 
Kinovea (V 0.8.24, France). Ankle angle: was determined 
from three markers placed on the head of first metatarsal, 
medial malleus and medial tibia at the height of tibia 
tuberosity. Medial foot strike angle: was determined as the 
angle between the floor and a line formed by two markers 
placed on the head of first metatarsal and calcaneus, in a 
fixed height of 19 mm above the ground.  

RESULTS AND DISCUSSION 
Results show no correlation between toe length difference 
and ankle angle r = 0.008, p = 0.97 or toe length difference 
and medial foot strike angle r = 0.032, p = 0.84. Additional 
Kruskal Wallis test showed no difference in foot type and 
ankle angle, p= 0.5 and Medial foot strike angle, p=0.7.   

Results from the present study indicate that runners do not 
use specific foot strike pattern based on toe length 
difference, as no correlation was found between toe length 
difference and ankle angle or medial foot strike angle, or 
difference in groups. The 3D foot scanner can measure a 
difference of 0.1 mm. However, it is not certain that the 

difference in toe length reflects the exact difference in 
metatarsal length. Future studies could use X-ray to 
determine the exact metatarsal length.  

Figure 1: A: Foot in 3D scanner. B 3D file of foot. C: 
measurement of foot length and metatarsal length. 

CONCLUSIONS 
The results of this study indicate that there is no relationship 
between metatarsal length and foot running strike pattern. 
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INTRODUCTION  
Wearable technology systems (WTS), such as the Xsens 
MVN system have emerged, allowing an unrestricted, three-
dimensional analysis of performance, in both laboratory and 
field environments [1]. These systems overcome limitations 
within traditional biomechanical analysis techniques, 
allowing for ‘real-world’ testing scenarios, such as measuring 
rugby or soccer kicking infront of goal, to improve the 
ecological validity of biomechanical findings.  

WTS have been shown to have acceptable levels of 
concurrent validly when measuring kick-leg kinematics for 
punt kicking (CV%=<4.0%; r=>0.91) in Australian football, 
when compared to a motion analysis (MA) system [2]. 
However, the kick-leg motion for punt-kicking is too 
dissimilar to running mechanics, requiring separate validation 
for other kick types that involve greater segmental rotations, 
such as soccer and rugby place-kicking. 

The aim of this study was to examine the concurrent validity 
of kinematics measured by a WTS against a MA system 
during place-kicking in the rugby codes and soccer.  

METHODS 
Following ethical approval, 20 players (Age:21±3yrs; 
Height:182±6cm; Mass:82±6kg) performed 3 types of rugby 
(5x20m, 5x40m, 5xMax) or soccer (5x12m, 5x20m, 5xMax) 
place kicks towards a target, using their preferred foot.  

The WTS utilized in this research was the Xsens MVN link 
system (Xsens, Enschede Netherlands), which is composed 
of 17 inertial measurement sensors built into a compression 
suit. Each sensor integrates a tri-axial accelerometer 
(±160m.s2), gyroscope (±2000deg.s) and magnetometer 
(±1.9Gauss). Data fusion was made using the Xsens Kalman 
filter (XKF), to estimate sensor orientations and calculate 
full-body kinematics.  

Three-dimensional kinematic measurements were captured at 
240Hz, with concurrent acquisition of the WTS and a 12-
camera MA system (T40-series, Vicon, Oxford, UK). Forty 
reflective markers where attached to the lower extremities [3] 

on the outside of the Xsens suit. Data analysis for both 
systems was conducted in Visual 3D software (C-motion, Inc. 
Germantown, USA), with all kicks analysed from kick foot 
toe-off until the instant before ball contact [2,3].  

Concurrent validity was assessed using mean and standard 
deviations (SD), mean bias, Cohen’s thresholds (ES) 
Pearson’s correlations (r), typical error of the estimate (CV%) 
and 90% confidence limits (CL). 

RESULTS AND DISCUSSION 
Trivial differences between means, good correlations (r= 
≥0.89) and low measurement errors (CV%= ≤9.8%) were 
reported for all parameters between the WTS and MA system 
(Table 1). Results were found to be similar between the rugby 
and soccer place kicks for each parameters.  

The low magnitude of measurement error present in the WTS 
would still allow for true differences between different 
kicking tasks [4] or populations [5] to be detected. Therefore, 
the WTS demonstrated acceptable levels of concurrent 
validity (CV%= ≤9.8%; r= ≥0.89) for all parameters, which 
is consistent with our previous validation of WTS to measure 
punt-kicking in Australian Football [2].  

CONCLUSIONS  
Our findings demonstrated acceptable levels of concurrent 
validity between the WTS and MA system, advocating the 
use of WTS to measure place kicking kinematics in the rugby 
codes and soccer. 
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 Table 1: Concurrent validity of kinematic parameters measured by the WTS compared with a MA system (n=150 per code). 

MA mean±SD WTS mean±SD Mean bias(CL) ES  r CV%(CL) 

Footspeed at BC (m.s-1) R  17.8  ±  1.7     17.6  ±  1.8 -0.2 (0.1) -0.12* 0.89 4.6 (0.5) 
S  16.3  ±  1.9     16.2  ±  1.9 -0.1 (0.1) -0.05* 0.92 4.8 (0.4) 

Minimum knee angle (deg) R  105   ±  10     105   ±  10 -0.5 (0.4) -0.05* 0.96 2.7 (0.2) 
S  104   ±  12     105   ±  11  0.6 (0.4)  0.05* 0.96 3.3 (0.3) 

Shank angular velocity at BC R  1585 ±  232     1587 ±  225  3.0 (5.0)  0.01* 0.99 2.4 (0.2) 
 (deg.s) S  1503 ±  206     1511 ±  199  7.9 (5.5)  0.04* 0.98 2.7 (3.0) 
Thigh angular velocity at BC R  194   ±  80     190   ±  79 -4.8 (2.1) -0.06* 0.98 9.6 (0.9) 
(deg.s) S  116   ±  31     115   ±  32 -1.2 (1.4) -0.04* 0.95 9.8 (0.9) 

BC= Ball contact; R= Rugby codes; S= Soccer; 
*Trivial effect
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INTRODUCTION  
Cycling has been thought to be a low-impact activity for the 
knee joint and has been used in the rehabilitation program 
for patients with cruciate ligament injuries and 
reconstruction.  The cruciate ligaments primarily maintain 
the joint stability with keeping the tibia from slipping 
relative to the femur, so they are commonly injured during 
sport and physical accidents, especially as anterior cruciate 
ligament [1-2].  However, there is few study regarding 
ligament loading during cycling, and the effect of pedaling 
direction on ligament loading still need more discussion [3]. 
In rehabilitative cycling, forward pedaling is often used, and 
only more recently backward pedaling is also proposed. 
With a validation of finite element analysis, the main target 
is to give the subject-specific 3D finite element analysis to 
study the ligament loadings during cycling and discussing 
the effect of the pedaling direction on the ligament loading. 

METHODS 
The knee morphological and kinematic data for FE 
modeling were captured from 5 healthy subjects (males, 
average age 23).  The resistance of the cycling was defined 
as 20 N-m.  Bones and ligaments’ geometric models were 
reconstructed with CT and MRI images respectively.  With 
CT-to-MRI bone contraposition, ligament’s attachment 
positions were labeled on the bone models.  Ligaments were 
constructed and tied to bones.  The bone was modeled as 
rigid and ligaments’ material properties were got from a 
transversely isotropic hyperelastic strain-energy function 
with in vivo records in KT-2000 arthrometer.  The positions 
and orientations of bones from the 3D fluoroscopy image 
contraposition were imported to be boundary conditions of 
bone’s position and rotation.  At the end, whole FE model 
was meshed and analyzed in ABAQUS 6.14.  

RESULTS AND DISCUSSION 
As observed, primary ligament loadings were appeared near 
the top dead center of a cycle in different pedaling direction. 
Ligament loadings decline in crank angle from 0° to 180° 
because of the compressive joint force during the knee 
extension.  During the knee flexion, ligament loadings 
increase because less compressive force and ligaments will 
be responsible for constraining the excessive motion of the 
knee joint.  
In cruciate ligaments, the load of ACL near crank angle 90° 
and 335° were larger in forward pedaling; the load of PCL 
near crank angle 225° was larger in forward pedaling, but 
they were less in crank angle 0° to 135°.  In collateral 
ligaments, the MCL and LCL loads were not apparently 
different in different pedaling direction.  
The cruciate ligaments primarily endure the loading and the 
PCL was endured the largest loading in whole cycling cycle 
significantly.  It is caused by the primarily sagittal plane 

kinematics during cycling and the larger stiffness of PCL. 
Comparing the different pedaling direction, ACL loads are 
larger in forward pedaling commonly, while PCL loads are 
less in low crank angle and larger in high crank angle in 
forward pedaling which is caused by different relative joint 
kinematics. 

Fig.1 Ligament forces during forward and backward 
pedaling for (a)ACL (b)PCL (c)MCL (d)LCL. (Red line: 
forward pedaling, green line: backward pedaling.)   

CONCLUSIONS 
In conclusion, cycling exercise might not be suitable for 
patients with PCL injured or reconstruction.  Meanwhile, it 
confirms that the lower load in ACL during cycling exercise 
and backward pedaling is more suitable for patients of ACL 
injured or reconstruction. 
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INTRODUCTION  
The purpose of this study was to discuss the correlation of the 
ball velocity during baseball pitching and the isokinetics of 
lower extremities including the hips, knees and ankles in 
Chinese Professional Baseball League (CPBL) baseball 
pitchers. 

METHODS 
The subjects were 6 CPBL baseball pitchers aged 25.67±2.06 
yrs, height: 1.8±0.02 m, weight: 82.33±4.32 kg and pitched 
ball velocity: 120.21±7.53 kilometers per hour. This research 
did in the inside place that set the pitcher's plate height 10 cm 
from ground and the net distance 5 m from pitcher's plate in 
pitching direction. The fastest ball velocity is according to 
one of the three strike balls which ball velocity was fast. Use 
Biodex System 4 pro isokinetics strength machine to detect 
the subjects maximum isokinetics strength in angular velocity 
60 o/s, 180 o/s, 300 o/s and 360 o/s on hips adduction/ 
abduction, hips extension/ flexion, knees extension/ flexion 
and ankles dorsiflexion/ plantarflexion. To eliminate any 
effect of variation in body size, isokinetics strength data were 
normalized by dividing it by body mass. All data analyses the 
pitched ball velocity and lower extremities isokinetics 
strength by SPSS 12.0 for windows system with Pearson 
product-moment correlation.  

RESULTS AND DISCUSSION 
The results showed that the maximum isokinetics strength of 
pivot leg hip adduction in angular velocity 180 o/s, 300 o/s, 
360 o/s (r=.815, r=.813 & r=878; p<.05), pivot leg hip 
abduction in angular velocity 180 o/s, 300 o/s (r=.955; p<.01, 
r=.908; p<.05), pivot leg hip flexion in angular velocity in 
60 o/s (r=.890; p<.05), pivot leg ankle dorsiflexion in 
angular velocity 300 o/s (r=.832, p<.05), stride leg hip 

abduction in angular velocity 60 o/s, 300 o/s, 360 o/s (r=.839, 
r=.885 & r=.842; p<.05), stride leg knee flexion in angular 
velocity 300 o/s, 360 o/s (r=.887 & r=.851; p<.05) and the 
pitched ball velocity have correlation (table.1). 
The hip abduction, hip internal rotation and knee extension 
torques of the pivot leg and the hip adduction torque of the 
stride leg when it contacted the ground were significantly 
greater in the high pitched ball velocity groups than in the low 
pitched ball velocity groups [1]. But in this study the 
isokinetic strength did not detect hips internal rotation and 
external rotation, so the study cannot compare with 
references. 

CONCLUSIONS 
The current results indicate that high-ball-velocity is 
characterized by maximum isokinetics strength of lower 
extremities on hips abduction/ adduction specially. The 
present study suggests pitchers can increase maximum 
isokinetics strength of hips abduction and adduction in the 
both legs, and they can increase the ground reaction force. 
Also can increase the transferring energy from lower 
extremities to torso and pitching arm during pitching. Thus, 
the results obtained here indicate that for high ball velocity, 
lower extremities isokinetics strength during pitching plays 
an important role in order to increase the rotation and forward 
motion of the trunk and pitching arm. 
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FLE300 
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INTRODUCTION  
Badminton is a type of racket sport that has been one of the 
most popular sports in the world. Mastery of the overhead 
stroke is the most fundamental requirement to be a skilled 
players. Overhead movement is traditionally divided into 
four phases. They are the wind up, cocking, acceleration and 
the deceleration phase. Successful and efficient overhead 
stroke requires excellent upper extremity coordination as 
well as postural control ability.  

Previous studies related to the overhead movement focused 
on baseball pitching and tennis serving. There are few 
quantitative analyses to characterize the muscle activation 
patterns of the upper extremity as well as the postural 
control properties of the badminton players. The purpose of 
this study was to investigate the differences of the reaction 
time, activation sequence of upper extremity muscles and 
the postural control between experienced and inexperienced 
badminton players performing the overhead stroke 
movements. 

METHODS 
Thirty young healthy subjects were recruited in the study. 
They were divided into two groups, i.e. the experienced (15 
male from the team of university, 7.1±2.6 years of 
experience, 20.6±1.8 years old) and inexperienced (15 male 
without any experience of badminton, 21.6±1.9 years old) 
group. All of them were right hand dominant.  

A 3-axis accelerometer (ADXL377, Analog Devices) was 
embedded in the badminton ball to detect the hitting event. 
An 8-channel surface electromyography (Trigno Wireless 
System, Delsys) was used to measure the activations of the 
upper extremity muscles (infraspinatus: IS, upper trapezius: 
UT, middle deltoid: MD, pectoralis major: PM, biceps 
brachii: BB, triceps brachii: TB, wrist flexor: WF, wrist 
extensor: WE). Two force-plates (Kistler 9260AA6, and 
Bertec 9090-15) were used to record the trajectory of the 
center of pressure (COP) during the initial movement and 
overhead stroke.  

Subjects were asked to stand on the first force-plate initially 
in preparation to catch the shuttlecock. Upon receiving a 
LED light signal, the subject ran to the second force-plate as 
soon as possible in the right-backward direction 3 meters 
away and hit the shuttlecock overhead. It was to simulate the 
overhead stroke during the game while moving from the 
center of the field to the right-back corner. They were 
allowed to practice several times and ten best trials were 
recorded. Four variables were analyzed including the 
reaction time (the time from the light onset to that of an 
initial COP movement), onset of the EMG burst before 
hitting, and the velocity and sway area of the COP. 
Independent t-test was used and significance was set at 
p<0.05. 

RESULTS AND DISCUSSION 
The reaction time in the experienced group (132.725.4 ms) 
was significantly shorter than that in the inexperienced 
group (183.627.6 ms). The firing sequence of upper 
extremity muscles was not significantly different in both 
groups (Figure 1), while the onset of activations were earlier 
in the inexperienced group as follows: IS (583.965.3 ms 
and 645.677.8 ms in experienced  and inexperienced group 
respectively), UT (655.7222.1 ms and 689.2117.4 ms), 
MD (593.4188.6 ms and 678.5120.7 ms), PM 
(332.7150.1 ms and 410.0134.3 ms), BB (539.1191.9 
ms and 604.9121.6 ms), TB (170.897.4 ms and 
251.5133.4 ms), WF (118.7104.9 ms and 228.593.4 ms), 
and WE (545.1174.2 ms and 659.3170.9 ms).  

The velocities of COP from the two force plates were all 
greater in the experienced group (1287.4703.1 mm/s and 
1922.1862.3 mm/s) than in the inexperienced group 
(1035.2401.3 mm/s and 1824.6990.1 mm/s). The sway 
areas were also smaller in the experienced group 
(66381.33267.1 mm2 and 238837.7128057.9 mm2) than 
in the inexperienced group (175141.1162892.3 mm2 and 
265847.6149316.7 mm2). 

Figure 1: Schematic sequence of the muscle activations 
during the overhead stroke in the experienced group. 

CONCLUSIONS 
The performance of the experienced badminton players can 
be characterized as a faster reaction to the target, more 
concentrated muscle activations, rapider body movement, 
and more stable postural control to hit the ball comparing 
with the inexperienced player. Future studies are warranted 
to explore if the training programs aiming at improving the 
specific abilities would help to ameliorate the performance 
in badminton. 
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INTRODUCTION  
Golf is emphasized on coordination and stability of the 
movement in order to have a good performance. The lower 
limbs play a very important role in the performance of the 
down swing during impact. Lower limb mobility affect the 
transmission of lower limb momentum, thus affecting the 
performance of golf speed and distance. The first movement 
of Functional Movement Screen (FMSTM) is Deep Squat 
which assesses mobility and stability of the hips, knees and 
ankles. Many sports events require basic components of the 
deep squat. The deep squat is a movement that challenges 
total body mechanics and neuromuscular control when 
performed properly (3). The FMSTM deep squat movement 
requirement for the full score including: 1. Upper torso is 
parallel with tibia or toward vertical 2. Femur is below 
horizontal 3. Knees aligned over feet 4. Dowel aligned over 
feet (4).  The compensation shown in the movement would 
increase the injury risk, however, it did not show if it will 
reduce the performance.  Therefore, the purpose of this 
study to compare FMS deep squat between compensation 
group and control group to exam the effect on the golf swing 
speed performance.  

METHODS 
Eighteen National Taiwan Sport University Division 1 
man’s golf team golfers. All of them are top amateur player 
in Taiwan. Each subject was actually hit with ten balls using 
a driver. Swing performance data were collected by the Golf 
Achiever Infra golf simulator. The purpose of the report by 
FMSTM first movement (Deep Squat) divided into two 
groups. The Control group (CG) is made up of players 
without compensation. The Compensation group (CPG) is 
composed of compensated action players. Comparing the 
difference in the club speed, driving distance and ball speed 
between the two groups in the golf swing. Scoring criteria 
and guidelines follow Verbal Instructions for the Functional 
Movement Screen by G. Cook at 2006. 

RESULTS AND DISCUSSION 
Ball speed average in the following Figure 1. We found that 
CG average slightly better than CPG. We can found that 
driving distance and club speed were not significantly, but 
ball speed was significantly shown on Table 1.  It represents 
the compensation movement may influence ball speed but 
did not influence club head speed. It may suggest that 
players may still can swing a good club head speed with 
compensation movement.  However, the compensation 
movement may decrease the impact quality to affect ball 
speed performance.  The further study is still need for 
continued to confirm.  The distance did not show the 
difference between groups and it may due to the launch 
angle of hitting, which it should be examined further as 
well. Besides, the ratio of ball speed to club head speed 
present smash factor and related to the amount of energy 
transfer from the club head to the golf ball.  Therefore the 
result show the CPG would decrease the energy transfer 

quality.  Furthermore, Titlist Performance Institute (TPI) the 
swing performance center identified golfers who could not 
perform the deep squat showed 67% with early hip 
extension.  

Figure 1: The mean and standard deviation of ball speed. 

Table 1. Golf speed performace comparsion between 
control group (CG) and compensation group (CPG) 

MEAN STD P value 
Total Driving 

Distance 
CG 260.2 16.2 0.097 

CPG 255.9 18.1 
Total Club Head 

Speed 
CG 107.4 4.4 0.085 

CPG 106.2 5.5 
Total Ball 

Speed 
CG 152.3 6.7 0.031* 

CPG 149.9 7.9 

CONCLUSIONS 
In this experiment, CPG had tendency in reduced ball speed 
and smash factor and it may due to energy transfer and hip 
improper extension, but it need further study to understand 
detail mechanism. In this study, the limited number of 
subjects may not be able to make consistent conclusion, 
more subjects need to be recruited to conclude further. Our 
study suggests that the training should provide to help 
compensation movement correction in order to have better 
golf swing mechanics and energy transfer efficiency. 
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INTRODUCTION  
Determining a runner’s individual ‘typical’ running pattern 
can provide an objective method to monitor and alert the 
runner of ‘atypical’ changes in their gait that may be related 
to injury and/or overtraining. With their portable nature, 
affordable cost, and recent improvements in accuracy, 
sensitivity, and computing power, 3D accelerometer based 
devices have become a popular tool in the field of gait 
analysis and running biomechanics [1,2]. Research has shown 
that 3D accelerometers can accurately detect changes in 
running patterns under experimental conditions [3,4]. 
However, a major limitation with this research is that 
individual running data were aggregated to create “average” 
running patterns for a group of runners, which may not 
identify unique characteristics of an individual runner [5]. 
Therefore, the objectives of this study were to (1) identify 
‘typical’ running patterns for each individual runner using 3D 
accelerometer data, and (2) determine whether ‘atypical’ 
running gait patterns, as a result of different conditions, can 
be detected using anomaly detection. 

METHODS 
A single 3D accelerometer (Shimmer3 GSR+® ± 8g, 
Shimmer Inc., Dublin, IE) sampling at 201.03 Hz was 
securely mounted with semi-rigid elastic straps to the lower 
back of 16 healthy recreational runners (11 Males; Age = 
30.81 ± 11.97; Running Experience = 4.78 ± 3.72 years). 
Participants completed one initial 5-minute run and four 60-
second test conditions on a treadmill. The initial 5-minute run 
was conducted at the runner’s preferred speed, and was used 
to define each runner’s ‘typical’ running gait pattern. The four 
60-second test conditions were then performed in a 
randomized order: (1) preferred speed, (2) preferred speed 
with a neoprene knee brace (McDavid Level 1 Elastic Knee 
Sleeve, Minnetoka, MN), (3) 25% faster than preferred speed, 
and (4) 25% slower than preferred. 

Data processing was performed using customized MATLAB 
8.3 software (The Mathworks Inc., Natick, MA, USA). Raw 
3D acceleration data were filtered using a zero-lag 4th order 
low-pass Butterworth filter with a cut-off frequency of 25 Hz. 
The 3D acceleration waveforms were then separated into 
individual steps using a peak detection algorithm, and each 
waveform was normalized to 100 points. Next, bilateral 
mediolateral, anteroposterior, and vertical acceleration 
waveforms were combined into one vector for each stride (m), 
which created an m-by-600 matrix for each runner. A one-
class support vector machine (SVM) was used to identify 
each runner’s ‘typical’ gait pattern based on the m-by-600 
matrix based on the 5-minute initial run. The four test 
conditions were then examined to determine the percentage 
of strides that fell outside of this ‘typical’ pattern and were 
thereby deemed atypical (‘anomalous’) strides for each 
runner. A repeated-measures ANOVA (p < .05) was used to 
determine if the percentage of anomalous strides was 
significantly different between the different conditions. 

RESULTS AND DISCUSSION 
The percentage of ‘atypical’ strides compared against the 
‘typical’ training set was significantly affected by the running 
condition, F(3,5) = 19.16, p < .001. Further post hoc analyses 
revealed that the percentage of ‘atypical’ strides was 
significantly higher in slow and fast conditions compared to 
the ‘preferred speed’ test condition (p < 0.05); however, 
although there were more ‘atypical’ strides in the ‘preferred 
speed with knee brace’ compared to the ‘preferred speed no 
brace’ conditions, this differences was not significant (p > 
.05) (see Figure 1). 

Figure 1: Percentage of Strides defined as ‘Atypical’ by the 
One-Class SVM. 

CONCLUSIONS 
We were able to use 3D acceleration data and a one-class 
SVM to accurately identify subject-specific ‘typical’ and 
‘atypical’ running gait patterns under different speed 
conditions. Specifically, our method was able to detect 
significant differences in the percentage of ‘atypical’ strides 
due to changes in speed (+25% and -25%). However, we did 
not find a significant difference in ‘atypical’ strides when the 
knee brace was introduced. Further research should apply 
similar methods but in other conditions to continue in the 
development of a way to provide runners with valuable 
information as to whether changes in running gait patterns 
have changed as a result of injury and/or overtraining.  
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INTRODUCTION  
Running is a popular sporting and recreational activity in 
which the body undergoes repetitive, high impact loads that 
can be twice the loads observed in walking [1]. Repetitive 
loading of the knee joint can increase the likelihood of 
overuse injuries such as Patellofemoral pain which is the 
most widespread pathology in runners [2]. While knee 
loading in running can be reduced with increased stride 
frequency (SF) there is an associated increase in hip muscle 
loading during the swing phase [3].  

Given this reorganization in muscle loading, we hypothesize 
that higher and lower SFs will be associated with greater 
changes to proximal leg muscle activation compared to 
distal leg muscle activation. The aim of this study was to 
test this hypothesis by quantifying the effects of running SF 
on biceps femoris (BF), vastus lateralis (VL), gastrocnemius 
(GAST) and tibialis anterior (TA) muscle activation. 

METHODS 
Twelve trained runners volunteered to take part. Participants 
mean (±SD) age(yrs), height(cm), body mass(kg), and 
personal best 10km time (minutes) were 27.3(7.2), 
178.2(6.7), 68.4(7.9), and 34.9(3.9). The study was 
approved by the university ethics committee and all 
participants signed an informed consent form. Participants 
visited the laboratory on two occasions. 

Preferred SF was obtained in visit 1 using 3D kinematic data 
(Vicon, Oxford Metrics Ltd., England) collected at 240Hz 
during one minute of running at 13km/h [4]. In the second 
visit, participants performed 3x5-minutes of running at 
13km/h adopting three different SFs. The SFs for these 
bouts were timed using a digital metronome (NCH 
Software, USA) which was tuned to a) the preferred SF 
from visit 1, and b) ±8% of preferred SF. Bout order was 
randomised with 4 minutes recovery. Electromyography 
(EMG) data were collected for 30 seconds during each bout. 

EMG data were recorded using a Delsys Myomonitor III 
(Delsys Inc., USA) at 1000Hz. Electrodes were placed over 
BF, VL, GAST and TA of the right leg. Mean amplitude 
values (MAVs) were calculated for each muscle for the first 
and second half of the gait cycle then normalised to the 
maximum recorded value. ANOVA with repeated measures 
were used to test for effects of SF on BF, VL, GAST and 
TA MAVs (SPSS V.20, IBM Corporation, USA). Effect 
size was estimated using Cohen’s d. Levels of significance 
were set to p=0.05. 

RESULTS AND DISCUSSION 
Significant effects of SF were found in BF and VL muscles 
during the first and second half of the gait cycle (p<0.05, 
d=0.54–1.15) (Figure 1). All effects of SF on GAST or TA 

muscles were non-significant and small (p>0.05; d=0.07-
0.33). In the first half of the gait cycle BF activation 
decreased by 5.3% (d=0.81) at the greatest SF and increased 
by 8.8% (d=0.93) at the smallest SF compared to the 
preferred SF (Figure 1A). Similarly, VL activation 
decreased by 3.5% (d=0.65) at the greatest SF and increased 
by 4.8% (d=0.87) at the smallest SF (Figure 1C). In the 
second half of the gait cycle BF activation increased by 
5.3% (d=0.83) at the greatest SF and decreased by 7.1% 
(d=1.15) at the smallest SF (Figure 1B). In addition VL 
activation significantly increased by 2.2% (d=0.54) at the 
greatest SF and decreased by 2.1% (d=0.45) at the smallest 
SF, although the latter was not significant (Figure 1D). 

Figure 1: A and B show MAVs for BF during the first (A) 
and the second half (B) of the gait. C and D show MAVs for 
VL during the first (C) and the second half (D) of the gait 
cycle. * indicates a significant difference from preferred SF. 

CONCLUSIONS 
The results show that one of the neuromuscular adaptations 
to altered SF during treadmill running is an associated 
change in the magnitude of BF and VL muscle activation – 
the most proximal leg muscles tested in this study. This 
indicates that BF and VL play a role in the regulation of 
preferred SF, possibly in order to balance the need to 
regulate angular velocities in the swing phase against the 
requirement to regulate braking forces during stance. 
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INTRODUCTION  
In the field of biomechanics, human movement is often 
analyzed in relation to the motion used in sports, such as golf 
and cycling [1,2]. However, it would be useful for sports 
coaches if a reliable motion prediction method could be 
established for situations where the geometric and/or inertial 
features of the tool used in analysis are changed. For example, 
if it were possible to predict how the torque or muscular 
tension changes when the position of the bicycle saddle or 
handlebars is changed, it would be possible to determine a 
superior position for a cyclist to adopt to achieve a higher 
performance. This prediction method could also consider the 
skill characteristics of individuals. For example, as joint 
torque during pedaling motion generally varies with 
competitive level and the pedaling habits of individuals, there 
are inevitable changes in torque due to alterations in the 
cyclist’s position and that this varies between individuals. To 
date, limited studies have been conducted on such personal 
differences using a quantitative approach based on 
biomechanics. 

METHODS 
Joint torque is described as

ሺ݄ሻ࣎ ൌ ௗሺ݄ሻࢌሺ݄ሻࡶ  ሺ݄ሻࡷ (1) 

where h is change of saddle height measured from a reference 
position; ࣎ is joint torque, which is an assumed function of h; 
 ௗ is the reaction force from the pedal; andࢌ ;is Jacobian	ࡶ
ࡷ  is a kinematics term. To investigate the joint torque 
response to h, Equation (1) is partially differentiated with 
respect to h as 
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The first term denotes the torque required to keep the pedal 
reaction force the same as that at the reference position 
(“Component 1”); the term ࢌௗሺ0ሻ  shows the reaction 
force distribution at the reference position and the unique 
pedaling characteristic of the individual; the second term 
shows the torque change component when the pedal reaction 
force is changed, assuming that the same geometry as that of 
the reference position is maintained (“Component 2”); and 
the third term is the inertia term (“Component 3”)  
To investigate the contribution of each term to torque change, 

a pedaling experiment was performed on 18 healthy cyclists. 

RESULTS AND DISCUSSION 
A significant linear relationship was confirmed between h and 
joint torque. Accordingly, the decision to use partial 
differentiation with respect to h shown in Equation (2) is 

justified. Figure 1 shows the change in the knee joint torque 
change rate to h and its components. It is evident that 
Component 1 is dominant in the case of the knee joint, and 
this trend is nearly the same regardless of the competitive 
level of the subjects. The contribution of Component 1 is also 
dominant for the hip joint, which means that the ࢇࢊࢋࢌሺሻ 
term in Equation (2) is still functional, even when h is 
changed. The term ࢇࢊࢋࢌሺሻ  shows the reaction force 
distribution at the reference position, but it also shows the 
unique pedaling characteristic of the individual, therefore, 
personal characteristics affect the joint torque change rate, 
even when h is changed. 

Figure 1: Change rate of knee joint torque and its components. 

CONCLUSIONS 
This study analyzes joint torque change in cyclists during 
pedaling motion when geometrical conditions are changed, 
and the following conclusions are obtained. 
1) A method for decomposing the rate of torque change into

causal factors is proposed. Decomposition is performed to 
identify Component 1, which is forced to change in 
accordance with geometrical change; Component 2, which 
reflects control; and Component 3, which reflects the 
change in inertial force. 

2) It is found that the contribution of Component 1 is large
for the hip and knee joints. 

3) This method provides useful information for joint torque
prediction and for identifying proper human motor task
models.
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INTRODUCTION 
Quantitative assessment of motion in wheelchair court 
sports has recently begun receiving greater attention [1, 2]. 
This includes linear and rotational acceleration, both of 
which are key propulsion parameters for performance in 
sports such as wheelchair rugby (WCR) [2]. The ability to 
change direction quickly is crucial, and is dependent on 
athlete impairment, particularly hand and trunk function [3]. 
Improving this acceleration would enable athletes to more 
quickly manoeuvre around the court, increasing their 
opportunities both for scoring and preventing opponents 
from scoring. Understanding pressure distribution within 
the chair may allow athletes to improve their turning 
capabilities; however, to date there have been no 
investigations into how the pressure distribution changes 
during on-court performance. Here, we aimed to provide an 
initial exploratory assessment of a method to measure 
pressure distribution using a common agility test in WCR. 

METHOD 
An elite, experienced 3.0-point WCR player completed two 
Illinois agility tests while a pressure mat (XSENSOR 
LX100; Calgary, Alberta, Canada) monitored peak pressure 
and contact area at 4Hz, using Foresite SS software (version 
1.0.16.20481). The player was experienced at the test as it 
formulates a regular part of their training program. The thin 
(6mm) pressure mat was placed on the seat ensuring the 
athlete perceived no changes to seating conditions or 
performance. Prior to data collection, the mat was placed 
flat, such that no artefacts due to crinkling were evident 
during initial settling time. 

RESULTS AND DISCUSSION 
Figure 1 shows an example of the peak pressure 
distributions during left (a) and right (b) turns; where it is 
shown that the athlete shifts pressure to the direction of the 
turn, shown by the increased region of high pressure (red). 
Peak pressure increased for turns in both directions 
compared with a stationary measure taken at the start of the 
trial. For the left turn, a peak pressure of 22.14kPa was 
reported (13% increase), while the right turn produced 
25.61kPa (30% increase), compared with 19.57kPa for the 
stationary measure. In addition, the contact area increased 
by 3% and 5% for left (0.1279m2) and right (0.1313m2) 
turns respectively, compared with the stationary measure 
(0.1247m2). The greater increase in peak pressure and 
contact area for the right turn indicate that it was likely 
sharper than the left turn, with the athlete able to adjust their 
pressure distribution for different turning requirements. 
This is reflective of the path of the athlete during the agility 
test, where the beginning and end of the weave section were 
performed using right turns and hence greater wheelchair 

rotation occurred. The ability to discern differences in 
contact area and pressure for left and right turns of equal 
size, may assist in chair design or strength and conditioning 
programs to minimise any undesirable athlete asymmetry. 

   (a) Left turn                          (b) Right turn 
Figure 1: Peak pressure distribution during left and right 
turns, where red represents regions of high pressure. 

While it was possible to view key performance points (e.g., 
left and right turns during an agility test), for pressure 
mapping to be a more effective assessment tool, systems 
with higher recording frequency and improved numerical 
analysis are required. This would include a pressure value 
for each sensor, allowing variables such as the centre of 
pressure to be determined. These measures would allow 
transient analyses of pressure within a stroke for both linear 
and agility motions, or following seating interventions, than 
currently available. While this case-study provided some 
initial insights into pressure distribution, trunk function of a 
high-point player is significantly greater than a large 
proportion of WCR players. Further work is needed to 
understand the effects of small pressure changes on 
performance, as well as focusing on a greater range of trunk 
impairments. 

CONCLUSION 
Pressure distribution of a single high-point player 
completing an agility test was investigated, with clear 
changes in pressure evident through qualitative and 
quantitative measures. Further work and improved 
equipment is required to provide more detailed assessment 
of pressure distribution during wheelchair court sports. 
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INTRODUCTION  
Ball tracking is a critical aspect in 3D motion analysis for 
certain sports [1, 2]. In the sport of football (soccer), 
methods have been developed to track and calculate the 
trajectory and rotation of a ball in the analysis of free kicks 
[3, 4]. These methods tracked a moving ball in the air 
analysing various ball flight characteristics at specific 
points of interest. However most were over small temporal 
and spatial scales and used a small number of markers (<5) 
to track the ball. There is a paucity of literature on tracking 
and calculating the path of a ball rolling on the ground using 
3D motion analysis in sport. The previously developed 
methods were not considered suitable for tracking the 
trajectory of a rolling ball through 3D space due to issues 
such as frequent occlusion of most ball markers, an 
insufficient number of markers tracked per frame and 
having to manually label all ball markers in each frame. 
Therefore this pilot study set out to develop a new method 
based on using a point cloud on the time series data to 
address previous limitations and contribute novel solutions 
to the problem. 

METHODS 
20 Vicon cameras (Vicon Motion Systems, Oxford) were 
used to track a FIFA approved football (2016 Euro replica 
ball, ADIDAS) and a participant who interacted with the 
ball using the University of Western Australia (UWA) 
lower body and torso model [5], at a sampling rate of 250 
Hz. Twelve pieces of retroreflective tape (2 cm2) were 
placed on the surface of the ball. A custom MATLAB 
(Mathworks, Natick, Massachusetts, USA) script was used 
to extract the ball marker data in order to calculate the path 
of the ball and then write that path back to the C3D file in a 
new marker channel. This enabled the path to be treated as 
a new marker, visible in Vicon Nexus and Vicon 
Bodybuilder software.   

Due to the methodological challenges of tracking a rolling 
ball it was not possible to label each of the ball markers in 
post capture data processing as the occlusion of most of the 
ball markers in any frame caused the recorded ball markers 
to be fragmented over a number of marker channels in the 
C3D file and only show the “top” few markers of the ball in 
any frame. The trial C3D file contained both the data from 
the markers on the participant and the markers on the ball. 
This required processing of the whole file as a point cloud 
which enabled the identification and separation of the ball 
marker data from the participant data.  The ball path 
calculation was based on the following assumptions (i) the 
dimension of the ball being relatively constant (ii) the ball 
marker data and participant data clustering together 
consistently enabling distinct marker paths to be followed 
and (iii) the majority of the participant body markers being 
generally visible throughout the entire trial. The solution 
consisted of following each of the markers over time to 
create a path for each marker. The algorithm was applied to 
look forwards and backwards from specific key frames to 
deal with the frequent occlusion. Following each marker 

forward and backward until all the available path was 
discovered enabled the collection of all the paths within the 
point cloud.  Where marker path segments were small and 
scattered far away from the known ball diameter or were 
single frames, allowed them to be discarded as ghost 
markers/noise. The algorithm using the above mentioned 
assumptions was then able to remove the participant body 
data to leave only the valid ball markers. A geometric 
solution and an averaging solution were developed to 
calculate the path of the ball from the identified ball data. 
The geometric solution used a sphere fitting algorithm 
which required a minimum of four valid markers per frame. 
This was used to fit a sphere to the valid data points in a 
frame and calculate the centre of the sphere, which 
represented the path of the ball. The averaging solution was 
used to average the positions of all the valid markers in a 
frame and then apply a smoothing function to clean the path 
of the ball over time.   

RESULTS AND DISCUSSION 

Figure 1: (Left) Point cloud of raw data paths of participant 
and ball markers. (Right) Isolated ball marker data and 
calculated path in black. 

The solution deemed, ‘visually’, to be the most appropriate 
was the marker averaging solution and is depicted in figure 
1. This resulted in a robust ball path which was recorded for
later analysis.  To our knowledge this study is the first to 
utilise this method for this specific type of task. 

CONCLUSIONS 
The processing of a C3D file using the point cloud method 
has advantages over previous methods by eliminating any 
need to label specific markers as well as using an algorithm 
to isolate valid ball markers for the calculation of the path. 
Being able to calculate a ball path and saving this data as a 
new marker opens up possibilities to analyse player to ball 
interactions in research using 3D motion analysis. 
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INTRODUCTION  
Sprint canoe is competed over 200-m, 500-m, and 1000-m 

distance. Theoretically, canoe velocity (Vc) is a product of 
stroke rate (SR) and displacement per stroke (DPS). 
However, previous study has not been reported these
parameters for junior paddlers. Therefore, the purpose of 
this study was to clarify the race profile and stroke 
parameters in the junior paddlers of the 200-m sprint 
canoeing. 

METHODS 
 We analyzed 40 junior male canoe single (C1) paddlers 
(Race time: 48.380 ± 2.836 s, ranging from 42.799 to 54.231 
s). Also, paddlers were divided into high-level (n=11, Race 
time: 44.990 ± 1.227s) and low-level (n=11, Race time: 
51.945 ± 1.190s) groups according to race time. The race 
movies were taken at the Japan Canoe Sprint Junior 
Championship in 2015 in Fujikawaguchiko-machi using 
three video cameras (Sony Handycam HDR-PJ800, Sony 
Inc., Tokyo, Japan, and 60fps). Video cameras were 
positioned on the front of the 25m section of all 9 courses 
that are all based on the buoy installed in 25m intervals on 
the course. Video for each kayaker was analyzed frame-by-
frame in Apple QuickTime Pro. During the competition, 
three parts of race course; 0-25m (Initial part), 100-125m 
(Middle part), and 175m-200m (Final part) were selected for 
the analysis of parameters such as Vc. Vc was calculated by 
dividing the each part distance (25m) by the 25m interval 
times, thus,  

Vc = 25 / interval times          (1)  

The SR (strokes/min) was calculated as 

SR = 60 / (3 stroke times / 3 strokes)    (2) 

Further, we calculated DPS (m) by  

DPS = Vc × (60 / SR)    (3) 

Pearson’s correlation coefficients were used to examine the 
relationships between Vc, SR, and DPS in all paddlers. 
Further, the two-way repeated ANOVA was performed to 
examine the effect of different groups and sections on Vc, 
SR, and DPS. A Bonferroni post hoc multiple comparison 
test was performed if a significant main effect was observed. 
In each statistical analysis, the level of significance was set 
to be p < 0.05. 

RESULTS AND DISCUSSION 
A significant positive correlations were found between Vc 

and SR (Initial part: r = 0.448, p < 0.01, Middle part: r = 
0.447, p < 0.01, Final part: r = 0.537, p < .0001). A 
significant positive correlation was found between Vc and 
DPS (Initial part: r = 0.396, p < 0.05, Middle part: r = 0.424, 
p < 0.01, Final part: r = 0.309, p > 0.05). Vc and SR of 

initial, middle, and final part was significantly higher in the 
high-level group (p < 0.05). These results of the presents 
study agrees with past findings that SR was significantly 
related to kayak velocity in adult kayaker, where higher SR 
was due to the decrease water phase time [1]. DPS was 
significantly higher in the high-level group only at the 
middle part (p < 0.05). According to a previous study, SR of 
international adult kayakers was higher than in the national 
kayakers [2]. It might be suggested that the difference in 
canoe performance time differences high- and low-level 
paddlers can be maintain attributes to SR. 
 

Figure 1: Relationship between canoe velocity (Vc) and 
stroke rate (SR) or displacement per stroke (DPS) for three 
parts of race course (Initial part: 0-25m, Middle part: 100-
125m, Final part: 175-200m). 

CONCLUSIONS 
For junior paddlers, key factor to improve the performance 

in the 200-m sprint canoeing is to increase the stroke rate 
without loss of the displacement per stroke. 
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INTRODUCTION  
Tightness of the iliotibial band (ITB) is commonly present 
in marathon runners, leading to abnormal patellar position 
[1]. Stretching exercises of the ITB is suggested as part of 
warm-up and cool-down exercises for runners to prevent 
from its tightness [2]. Clinically, iliotibial band releasing 
taping (ITBRT) has been employed as an alternative method 
for releasing a tight ITB and has showed some effects [3]. 
However, it is unclear whether extensibility of the ITB is 
really changed after ITBRT.  

The shear wave elastography (SWE), a new imaging 
technology, has been used to measure tissue stiffness [4]. 
The purpose of this study, therefore, is to examine the 
efficacy of ITBRT using SWE. Significance of this study 
provides a new insight into release of ITB.  

METHODS 
Ten healthy participants (3 females and 7 males) with 
regular exercise were recruited in this study. Extensibility of 
the ITB was verified by the modified Ober’s test. Two 
sessions of taping within a 7-day interval, including ITBRT 
and sham ITBRT separately, were applied to the area over 
the distal ITB. The stiffness of the ITB was evaluated using 
SWE and the result of the modified Ober’s test was 
quantified as the angle of hip adduction using a fluid-filled 
inclinometer. 

The participants were asked to lie in the supine position with 
knee extension for 10 minutes for preconditioning. One of 2 
interventions was randomly employed and the other one was 
performed seven-day later. All outcome variables were 
measured 3 trials before and after intervention and averaged 
values were used for statistical analyses. 

Demographic data of all participants were analyzed using 
descriptive statistics. A 2 × 2 analysis of variance with 
repeated measures was used to examine the relationship 
between taping condition (ITBRT vs. sham ITBRT) and 
time (pre- vs. post-intervention) for stiffness of the ITB and 
hip adduction angle in modified Ober’s test.  

RESULTS AND DISCUSSION 
Comparing pre- and post- ITBRT data, significant 
improvement was found in stiffness of the ITB (p=0.001) 
for the ITBRT group, but no significant change for the sham 
group (p=0.253). However, hip adduction angle in the 
modified Ober’s test remained similar (p=0.370) between 
two groups. 

Taping on the ITB for 1 hour provide a translator force to 
stretch the ITB, resulting in significant decrease in stiffness 
after taping. There was no significance on shame group 
indicates no psychological effect.  

Figure 1: Stiffness after ITBRT and sham ITBRT 
conditions in all participants. Blue bar represents pre- taping 
and green bar represents post- taping.  

CONCLUSIONS 
Results of this study suggest there was satisfying immediate 
effect due to ITBRT in individuals with regular exercise, 
indicating significant changes in tissue extensibility. It 
provides solid evidence in release of ITB using taping. 
Further studies will direct to examine the effect of taping on 
individual with tightness of the ITB. in addition, finding 
needs to be confirm using a big sample size, and ITBRT will 
have to compared with standard conservative treatment 
options.   
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INTRODUCTION  
Muscle weakens with age, making it more difficult for the 
elderly to engage in daily activities. Tai chi chuan is a form 
of aerobic exercise that combines self-defense, stretching, 
and its related movement and intensity can be adjusted for 
individual learners. Thus, tai chi chuan is a suitable exercise 
for the elderly. Past studies have shown that tai chi chuan 
helps delay the functional declines in daily activities 
involving gait and balance and improves lower extremity 
muscle strength in the elderly [1,2]. 

The countermovement jump (CMJ) is a dynamic extremity. 
This assessment could be used to estimate muscle strength 
and power performance in older adults. Both components of 
muscle power, muscle force and contraction velocity can be 
observed during a maximal CMJ. Many studies have 
reported that muscle strength of lower limbs could be 
enhanced through Tai Chi training. However, these studies 
have largely examined isometric or isokinetic strength of 
single lower extremity joints. These strength assessments do 
not address muscle power output during a dynamic, 
multijoint, weight bearing task such as required in the CMJ. 
Therefore, the purpose of this study was to investigate 
biomechanical effects of tai chi chuan on the lower-
extremity in the elderly during countermovement jump. 

METHODS 
Twelve elders with regular Tai Chi exercise experience (tai 
chi chuan group: age: 71.1 ± 5.6 years old, height: 162.8 ± 
6.4 cm, mean weight: 56.7 ± 6.3 kg) and twelve healthy 
elders (healthy group: age: 69.0 ± 3.8 years old, height: 
160.3 ± 5.7 cm, weight: 59.2 ± 6.9 kg) participated in this 
study. The tai chi chuan group included five men and seven 
women, and the healthy group included four men and eight 
women. The tai chi chuan group have practiced the Yang 
long-form of tai chi chuan that consisted of 108 postures at 
least five days a week for more than two years, whereas the 
participants in the healthy group engaged in recreational 
activities such as walking, jogging, or hiking from time to 
time. 

Ten infrared cameras (Vicon MX13+, 250 Hz) and a force 
plate (Kistler 9281: 60×40 cm, 1000 Hz) and Visual 3D 
were used to collect and analyze the kinematic and kinetic 
parameters. Forty-five retro-reflective markers were 
attached on the anatomical landmarks according to the plug-
in-gait model. Kinematic data were low-pass filtered at 6 Hz 
using 4th order zero-lag Butterworth filters. Force plate data 
were low-pass filtered at 50 Hz. 

The data are reported as the mean and standard deviation. 
An independent-samples t-tests was used to compare the 
effect of tai chi chuan on the performance of a standing 
vertical jump between the elderly. 

Table 1: Biomechanical variables during the counter 
movement jump. 

Note: * indicates a significant difference (p < 0.05). 

RESULTS AND DISCUSSION 
Table 1 show the tai chi group have significantly greater 
jump height, body COM velocity at takeoff, peak hip 
angular velocity, peak knee moment, peak ankle power 
during the jump than the control group. These findings 
support our hypothesis that Tai Chi group had greater jump 
height during air phase. 

These results shows that tai chi elderly appears to have 
better capacity to generate muscle strength and power 
during countermovement phase. This better jump ability 
may due to the effect of regular long-term traditional Yang’s 
Tai Chi exercise. The specific movements, such as two-leg 
deep squat, jumping, and one-leg deep squat are required in 
108-forms of Yang’s Tai Chi exercise. These movement 
forms provide an exercise training stimulus for lower limb 
muscle groups. In this study, those who had regular and Tai 
Chi exercise may have maintained or even enhanced low 
extremity joint muscle strength and joint power.  

CONCLUSIONS 
This study showed that elderly who practice tai chi chuan 
over the long term squatted in a slower and steadier manner, 
greater lower extremity muscle and have better greater jump 
ability. We recommend that the elderly engage in the long-
term regular practice of tai chi chuan to improve their lower 
extremity muscle strength and delay the age-related 
degeneration of the lower extremity muscles, thereby 
slowing down the decline in daily activity performance and 
reducing the risk of fall. 
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Tai chi 
chuan 

Healthy 

M±SD M±SD 

Jump height (m)* 0.13±0.03 0.09±0.03 
COM velocity at 
takeoff(m/s)* 

1.72±022 1.40±0.26 

Peak hip angular 
velocity(deg/s)* 

-384.94  
±56.41 

    -331.67  
±62.75 

Peak knee moment 
(N*m/Kg)* 

1.16±0.26 0.94±0.22 

Peak ankle power (W/Kg)* 24.85±4.66 21.41±5.49 

Peak COM Velocity (m/s)* 2.16±0.20 1.86±0.28 
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INTRODUCTION 
Concussions are a problem in competitive sports, whereby 
participation in contact sports, such as rugby, increases 
risk of sustaining a head injury. In rugby league, there are 
between 8.0-17.5 concussions/1000 player hours, 
representing roughly 10-15% of all injuries [1]. Shoulder, 
head, and hip are reported to be the most common regions 
that impact the head and are responsible for the greatest 
number of concussive injuries in the sport [2]. Research 
has been conducted in an effort to describe incidence and 
mechanisms of concussive injury in rugby, however, little 
is known about the biomechanics of head injury in the 
sport [3]. To develop effective interventions for reducing 
the incidence of injury, research must first be targeted at 
understanding the differences between injury events. 
Therefore, the purpose of this study was to determine 
whether there are differences in peak dynamic response 
between common injury events that lead to concussive 
injury in professional men’s rugby league. 

METHODS 
297 impact videos from the 2013-2015 seasons of National 
Rugby League game footage (www.nrl.com) were 
reviewed of which twenty-seven (27) met inclusion 
criteria. Three distinct head injury events associated with 
the most common concussive injuries were recorded and 
reconstructed in the Neurotrauma Impact Science 
Laboratory: (1) hip-to-head (n=7), (2) head-to-head (n=9) 
and (3) shoulder-to-head impacts (n=11). Video analysis 
using Kinovea software 0.8.20 (open source, Kinovea.org) 
was used to determine velocity and location of impact 
from video of actual concussive injuries diagnosed by 
team doctors. The Hybrid III 50th percentile adult male 
head form was equipped with nine single-axis Endevco 
7264C-2KTZ-2-300 accelerometers (Endevco, San Juan 
Capistrano, CA) used for all reconstructions to measure 
three-dimensional motion of the head form during impact 
[4]. The head form was attached to a sliding table via an 
unbiased neck form. Head-to-head impacts were 
reconstructed in this study using a pendulum system [5], 
while hip and shoulder-to-head impacts were reconstructed 
using the pneumatic linear impactor [6]. Dynamic 
response (DR) data were presented in terms of means and 
standard deviations of peak resultant linear and rotational 
head accelerations. One-way ANOVAs were used to 
compare DR between injury events.  

RESULTS AND DISCUSSION 

There was a significant effect of injury event on peak 
resultant linear acceleration [F(2, 78) = 109, p <.01] and 
peak resultant angular acceleration [F(2, 78) = 66.9, p<.01] 
for the three events. Post hoc comparisons using the Tukey 
HSD test indicated that the mean peak linear head 
acceleration data for the head-to-head condition (M = 205, 

SD = 88.2) was significantly higher than the hip-to-head 
condition (M = 24.7, SD = 12.13) and the shoulder-to-head 
condition (M = 24.2, SD = 11.84). Post hoc Tukey HSD 
test indicated that the mean peak angular head acceleration 
data for the head-to-head condition (M = 15890, SD = 
8030) was significantly higher than the hip-to-head (M = 
2650, SD = 876) and shoulder-to-head conditions (M = 
3276, SD = 1185) (Figure 1). The hip-to-head condition 
did not significantly differ from the shoulder-to-head 
condition with respect to linear or angular acceleration. 

Figure 1: Peak resultant rotational acceleration of head-to-
head, hip-to-head and shoulder-to-head injury events. 

Each of the common injury events have different 
combinations of the input variables: mass, compliance, 
velocity, and location of impact. Head-to-head collisions 
had the shortest duration event (~3ms) of the three injury 
events, while the hip and shoulder injury groups are 
characterized by longer duration (~30ms). While the short 
duration of the head-to-head event creates a large 
magnitude response, the long duration of hip and shoulder 
impacts to the head create a greater relative strain response 
of the brain tissue. As each of the injury events are created 
differently, this study reveals that harm reduction 
interventions should treat each of the injury events as 
distinct groups. This research has implications for 
developing protective equipment but also provides a better 
understanding of differences between the common injury 
events creating concussion in men’s rugby league.

CONCLUSIONS 
Better understanding of the biomechanics of injury events 
and how they relate to risk will help inform decisions 
about interventions and is a first step in developing 
strategies to reduce the incidence of concussion in rugby.  
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INTRODUCTION  
Jump test such as counter movement and squat jump is one 
of the most important tests in order to evaluate whole body 
power output even in alpine ski athletes [1]. Jump 
performance might be mainly ankle joint power output [2]. 
As in alpine ski, ankle joint movement is fixed by wearing 
ski boots, effects of ankle joint fixed during take-off in jump 
performance might be cause by knee and hip joint work 
compared with normal jump performance [3]. 
The purposes of the present study were to estimate the 
contributions of lower extremity joint works by wearing ski 
boots during take-off phase in jump performance.  
METHODS 
Thirteen male college alpine skiers (Age; 20.3 ±1.2yrs, BH;
171.1±3.3cm, BW; 74.1±7.7kg,) were participated in this 
study. We used establish by international ski federation in 
order to evaluate subject’s performance (FIS point : GSL; 
point 64.6±13.1 and SL;point 89.6±25.8). Subjects perfor-
med normal squat jumps (NJ) and squat jump wearing ski 
boots (BJ). Kinematics and Kinetics data were obtained 
from motion capture system (Vicon MX20 Camera×8, 
200fps) and force plates (Kistler 9287B, 1kHz).Anatomical 
land-marker were  attached 35points (Plug-in gait model ) 
on the skin of the subjects.  
Lower extremity (hip, knee, ankle) kinetics data (peak 
torque:Nm, power:W, work:J) was calculated from the 
inverse dynamics methods during take-off phase.  
All statistics analysis was used by paired t-test performed on 
selected means to detect significant differences (effective 
p<0.05) between BJ and NJ (JMP ver . 8.0, SAS inc.). The 
relationship between jump performance and FIS point 
(alpine ski performance) was analyzed by Pearson’s 
correlation coefficients (effective p<0.05). 
RESULTS AND DISCUSSION 
BJ height was a significantly lower than NJ (BJ:20.1±
3.5cm, VS  NJ:36.2±5.1cm, p<0.001). BJ and NJ jump 
height were significantly correlated with GSL FIS point 
respectively (BJ: r=0.595, p<0.05, NJ: r=0.592, p<0.05).  
Jump tests indicated significantly correlated with assessment 
for alpine skier performances. 
Range of motions in BJ condition was significant restricted 
compared to NJ condition (Fig.1a). Peak joint torque was 
not significantly different between BJ and NJ condition 
(Fig.1b). However, peak ankle joint power in BJ was lower 
than NJ condition (Fig.1c). Furthermore, peak knee joint 
power output in BJ condition was greater than NJ condition 
(p<0.01). Ankle joint work in BJ decreased compared with 
NJ condition. On the other hand, hip joint work significantly 
larger than NJ condition (Fig.1d). Therefore, contribution of 
hip joint work on BJ condition might be increased compared 
with NJ condition (BJ:54. 3±15.7% VS NJ:30.7±10.9%, 
p<0.001). In preliminary research [3], dipping of an ankle 
elevated work of knee joint, however this study showed 
different results from it. It was speculated that this 
difference might be associated with ski boot mass and range 
of motion by wearing ski boots. 

Figure 1: Comparison of kinematics and kinetics data 
during take-off phase in squat jump between normal 
jump and ski boots jump conditions. ***: p<0.001, 
**:p<0.01 

CONCLUSIONS 
This study was clearly indicated positive relationship 
between jump performance with wearing ski boots condition 
and alpine ski performance (FIS point). It might be 
suggested that effective ski specific training is recommend 
for limiting excursion of ankle joint so as to generate greater 
hip joint work during take-off phase with wearing ski boots . 
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INTRODUCTION  
The medial longitudinal arch (MLA) of the foot is a key 
structure of the foot and plays a crucial role in the transfer of 
forces through the foot during running. Previous researches 
have stated that the primary support for the MLA comes 
from the plantar fascia [4]. Nevertheless, the excessive 
deformation of MLA cannot provide enough stiffness of the 
foot to exert sufficient propulsive force [3]. We hypothesize 
that foot-arch support insoles could decrease excessive 
deformation of MLA and increase propulsive force during 
running. The purpose of this study was to examine the effect 
of hardness of foot-arch support insoles on kinetics for the 
flatfoot and normal foot during running, respectively. 

METHODS 
Fifteen subjects with flatfoot (age= 22.2±3.0 years, weight= 
75.5±11.3kg, height= 175.2±7.1 cm, BMI= 24.5±2.6 and 
FND= 9.2±1.1 mm) and fifteen subjects with normal foot 
(age= 24.9±4.9 years, weight= 71.5±10.5kg, height= 
172.9±5.7 cm, BMI= 23.8±3.4 and FND= 4.8±0.6 mm) who 
were free from lower extremity injuries volunteered to 
participated in this study. The subjects with flatfoot were 
grouped according to the functional navicular drop (FND) 
which was defined as the difference in navicular heights 
beteen seating and standing performed in a bilateral relaxed 
calcaneal position being greater than 0.7 mm [2]. 

Three running trails were performed at self-paced speed in 
three conditions which were with shoes only (S), with shoes 
and soft foot-arch support insoles (SS, hardness shore D60; 
Hard boot, Foodisc Inc., Taipei, Taiwan), and with shoes 
and hard foot-arch support insoles (HS, hardness shore D65; 
Proactive, Foodisc Inc., Taipei, Taiwan). One force-platform 
(Model OR6-5, AMTI, USA) with 1000 Hz sampling rate 
was located in the middle of a 5-m runway to collect the 
vertical ground reaction force (GRF). The data were 
analyzed using MATLAB software. The subjects were rear-
foot runners. So the impact peak force (IPF) during initial 
contact and propulsive peak force (PPF) during take off 
were analyzed. Loading rate (LR) was defined as the IPF 
divided by the time from heel strike (GRF > 30 N) to IPF.  

Repeated-measures one-way ANOVAs were performed for 
the flatfoot and normal foot, respectively, to compare the 
variables among three conditions. The significance was set 
at α= 0.05. 

RESULTS AND DISCUSSION 
Table 1 shows the mean ± standard deviation of the 
variables for the S, SS and HS conditions of the flatfoot and 
normal foot groups. The flatfoot group showed the 
significant greater PPF in the SS than that in the S. The 
normal foot group showed the significant greater IPF in the 

HS than those in the S and significant greater PPF in the SS 
and HS than that in the S. 

Table 1: Kinetic variables. 
Flatfoot group

Condition S SS HS 

LR  (BW/s) 30.9±11.1 29.31±8.4 32.65±11.1 
IPF (BW) 1.17±0.28 1.18±0.18 1.20±0.21 
PPF (BW) 2.11±0.34 2.20±0.30* 2.20±0.29 

Normal foot group 
Condition S SS HS 

LR (BW/s) 37.27±14.73 35.82±11.99 39.78±17.37 
IPF (BW) 1.26±0.24 1.37±0.25 1.37±0.26* 
PPF (BW) 2.22±0.2 2.30±0.2* 2.32±0.18* 
* indicates a significant statistical difference compared to S.
p< 0.05. 

The major finding of this study was that soft foot-arch 
support insoles can help to increase the propulsive force for 
people with the flatfoot; both the soft and hard foot-arch 
support insoles can help to increase the propulsive force for 
people with the normal foot during running. These may 
confirmed that the foot-arch support structure of the insoles 
could reduce the deformation of medial longitudinal arch to 
provide appropriate stiffness of the foot to exert sufficient 
propulsive force and forceful push-off during running [1,3]. 

Nevertheless, we found that there was great impact peak 
force in hard foot-arch support insoles for people with the 
normal foot. This may expose them to the risk of the lower 
extremity injury.. 

CONCLUSIONS 
People with flatfoot and normal foot can improve their 
running performances using soft foot-arch support insoles. 
The hard foot-arch support insoles may increase the impact 
force for people with the normal foot. The soft foot-arch 
support insoles are recommended for rear-foot runners. 
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INTRODUCTION  
It has been reported that barefoot running may reduce risk 
factors for running-related injuries by lowering impact 
force, loading rate, and strides lengths [1]. However, it is 
unclear if barefoot running is truly ideal for preventing 
injuries. There are several studies examining the effect of 
barefoot running on the lower limb, but the running bout 
was generally very short [2]. Moreover, there are no studies 
evaluating the acute radiologic changes of the foot and ankle 
in response to long-distance barefoot running using 
Magnetic Resonance (MR) Imaging (T2* mapping). T2* 
mapping is a biochemically sensitive modality, which 
allows detecting the earlier changes of the articular damage. 
This case study presents the plantar pressure (pre and post 
5km run) and possible acute radiologic changes (pre and 
post 5km run) of a former professional dancer with no 
previous history of the ankle and foot injury.  

METHODS 
A 40-year-old former female dancer (63kg, 167cm, 22.59 
kg/m2), currently involved in recreational sports activities 
(i.e. yoga, Pilates, and gym), participated in this study. She 
reported no pain and no lower limb injuries at the time of 
enrollment in the study. After obtaining her written 
informed consent form, pre-MR (baseline) scans of the right 
foot (involved T2* maps) were acquired with a 3.0 Tesla 
MR scanner (Siemens Skyra 3T, Erlangen, Germany) while 
she was lying down in a natural position for the foot. MR 
scans were analyzed by OsiriX software.  

Pre-plantar pressure (baseline) was also measured by the 
Novel emed® pressure platform during barefoot running. 
Peak pressure under each region of interest (ROI) was 
obtained from the right foot. ROIs were determined based 
on MR scans, subdividing into nine areas including toe 
regions (T1-5), metatarsal 1-5 (M1, M2, M3, M4, M5), 
midfoot (MD), medial heel (HM), and lateral heel (HL). 
Eight days later 5km barefoot running was performed at a 
self-selected speed on a treadmill. Immediately after, post-
plantar pressure (follow-up) was measured with the same 
methodology as the pre-measurement. Three hours later 
(due to travel time) a post-MRI (follow-up) was obtained.  
The differences in foot pressure of baseline versus follow-up 
were evaluated with a paired t-test (two-tailed) with a 
significance set at p=0.05. 

RESULTS AND DISCUSSION 
After 5km barefoot running, T1-5, M1, M3, M4, and MD 
exhibited a trend of reduced pressure, while the HM and HL 
showed a trend of increased pressure. However, only M1, 
M3, and HM were significant after running (Fig 1). These 
results may not be in accordance with the previous study 

that as barefoot running naturally encourages a midfoot or a 
forefoot strike, the plantar pressure under the metatarsal 
regions should be increased, while the heel region is 
decreased [1]. 

Figure 1: (Left) Mean and standard deviation for peak 
pressure (kPa) from three trials for regions of the foot and 
(Right) T2* map changes in the tibiotalar cartilage in a 
coronal view. A-baseline, B-follow-up. 

A subtle inflammation on the base of the 5th metatarsal was 
identified pre and post run. Based on T2* mapping, the 
medial heel showed visible changes, increasing extracellular 
water level after running, while other regions had no 
changes. Hence, pressure was transferring from the 
metatarsal, toes, and midfoot to the heel regions over 5km 
running probably due to the subtle inflammation on the 5th

metatarsal.  

CONCLUSIONS 
These results suggest that barefoot running (for subjects 
who do not normally run unshod) does modify gait and T2* 
relaxation time on the heel but not on the pre-existing 
inflammation site and hence the pressure pattern on the sole 
of the foot. In this case of a dancer’s foot the gait has been 
modified to off-load the non-symptomatic diagnosed 
inflammation forefoot and metatarsals, and hence increase 
pressure on the heel. Ongoing work is being conducted to 
evaluate these results against non-dancers, professional and 
amateur runners.  
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ROIs 
Baseline Follow-up 

Sig. 
(<0.05) Mean SD Mean SD 

T1-5 117.92 23.68 111.56 14.54 

M1 156.63 3.70 150.47 7.86 * ↓ 

M2 175.22 19.29 181.12 17.99 

M3 222.88 6.68 202.04 9.62 * ↓ 

M4 213.58 6.05 210.78 1.89 

M5 149.02 16.30 155.68 14.17 

MD 104.26 3.13 100.63 17.35 

HM 213.08 17.05 229.13 16.80 * ↑ 

HL 199.65 16.07 205.66 17.52 

A 

B 
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INTRODUCTION 
The focus for the NFL Football Scouting Combine 
evaluation process for most is the on-field 
performance tests. Medical testing is a piece of 
evaluation.An isokinetic dynamometer tests the 
knees of NLF prospects assessing knee health. 
Results from the isokinetic test become part of 
each NFL prospect’s medical profile. While the 
injury assessment is an important part of the 
evaluation process, a lack of incentive for some 
athletes to perform to their highest ability during 
isokinetic testing occurs .Current research has 
examined the relationship between the NFL 
Combine, draft order (drafted and non-drafted), 
and the NFL Combine field assessments [2,3]. 
Through field assessment tests like vertical jump 
and standing long jump, which are used to 
determine power development, athlete 
development, and quantify training room protocols, 
we can determine if a correlation is present 
between isokinetic and these field assessment tests. 
Such correlations would help scouts and team 
owners better gauge athlete ability. The objective 
of this study was to determine whether a 
correlation exists between isokinetic dynamometer 
results and performance in the vertical jump and 
standing long jump.   
METHODS 
Medical records along with strength and 
conditioning testing records of 68 NCAA-I 
2014/2015 football athletes from Marshall 
University were selected. The data were extracted 
from parts of standard athlete testing conducted by 
strength and conditioning and sports medicine staff 
at the University. The study received IRB 
approval. The data extracted from the athlete 
records included the isokinetic test results 
including peak torque, power, and time to peak 
torque for both knees at speeds of 60°/sec and 
180°/sec along with vertical jump distance, and 
standing long jump distance. Isokinetic data was 
allometrically scaled [1]. Correlation and a two-
tailed regression analyzed data. Significance was 
set at the .05 level.  
RESULTS AND DISCUSSION 
Correlation for VJ at 60°/sec included time to peak 
torque in the right hamstring (p= .017, r = .289), 
and time to peak torque time in the left hamstring 
(p= .019, r = .284). Correlation for VJ at 180°/sec 
included peak torque in the left quadriceps 
(p= .012, r = .302), and power in the left 
quadriceps (p= .012, r = .303), peak torque in the 
left hamstring 
(p= .033, r = .259), and power in the left hamstring 

(p= .041, r = .248). Correlation for SLJ at 60°/sec 
included power in the right quadriceps (p= .014, r 
= .295), peak torque in the right quadriceps 
(p= .003, r = .360), peak torque in the right 
hamstring (p= .018, r = .286), and peak torque in 
the left hamstring (p= .022, r = .278). Correlation 
for SLJ at180°/sec included power in the right 
quadriceps (p= .000, r = .475), power in the left 
quadriceps (p= .001, r = .409), peak torque in the 
right quadriceps (p= .000, r = .573), peak torque in 
the left quadriceps (p= .000, r = .482), power in the 
right hamstring (p= .000, r = .417), power in the 
left hamstring (p= .000, r = .413), peak torque in 
the right hamstring (p= .001, r = .402), and peak 
torque in the left hamstring (p= .000, r = .421). For 
VJ at 180°/sec, predictors were power (p=.026) 
and peak torque of the right quadriceps (p=.020) 
and for scaled data, performance predictors were 
power of the right quadriceps (p=.027) and peak 
torque of the right quadriceps (p=.020). Predictors 
for SLJ at 60°/sec were time to peak torque of the 
right hamstring (p=.011), right quadriceps (p=.029) 
and peak torque of the right hamstring (p=.047), 
and at 180 °/sec time to peak torque in the left 
hamstring (p=.046).  

CONCLUSION 
The results of this study found significance and 
indicated weak to moderate correlations exist 
between isokinetic variables at 60°/sec and 
180°/sec and the ability to perform the VJ and SLJ. 
The results of this study indicate that the isokinetic 
variables of power, peak torque, and time to peak 
torque in the muscles surrounding the knee predict 
success in the the VJ and SLJ. Allometric scaling 
is useful for the sport of football with the different 
sized athletes. Isokinetic testing can assist in 
assessing performance in the VJ and SLJ. 
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INTRODUCTION  
One of the shortcomings related to investigating injury 
patterns is the current running protocol under laboratory 
conditions. Within this framework, either only a few strides 
(overground), or treadmill runs are recorded. The use of 
inertial sensors is considered a promising alternative for 
field testing [1]. By combining accelerometers and 
gyroscopes, Inertial Measurement Units (IMU) enable the 
kinematic description of all six degrees of freedom without 
the spatial restrictions inherent to other devices. In contrast 
to the large number of publications applying IMU for 
detecting strides or measuring joint angles, there are only 
few studies examining the validation of inertial sensors for 
measuring frontal plane foot kinematics. Moreover, 
adequate explanations regarding the observed measurement 
error are rare. 

METHODS 
54 recreational runners (33.9 ± 8.2 y, 177.9 ± 7.6 cm, 70.9 ± 
10.1 kg) participated. All subjects completed a single 
continuous treadmill run, running three minutes each at 10, 
12 and 15 km/h. Data was recorded simultaneously using an 
IMU (aims datalogger DX3.2, Xybermind GmbH., 
Germany) and a 3D motion analysis system (MA) (Qualisys 
AB, Gothenburg, Sweden), both sampling at 400 Hz. The 
IMU comprised a triaxial accelerometer (16 g) and 
gyroscope (2000 °/s). The IMU was attached to the heel cup 
in the sagittal plane of the right shoe. The applied MA 
marker set consisted of three retroreflective markers on the 
forefoot and four markers on the rearfoot. Starting times, 
required for synchronization, were defined as the initial 
contact of an instrumented trigger rod in both measurement 
systems. 

Data were pooled across 100 strides for each subject and 
velocity. For this purpose, 101 events of initial ground 
contact of the foot (TD) were set manually utilizing shoe 
marker trajectories. For MA data, 3D rearfoot orientation 
was calculated according to [2]. Gyroscope raw data was 
first sectioned into single stride intervals using the 
previously determined TD and subsequently integrated to 
derive the orientation of the rearfoot. Frontal plane foot 
kinematics were analyzed using the discrete parameters 
eversion range of motion (EVrom [°]) and maximum 
eversion velocity (EVvel [°/s]). EVrom corresponded to the 
difference between eversion maximum and minimum within 
the first 45% of the stance phase [3]. EVvel was defined as 

the steepest slope of the tangent at the eversion angle curve 
within the previously defined maximum-minimum interval 
(MA) and the maximum value in the eversion rate signal 
(IMU), respectively. Data was analyzed using Bland & 
Altman plots to control for mean differences MA-IMU and 
limits of agreement (LoA). 

RESULTS AND DISCUSSION 
A mean deviation of -2.56° (LoA ±4.78°) was found for 
EVrom and 95.04° (±145.55°) for EVvel. The observed 
errors were therefore considered large. No relevant 
differences were found between the three velocities (Table 
1). 

10 km/h 12 km/h 15 km/h 
Bias (LoA)EVrom   

[°] 
-2.34  
(4) 

-2.7  
(4.4) 

-2.65 
(5.3) 

Bias (LoA)EVvel 
[°/s] 

-76.7 
(114.4) 

-93.4 
(118.9) 

-114.9 
(142.1) 

Table 1: Mean differences MA-IMU and Limits of 
Agreement in frontal plane parameters. 

The results are similar to those reported for overground 
running [4]. However, the error showed considerable 
intraindividual variation. Twelve out of 54 subjects showed 
a bias of < ± 1°, while five subjects showed a bias of > ± 6°. 
A possible explanation for these large discrepancies might 
be differences in foot strike behavior, causing varying 
impact magnitudes on the IMU. Resulting external 
vibrations have the potential to disturb the performance of 
MEMS gyroscopes [5]. 

CONCLUSIONS 
For the investigated treadmill runs, IMU showed deviations 
when compared to a reference system (MA). However, 
errors might be reduced when sources of vibration are 
understood and accounted for. 
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INTRODUCTION 
Commercially available running shoes can vary 
substantially in their construction and fit and could appeal to 
different consumers depending on their preferences related 
to comfort, aesthetics or performance. Plantar pressure 
measurements can reveal the way a foot interacts with a 
shoe [1] and have been shown to change with the 
construction of a shoe [2]. Therefore, plantar pressure 
variables could provide insight into how or why someone 
might find a shoe comfortable or uncomfortable. 

The objectives of this research were to determine if: 1) 
discrete variables of plantar pressure are related to whether 
an individual will perceive a shoe as comfortable, and 2) 
within a given shoe model, a variable of plantar pressure is 
related to comfort. 

METHODS 
Forty healthy, active adults (20♂/20♀, 25±4y) took part in 
the study. They determined their comfort preference 
(rankings) and subjective comfort (10 cm visual analog 
scale (VAS)) of five differently constructed commercially 
available running shoes on two separate days (Day one; 
blinded  Day two; un-blinded). Day two involved the 
biomechanical assessment of each shoe while running a total 
of 180 m at approximately 3.5 km/h. 

Within each subject, the most and least comfortable shoes 
were determined as the highest and lowest ranked shoes. 
Within each shoe, ‘high’ and ‘low’ comfort groups were 
established based on runners with the highest (top 25%) and 
lowest (bottom 25%) mean VAS scores, respectively. 

Plantar pressure was measured from the right foot using 
PEDAR pressure insoles (sampled at 200 Hz; Novel GmbH, 
Munich, Germany). Center of pressure (COP) traces were 
established and each step was normalized to 100 data points 
from heel contact to toe off. Thirty steps were averaged for 
each shoe, and were normalized to insole length and width, 
then each step was reduced to 10-90% of the stance phase to 
remove the COP artifacts at heel contact and before toe-off. 

From the COP traces, anterior-posterior (AP) and 
mediolateral (ML) excursions were calculated by 
subtracting the minimum from the maximum value in each 
direction. Peak AP and ML velocity was established by 
determining the maximum value of the differentiated raw, 
non-normalized COP displacement.  

To assess whether the COP trace is related to shoe comfort, 
student’s paired t-tests (α = 0.05) were used to compare the 
four discrete COP variables between the most and least 
comfortable shoes within subjects. To evaluate whether a 
discrete COP variable was related to comfort within a 
particular shoe, two-way ANOVAs were used with ‘shoe’ 

and ‘comfort’ (top 25% vs bottom 25% VAS scores) as 
factors. 

RESULTS AND DISCUSSION 
No significant differences were found for any of the COP 
variables when comparing the most comfortable to the least 
comfortable shoe. This suggests that the variables were not 
sensitive to differences in comfort preferences within each 
subject. However, within shoes, main effects of ‘comfort’ 
were observed for ML-excursion (F1,4 = 8.495, p = 0.043) 
and peak AP-velocity (F1,4 = 11.528, p = 0.027) between the 
high and low comfort groups (Figure 1).  

Figure 1: A) ML excursion and B) Peak AP velocity (Mean 
±SD) of runners with top 25% (n= 10, red) and bottom 25% 
(n = 10, black) comfort scores for each shoe. 

The ML excursion was significantly smaller for individuals 
who perceived the shoes as comfortable compared to 
individuals with low perceived comfort. A similar effect was 
also apparent in the peak AP velocity, with lower peak 
velocity in the high comfort group. This lower peak velocity 
and excursion of the COP would suggest that the foot 
experiences a slower, or perhaps smoother, transition from 
heel to toe of a shoe during the stance phase of running, 
which could be related to the perception of comfort. 

CONCLUSIONS 
ML excursion and peak AP velocity may provide insight 
into why a particular shoe may be perceived as comfortable 
between subjects. However, they may not be sensitive to 
comfort differences within each subject. 
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INTRODUCTION  
Laboratory testing conditions are frequently scrutinised for 
their inability to accurately depict the physiological and 
biomechanical requirements of performance [1], and this is 
particularly true for phases of acceleration in wheelchair 
sports. Specifically, the low rolling resistance of rollers 
increases the ease of the acceleration phases. Treadmills 
follow designated speeds and accelerations, meaning it is 
unlikely that athletes will accelerate in a comparable 
fashion as that seen on the track or in a race. Consequently, 
it is unlikely in laboratory testing to truly identify the key 
kinematic parameters of performance, such as the use of 
lower extremities (when permissible) which may be utilised 
as a point of anchoring for enhanced generation of 
momentum. 

Pressure mats have demonstrated success in measuring 
reaction forces [2] of running, and they have provided an 
indication of the quality of athlete-wheelchair interaction, 
which is a crucial aspect of wheelchair performance [4]. 
This research aims to address the efficacy of the pressure 
mat as a measure of seating interface movement under 
training and simulated race conditions. 

METHODS 
A single elite athlete (age 24 years, international experience 
6 years, body mass 54.2 kg) completed four protocols of 
wheelchair propulsion; two at steady state (treadmill 
(TreadSS) and track (TrackSS)) and two accelerations 
(stationary start (Start), and 150m acceleration 
(TrackACC)). Treadmill speed was determined based on 
preferred speed in regular training, and was kept consistent 
with track speed. 

Peak, Average and areal (Area) pressure at the athlete-
seating interface were measured using a pressure mapping 
system (XSENSOR LX100; Calgary, Alberta, Canada) at 
4Hz. Pressure mat placement facilitated the measurement of 
pressures applied normally (directly below shins), laterally 
(towards the seating bucket), and propulsively (in front of 
knees). No visible shear or crinkling of the mat was present 
during the settling time, which was used (30min) for sensor 
calibration and equilibration to account for creep within the 
sensors. 

Three sets of 10s trials were collected for each condition 
and averaged. Significant differences between propulsion 
tasks were characterised by performing a repeated measures 
One-Way ANOVA with Bonferroni Adjustments. 
Statistical analysis was performed using SPSS software.  

RESULTS AND DISCUSSION 
Between-conditions differences between the three key 
performance parameters are compared visually in Figure 1. 
Repeated measures ANOVA revealed significant 
differences at the 0.05 level between most conditions for 

measures of Average Pressure and Area (all apart from 
between TreadSS and Start). 

Figure 1: Variation in mean pressure parameters through 
different modes of propulsion (Tread SS: Left, TrackACC: 
Right). 

Increased forwards leg drive was associated with an 
increased contact area in both acceleration trials, with 
negligible applied knee force demonstrated in both of the 
steady state conditions. The consistency in leg drive under 
both steady state conditions suggests the treadmill does not 
simulate non-steady-state conditions completely.  

Generally, average pressure and contact pressure were 
inversely proportional, however under track acceleration 
conditions, these were directly proportional, and suggesting 
increased force application from the leg. Qualitative 
assessment revealed increased contact area was applied 
predominantly in the lateral and normal (downwards) 
directions of the functional leg. This suggests that although 
the leg is increasing its contribution, this contribution is not 
currently being directed optimally. As all athletes are 
unique in both functionality and anthropometry, it can be 
assumed this level of contribution will vary significantly 
between athletes, with respect to both magnitude and 
applied directions.  

CONCLUSIONS 
The efficacy of pressure maps in quantifying leg pressure 
was assessed on varying track surfaces and tasks. Although 
limited by recording frequency and sensor saturation, the 
pressure map was a suitable method of quantifying leg 
contribution to acceleration, and easily implemented to in-
field measurements.  When function is present, athletes use 
their legs during the acceleration phase of propulsion. The 
level and direction of this applied pressure, and hence force 
is largely varied between different propulsion 
methodologies, and hence should be assessed under 
performance conditions.  
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INTRODUCTION  
It is commonly documented that asymmetries are present 
within both the kinematics [1] and kinetics [2] of wheelchair 
propulsion. These asymmetries are considered to detract 
from athlete performance, due to the resulting left and right 
weaving of the athlete within their lane, ultimately 
increasing total distance travelled, and hence increasing 
resultant completion time. Most commonly, these 
asymmetries are assumed to be caused through 
musculoskeletal and anatomical imbalance, as a 
consequence of individual spinal cord injuries, with specific 
focus into identifying the cause of these abnormal motions, 
and mitigate them through processes such as strength and 
conditioning as well as biomechanical assessment of 
technique.  

It is also possible that such asymmetry can be caused by 
poor equipment interfacing, specifically between the hands 
and the wheels. Hard gloves are designed to be athlete 
specific, through scanning methods. However, their 
manufacture often means that one, most commonly the 
dominant hand, fits better than the other, whilst soft gloves, 
commonly used with junior athletes, are not customized at 
all. Consequently, it is uncertain whether the observed 
spatial and temporal discrepancies at the hand are a result 
of musculoskeletal bias and asymmetry within the athlete, 
or whether it is a result of a reduced interface between the 
hand and wheel, preventing maximal energy transfer to the 
chair. This research aims to compare gloved and un-gloved 
starting conditions to assess for a stationary wheelchair 
racing start whether this altered the distribution, rate of 
force development, or direction of force application. 

METHODS 
Four experienced National Level junior wheelchair racing 
athletes (16 years) in two classifications, T34 (athletes with 
cerebral palsy) and T54 (athletes with spinal cord injury), 
performed four stationary starts under two conditions: 
Gloved (G) and non-gloved (NG). Three force plates 
(Kistler 9281B-11, Switzerland), embedded in the floor and 
covered by a mondo track surface, were used to measure 
ground reaction forces at 1 kHz of each wheel separately. 
Data pre-processing, including filtering (fourth order 
Butterworth low pass filter) was completed using 
MATLAB 2015a (Mathworks, USA). Ground reaction 
force components were normalised to body weight.  

Peak force (Fx, Fy, Fz), rate of force development (RFD), 
determined by the maximum slope of adjacent points of Fy, 
propulsive impulse (PI), vertical impulse (VI) and time to 
peak force (TPF) values were calculated. Data were 
expressed as a ratio of left and right measures (L/R) ×100% 
(i.e., >100% indicates left-side dominance). The effect of 
the overall influence of gloves was also assessed between 

classification samples. Paired t-tests were used to determine 
the influence of the independent variable (glove status) on 
each of the dependent variables. Statistical analysis was 
performed using SPSS 13.0 (SPSS Inc., Chicago, IL, USA), 
with significance set at α = 0.05.  

RESULTS AND DISCUSSION 
No significant differences were observed between glove 
status on athlete asymmetry. It was observed gloves do 
influence overall performance, with significant differences 
observed for T54 RFD (α = 0.030), and non-significant, yet 
large differences observed for T54 Fz (α = 0.063). Further 
differences were observed in force development patterns 
between classification samples, as presented in Figure 1. 
The large variation in the T34 group (as represented by large 
error bounds) can be attributed to their functionality.  

Figure 1: Differences in propulsion characteristics between 
non-gloved (T34: Red, T54 Green) and gloved (T34: 
Yellow, T54: Blue) conditions. Fx is the lateral GRF, Fy is 
anterior-posterior (in direction of motion) and Fz is the 
vertical GRF.  

Large inter- and intra- athlete variability was observed in 
these athletes under both the gloved and ungloved 
conditions for all variables. This variability cannot be 
associated with glove type, as there was a 50-50 split in the 
use of hard and soft gloves used. Differences may however 
be present for more experienced senior athletes, who do 
have more consistent start patterns, and less easily trained 
out of poor movement patterns. Large differences between 
classifications were observed, as expected, with T54 
athletes more affected by glove type. 

CONCLUSIONS 
The use of gloves do affect start performance, however does 
not influence the level of asymmetry within an athlete’s 
technique.  
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INTRODUCTION  
Yoga as an exercise has rapid growth in recent year, from 
youth to senior, to look for keeping healthy or solving some 
unease physiological and psychological problems. Lower 
extremity strengthening is recommended for managing knee 
pathologies such as osteoarthritis (OA) [1]. It has been 
reported that squatting and lunging postures could induce 
higher quadriceps muscle activation [2]. However, the 
benefit for hamstring muscle training was not clarified. 
Thus, the muscle activation pattern of common yoga 
postures, need to be quantified from biomechanical data 
presented by qualified yoga instructors. 

METHODS 
Eleven Yoga instructors were recruited from a yoga studio 
voluntarily participating in this study. Each yoga instructor 
has a Registered Yoga Teacher 200-hour (RYT200) or 
Registered Yoga Teacher 500-hour (RYT500) qualification, 
and at least 1000 hours yoga teaching experience. Exclusion 
criteria included pregnancy, rheumatoid arthritis, 
osteoarthritis, and a history of knee surgery. This study 
focuses on modified versions of standard forms of asanas 
(yoga postures in Sanskrit) on the biomechanical analysis of 
five standing poses: Chair posture (Sanskrit name: 
Utkatasana), Tree posture (Sanskrit name: Vrksasana), 
Warrior 1 posture (Sanskrit name: Virabhadrasana 1), 
Warrior 2 posture (Sanskrit name: Virabhadrasana 2), 
Warrior 3 posture (Sanskrit name: Virabhadrasana 3).  

Electromyography (Noraxon U.S.A. Inc., USA) was used to 
detect muscle activity signals. Signals were recorded 
bipolarly by pairs of 10-mm diameter Ag/AgCl surface disc 
electrodes placed at a distance of 20 mm (center to center). 
The electrode pairs were fixed lengthwise over the muscle 
belly on vastus lateralis obliquus (VLO), rectus femoris 
(RF), vastus medialis obliquus (VMO), biceps femoris (BF), 
and semitendinosus (SEM) muscle for both legs. EMG 
signals were recorded with a sampling frequency of 1000 Hz. 

Before starting test, participants had to measure the 
maximum voluntary contractions (MVC) for each muscle. 
Then, participants began in a starting position, and moved 
into the posture. Once the participants moved into the 
position, and provided a verbal cue to the research associate 
to the data collection. Each posture was held static for 10 
seconds and repeated three times. 

EMG data during the static 6 seconds were normalized to 
each participant’s peak activity in the maximum voluntary 
contraction (MVC) with MyoResearch XP Basic Edition 
1.07.01 software, applies Bandpass filter with a cut-off of 
80-250 Hz.  

The data were analyzed with the one-way repeat-measure 
ANOVA method. The independent variables were seven 
postures (Warrior I and Warrior II were considered 

separately between the front and back limbs), EMG values 
were the dependent variables. Post hoc tests were used after 
significant main effects have been found. Statistical analyses 
were completed in SPSS (IBM, Version 20). In this study, 
we used a statistical significance level of 0.05. 

RESULTS AND DISCUSSION 
The average EMG values are showed in Table 1. No 
significant pose effects were observed in each muscle. RF 
shows the highest muscle activation in the Chair pose 
(33.0%). VLO had the highest muscle activation in the 
Warrior 2 front-limb pose (47.7%). VMO EMG shows the 
highest muscle activation in the Warrior 1 back-limb pose 
(50.4%). BF (28.5 %MVC) and SEM (37.2 %MVC) 
muscles EMG activations were both highest during Warrior 
3 pose. 

Table 1. Average EMG activity (mean (SD)) 
VLO RF VMO BF SEM 

Chair 
47.2 

(24.0) 
33.0 

(10.1) 
35.0 

(11.2) 
9.5 

(5.2) 
10.6 
(7.8) 

Warrior 1 
front-limb 

38.9 
(20.7) 

24.5 
(15.6) 

27.7 
(4.8) 

10.7 
(6.5) 

13.8 
(9.9) 

Warrior 1 
back-limb 

14.6 
(6.6) 

32.5 
(11.0) 

50.4 
(11.7) 

13.8 
(7.8) 

19.1 
(14.7) 

Warrior 2 
front-limb 

47.7 
(26.0) 

19.7 
(7.4) 

32.0 
(2.4) 

12.5 
(8.8) 

10.7 
(6.4) 

Warrior 2 
back-limb 

8.5 
(2.8) 

21.7 
(9.6) 

32.9 
(10.7) 

13.0 
(8.8) 

30.6 
(14.3) 

Warrior 3 
25.9 

(11.1) 
14.0 
(5.4) 

18.0 
(5.6) 

28.5 
(10.0) 

37.2 
(21.1) 

Tree 
31.4 

(19.2) 
25.7 

(11.3) 
27.9 

(21.5) 
11.0 
(5.4) 

11.1 
(10.7) 

Data are expressed as a percentage of activation achieved during maximal 
voluntary contraction (%MVC) 

In the present study, the squat (Chair) and lunge poses 
(Warrior 1 and Warrior 2) had higher quadriceps muscle 
activation. RF shows higher muscle activation in Chair pose 
than other 6 poses (33.0% MVC). In addition, the Warrior 1 
and Warrior 2 pose also show the highest EMG value for 
VLO (47.7 % MVC) and VMO (50.4% MVC), respectively. 
The results indicated that those commonly standing yoga 
postures, such as Chair, Warrior 1 and Warrior 2 may be 
ideal yoga exercises for beginners to strengthen quadriceps 
muscle. On the other hand, the results also show that BF and 
SEM muscle had higher EMG value in Warrior 3 pose 
(28.5% and 37.2% MVC, respectively) than other 6 yoga 
poses. It suggested the Warrior 3 yoga pose might be a good 
selection for training the hamstring muscles. 

CONCLUSIONS 
This study quantified the lower extremity muscle activation 
of 5 common standing yoga poses. The result of this 
research could provide self-practice or yoga instructors to 
guide beginners or people with special needs as references 
with appropriate postures to develop positive effect of thigh 
muscle strengthening. 
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INTRODUCTION  
The hip joint is the connection of trunk and lower limb, 
bearing the load of upper limb. It plays an important role on 
walking, running and other activities. Running and fast 
walking are the primary choice for regular exercises of 
many people, and also the rehabilitation programs after 
injury and the necessary motion in many sports. Running 
becomes a very popular exercise recently, however, with 
reputational loading on the hip, running is beneficial or 
harmful to hip is controversial. The previous study shown 
that running make Cartilage thicker, Cartilage Viscoelastic 
and Proteoglycans raised. However, the previous study also 
shown that running make less contact area, high peak value 
and then lead to cumulative pressure rose. During running 
and fast walking, the stance phase of the running and fast 
walking is bearing the ground reaction force by single leg, 
that is why the hip pressure higher than usual activities. And 
when speed become faster, the pushing power becomes 
stronger, the reaction force will be higher and the same of 
the hip pressure. Therefore, the purpose of this study is 
using the computer simulation technique and motion 
analysis system to investigate the hip pressure’s magnitude, 
loading location and area at various speeds of running and 
walking. 

METHODS 
Ten healthy males (age: 21.9±1.6 years, height: 170.5±4.3 
cm, weight: 70.8±9.8 kg) without lower extremity injury 
were participated in this study. Every subject took anterior-
posterior view of the hip joint X-ray radiograph first to build 
their own three-dimensional possible contact area of femur 
and acetabular computer simulation model (Genda et al., 
2001). The kinematics and kinetic data was collected by 
using the motion capture system (Qualisys AB, Gutenberg, 
Sweden) and force plate (9286AA, Kistler, Switzerland) 
during running and fast walking. Twelve reflective markers 
were attached on the anatomical position based on Helen 
Hays marker set for motion capture. After properly warm up, 
every subject tested at five different kinds of conditions 
including fast walking at velocity of 2 and 3 m/s, and 
running at velocity of 2, 3, and 5 m/s. The inverse dynamic 
and Newtonian analyses were applied to calculate the hip 
joint resultant force. Combined the kinematics data and joint 
resultant force information in the discrete element analysis 
(DEA), the contact area and pressure of the hip during 
running or walking could be analyzed (Bergmann et al., 
2001). 

Fig 1. The possible hip joint contact area of femur and 
acetabular 

RESULTS AND DISCUSSION 
The results showed that the hip joint reaction force was 
increased when the running and walking speed was 
increasing (Joint force: 1.4 BW to 2.3 BW). At the same 
speed, the vertical and posterior hip joint force in running 
was larger than in fast walking. In DEA results, the contact 
area was not significant different at various speeds, and the 
pressure acting on the hip joint was concentrated on the 
lateral and medial roof, the peak pressure was higher when 
speed was increased (3.28 to 3.83 Mpa). Moreover, the 
higher contact area and higher peak pressure were also 
found during running. The unapparent contact pressure and 
contact area may result from the different strategy of the 
subjects when changing the running speed or the geometry 
difference of the hip joint. Among the all subjects, with 
increasing the running speed, in some subjects only the area 
of contact was increased, but in some subjects the maximum 
stress was increased. 

CONCLUSION 
During running, higher hip joint resultant force and moment 
loading was found than in walking. In DEA results, running 
have higher hip pressure, and concentrated on lateral and 
medial area both in running and walking. This algorithm 
could be used subject’s hip model and can also apply to 
analyze the hip joint contact area and peak pressure during 
different kinds of exercise. 
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INTRODUCTION  

Taekwondo is a kind of physical self-defense and martial 
arts that uses the hands and feet for sport. It is a combat 
sport where male and female athletes compete in different 
weight divisions. It is a game of speed and accuracy. It is 
also the major event for sport development of Olympic 
game and Asian game in Taiwan. Since the rule of 2008 
Peking Olympic game had changed and started to use the 
official electronic body protector. The attacking skills and 
scoring strategy had been changed in the game.  

The electronic scoring system utilizes inductive devices 
within the electronic chest, induction opponent wearing the 
corresponding gloves and foot socks to give the impact of 
the size of the judge to the points. It changes the distribution 
of attack technology scores. In the past emphasis on 
defensive use side kick that has become one of the means of 
scoring. 

Recent studies showed the force sensor is not linear through 
the location with vertical impact. If the nonlinear 
relationship of angle of attack of side kick with the scoring 
level from electronic body protector can found. 

METHODS 

Twelve TKD practitioners (12 males) aged 18-21 years old 
(Height 176.75±6.78 cm and Weight 66.33±9.86 kg) were 
recruited from college division 1 Taekwondo team. 
Participants were excluded if they presented with 
cardiovascular, pulmonary, neurological or musculoskeletal 
disorders.  

This study was approved by the human subjects ethics 
review subcommittee of The Fu Jen Catholic University. 
Testing procedures were explained to the participants and 
written informed consent was obtained. After warm up with 
called personal routine, the participants were asked to kick 
three of side kick in three different angles. At the same time 
record the results of electronic sensor protection. 

Electronic Body Protector (EBP) used World Taekwondo 
Federation (WTF) approved Daedo brand EBP and 
International competition commonly used KP&P brand. For 
comparison within three different angles in the same scoring 
area.  

SPSS version 20.0 (SPSS Inc., Chicago, IL, USA) was used 
to analyze the data and analyzed with one-way repeated 
measures ANOVA (p < .05). When the F value reaches a 
significant level, the LSD to do after the comparison to 
identify differences in the group 

RESULTS AND DISCUSSION 
The purpose of the present study was to analyze side kicking 
of three different angles in the same scoring area for Daedo 
brand EBP and KP&P brand EBP. 

The comparison of different angles kick in KP&P EBP and 
in Daedo EBP were showed in Table 1. There were 
significant difference in KP&P EBP induction value 
(A:18.67±3.50<B: 20.25±2.66,p=.034; A:18.67±3.50<C: 
21.75±4.78,p=.016). But in Daedo EBP is not significant 
difference (A>90°: 50.56±13.56; B=90°; 48.47±11.29; 
C<90°: 48.33±10.39, F=.195). 

Table 1: Side kick in different angles to the EBP inductive value (N=12)  

*p<.05

Taekwondo is a game of speed and accuracy. Electronic 
Body Protector can provide a good objective value for score. 
However, there are some factors to affect the Force 
Judgment of Dynamometer.  
Past research found kick the real force of numerical and 
Electronic Body Protector measuring force is different. It 
showed the force sensor is not linear through the location 
with vertical impact [1]. It performed a consistency analysis 
with Taekwondo Electronic Body Protector of the kick area. 
It showed the EBP unreliability between the test room and 
the area [2]. 

Force measurements have measured by Acceleration 
Method or Pressure-Sensing Method. The force is by the 
mass and the acceleration, F=ma. Pressure-Sensing Method 
is that force is by the Pressure and the area.  
According to the above theorem, this result may be the 
contact area. This study did not calculate the contact area of 
the foot area with the size of the Electronic Body Protector.  
This result may also be the time of action. Acceleration is 
influenced to the time of action. 
How to kick accuracy and play an effective power to get 
scores are all players and coaches looking for. 

CONCLUSIONS 
To win the game not just need skill, it include many factors. 
Provide coaches and players as a reference. It is suggested 
that the foot contact area and contact time action to be 
studied. 
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INTRODUCTION  
Attention to objects other than one's own body while in 
motion is called external focus1), and the attention to a part 
of one's own body while in motion is called internal focus. 
Past studies suggest that external focus is more effective 
during a vertical jump2), but such studies have not quantified 
the attention, which makes it difficult to verify the accuracy 
of the findings. Therefore, the aim of this study is to 
evaluate the impact of external focus and internal focus on a 
jump performance. 

METHODS 
The test subjects were 19 healthy adult males without 
neurological or orthopedic disorders (age: 21.6±1.3; height: 
172.3±4.cm; weight: 66.2±6.9kg). The objective and method 
of this study were explained to the subjects in writing as 
well as orally before the experiment to obtain their consent. 
JUMP-MD (Takei Scientific Instruments) was used to 
measure the jump height in vertical jumps, and G-JUMP 
(BTS) was used to measure the acceleration and concentric 
power at take-off. The sampling frequency for G-JUMP was 
100 Hz. A Mind Wave Mobile (NeuroSky) was used to 
measure Electroencephalogram (EEG) in the frontal lobe. 
The sampling frequency was 512 Hz, and the frequency 
power density in the beta region was calculated by analyzing 
the EEG frequency over a 1-second period before the jump. 
A countermovement jump was conducted for external Focus 
(EF) and internal Focus (IF). EF tests focused on a tennis 
ball above the head, and IF tests focused on the quadriceps 
femoris muscle. Measurements were taken twice and their 
average was calculated. The jump height, acceleration, and 
concentric power were compared for EF and IF.  

RESULTS 
The jump height was significantly higher for EF compared 
to IF (Figure 1). A comparison of power density of beta 
band in EEG showed a significant difference between the 
EF, the IF, and the Rest condition (Figure 2). No significant 
difference was observed in acceleration between the EF and 
the IF. No significant difference was observed in concentric 
power, similar to what was observed when comparing the 
accelerations for EF and IF. 

DISCUSSION 
The differences in attention had an impact on the jump 
height and power density of beta band in EEG. The alertness 
increased for the EF condition, where the participants had an 
easier time imagining their jump motion, which led to a 
better coordination between the jump timing and the 
necessary muscles, thus leading to the attainment of a higher 
jump height. Excessive internal attention and a conscious 
effort to control the details of the motion resulted in poor 
coordination of the entire body and therefore reduced the 
jump performance. 

Figure 1: Jump height at external focus and internal focus. 

Figure 2: Power density of beta band in EEG. 

CONCLUSIONS 
It was suggested that the increase of alertness for the EF 
condition leaded the attainment of a higher jump height. 

REFERENCES 
1. Wulf G, et al., Phys Ther. 89(2):162-168, 2009.
2. Wulf G, et al., J Mot Behav. 41(5): 401-409, 2009.

**



P215 - ENHANCEMENT OF GAMMA-RANGE EEG/EMG 
SYNCHRONIZATION DURING A KENDO FORM PRACTICE 

1 Minato Kawaguchi, 1Kentaro Takahashi 
1Kanto Gakuin University 

Corresponding author email: minato@kanto-gakuin.ac.jp 

INTRODUCTION 
The dan-grades in material art, such as Kendo, are judged by 
the mental conditioning as well as delicacy of body 
movements in the examination. The bio-signals such as EMG 
and EEG should be a clue to coaching as an objective index 
of neuro-muscular coordination. The EEG-EMG coherence 
known as the correlation coefficient between an EEG signal 
and an EMG signal in the frequency domain has been 
investigated which focuses on the beta range [1-4] and the 
gamma range [4,5].  Previous investigations analyzed EMG 
signals [6] and EEG power spectral density during imaging 
or watching form practice in Kendo athletes [7]. Although our 
previous study has shown that the beta and gamma range of 
EEG-EMG coherence in the elite reached higher than those 
of subjects with the lower dan-grade while acting a form 
practice [8], it has been unclear the mechanism how it works. 
Therefore, in this study we tested the hypothesis that the 
coherence depends on the tasks related to accustomed forms: 
comparison between a task during contraction with constant 
force and that during contraction synchronized with a Kendo 
form. 

METHODS 
Five subjects were chosen from male undergraduate students 
having third-dan. Each subject performed following two 
sessions as follows. 1) A subject watches a movie which a 
pair of players acting a form 'Nihon Kendo Kata' and grasps 
a hand dynamometer (VM) in mimicry of a player 
‘Uchitachi’ simultaneously. 2) Subject grasps it by the 
constant strength as much as grasping a bamboo sword (M). 
Each session was repeated for five trials. A multi-channel 
EEG/EMG system ('eegosports', ANT Neuro) was applied in 
every trial. 
The 32 channels of EEG electrodes were set at possessions 
following the international 10-20 system, while the surface 
EMG electrode were set at the right flexor carpi with a 
sampling frequency of 1024 Hz.  
The EEG-EMG coherence was estimated as follows: 

𝐶" 𝑓 =
𝑋"&&' 𝑓 ∙ 𝑋"&)'∗ 𝑓

𝑋+&&' 𝑓 ∙ 𝑋+&&'∗ 𝑓 ∙ 𝑋+&)' 𝑓 ∙ 𝑋+&)'∗ 𝑓
0 ≤ 𝐶" 𝑓 ≤ 1 

where X(f) stands for the power spectral density with a 
resolution of 1 Hz and the asterisk is the complex conjugation 
operation. The subscript i corresponds to time. The averaged 
values of the coherence for frequency components such as 
beta (13-30 Hz) and gamma (30-80 Hz) among trials were 
calculated.  

RESULTS AND DISCUSSION 
The averages among trials per session were compared 
between sessions. In the gamma range, the coherence 
magnitudes in VM reached significantly higher than those in 

M at the several locations such as F7, P7 and C4. Then the 
paired t-test was applied and the distribution of p values are 
shown in the figure 1. Moreover, the result shows there are 
significantly difference (p<0.05) around posterior area (POz). 
These results are agreed with the previous study [5]. On the 
other hand, there were not any differences in the beta range 
like the study already shown [8].   

SUMMARY AND CONCLUSION 
We have shown that EEG-EMG coherence with gamma band 
increased during acting a Kendo form at specific locations 
compared to the constant force contraction. It is implied that 
the coherence depends on the mental state during the muscle 
contraction. The experiments in subjects with the other dan-
grades and novice are the future agenda.  
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Figure 1: Distribution of p values from paired t-test 
compared between a condition of ‘viewing a player with 
contraction (VM)’ and that of grasping with the constant 
strength (M).
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INTRODUCTION  

Judo is a worldwide practiced sport which requires physical 
fitness for better performance [1]. 
For the fulfilment of the techniques, it is necessary the 
coordination of lower and inferior limbs, as well as the 
synchronization of power delivered by the limbs to achieve 
efficiency on the gesture [2]. 
The objective of the present study was to develop an 
equipment for the performance evaluation of the judo 
technique Osotogari during uchikomi training, through the 
behavior of strength signals. 

METHODS 

The device had 4 load cells placed on four locations of the 
uke’s body (one who receives the technique) on the tori (one 
who performs the technique) while applying the technique. 
The device as built based on a dummy, with one load cell 
placed on the left side of the chest, other on the back side of 
the right thigh. The dummy was dressed in a adapted kimono, 
that received a load cell on the right sleeve and another one 
on the left side collar.  
12 subjects of right side dominance took part on the survey, 
7 of them were beginners and 5 were experienced. Each of 
these subjects performed 1 serie of 10 repetitions of 
Osotogari.  

RESULTS AND DISCUSSION 

A significant difference was observed between experienced 
subjects and beginners for the sleeve and the collar load cells 
data. In the other hand, no significant difference was observed 
on the chest and thigh load cells (Figure 1). 

Figure 1: Peak force data of the thigh load cell and the force 
values of the other load cells. 

Moderate linear correlation was observed between peak force 
data of the sleeve and collar load cells, which can be 
explained by the hands’ temporal synchronization and 
rhythm. 
It was observed that there is an ideal moment to apply 
strength when performing the technique, in order to achieve 
better performance. 

CONCLUSIONS 

The dummy is intended to meet the need for more practical 
performance analysis methods, contributing this way to the 
advance in athletes training. 
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INTRODUCTION   
Performance of the long jump is affected by tail or head 

wind. Among the top 31 jumps listed in all-time ranking for 
the World’s men long jump, 84% of total jumps were 
achieved under the tail wind condition. The remaining 
records were achieved under the head wind condition with 
-0.5m/s on average, and the strongest wind was -1.2m/s.   

Most of previous studies concerning the effect of wind on 
long jump were done by mathematical view point, therefore 
we analyzed the effect of different wind condition on long 
jump takeoff motion at competition with biomechanical 
view point [Omura, 2011]. In that study, the Japanese junior 
men long jumpers were categorized into two groups based 
on the wind condition at the competition. Average wind 
condition for Group A was 0.3m/s, including the strongest 
head wing of -1.5m/s. Meanwhile, average wind condition 
for Group B was 4.6m/s due to strong tail wind. The results 
showed that the average performance for the Group B 
(7.47m) was higher than that of the Group A (7.35m), and 
the vertical velocity of the touchdown and the approach 
angle of the Group B were larger than those of Group A 
(p<0.01). Furthermore, the vertical velocity at the takeoff 
and the takeoff angle of Group B were larger than that of 
Group A. Based on the wind condition among the top 31 
listed in all-time World ranking and the data of our previous 
study, it is easy to understand that to achieve the best 
performance under the head wind condition is very difficult 
in long jump. Since athlete can’t control the wind, in order 
to achieve best or close to best performance under the head 
wind condition, biomechanical study is needed to clarify 
how to jump under such condition. 
   The purpose of this study was to obtain the fundamental 
findings to achieve the good performance under the head 
wind condition by analyzing the takeoff motion for a 
Japanese junior man athlete marked personal best record 
under the head wind condition. 
METHODS  
   The subject was a Japanese man junior long jumper 
(Height: 1.82m, Weight: 72kg) won at the final of 2016 
Japan High School T & F Championship with his best 
record 7.75m under head wind of -1.7m/s. His record was 
ranked at 7th in all-time high school man’s long jump. His 
four trials ranging from 7.75m to 7.29m at the 
Championship were analyzed. The takeoff phase was 
filmed by the digital video camera (120f/s) which was 
placed at perpendicular to the takeoff board, and each trial 
was analyzed using FRAME DIAS system (DKH Co., 
Japan). Based on the digitized coordinate data calculated the 
kinematics data (horizontal and vertical approach velocity, 
horizontal vertical takeoff velocity, takeoff angle, several 
joint angles and angular velocities).  

RESULTS AND DISCUSSION 
The horizontal velocities at the touchdown were almost 

similar for four trials (9.7m/s – 9.8m/s). However, the 
release velocities at the takeoff were considerably different 
(8.3m/s – 8.8m/s). The release velocity reached at 8.6m/s in 
the takeoff for 7.75m jump. And the vertical velocity at the 
takeoff for 7.75m was larger (3.3m/s) than that of other 
trials (2.9m/s – 3.1m/s). And also, the takeoff angle at the 
7.75m tended to be larger (20.8deg.) than those of other 
trials (18.3deg. – 19.9deg.). These results observed in 
7.75m jump were similar to the values observed in Group B, 
categorized as strong tail wind group, reported by Omura 
[2011]. Therefore, the subject’s best record of 7.75m might 
be due to the large horizontal velocity during the takeoff, 
large vertical velocity at the release of the takeoff, and the 
large takeoff angle. 

 Characteristic motions were observed in the trunk 
segment during the takeoff phase for four trials. Although, 
the trunk segment angle for all four trials showed negative 
value (i.e. the trunk leans backward) at the touchdown of 
takeoff, the trunk segment angle at 7.75m jump showed 
positive values (i.e. the trunk leans forward) during the 
second half of the takeoff. Such trunk motions observed at 
7.75m jump were similar to those of World’s class men long 
jumpers reported by Omura [2009]. Omura [2012] also 
reported that in case of the trunk segment angle showed 
positive values during the takeoff phase, the release velocity 
at the takeoff tended to be larger than that of negative values. 
In this study, nevertheless the horizontal velocities at the 
touchdown were almost similar for four trials (9.7m/s – 
9.8m/s), the release velocities at the takeoff for 7.75m 
(8.6m/s) was higher that of other jump. From these results, 
motion of the trunk shifting from backward lean to forward 
lean seems effective preventing the loss of the horizontal 
velocity during the takeoff and superior performance.  
   The knee joint angle of the supporting leg at the 
touchdown was 155deg. and 132deg at the maximum knee 
flection. Therefore, change on the knee joint angle during 
the takeoff phase for the 7.75m jump was 23deg. Fukashiro 
[1994] reported the range of motion for the supporting leg 
from touchdown to maximum knee flection for the World’s 
class men long jump (included Mike Powell’s world record 
of 8.95m and Carl Lewis’s jump of 8.91m.) was 20deg. on 
average.  Based on these findings, trial 7.75m of his best 
record was achieved by similar knee joint motion to the 
World’s class jumpers, in addition to higher horizontal 
velocity, vertical velocity and the takeoff angle at the 
takeoff. These results might suggest that the effective 
takeoff motions required under the head wind condition are 
same as the takeoff motion required under legal wind 
condition of 2m/s. Further studies are needed to clarify the 
suitable takeoff motion under the strong head wind 
condition exceeded 2m/s. 
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INTRODUCTION  
Climbing shoes are the most important and the most basic 
equipment needed for sports climbing. Different from other 
leisure sports, the importance of the shoes is emphasized [1]. 
Climbing shoes stabilize the feet on the different types of 
holders on the artificial wall, improving climbing abilities of 
the wearer. The outsoles design of the climbing shoes are 
different based on the difficulty level of the climbing wall, 
which is related to different techniques required in different 
difficulties. Selection of unsuitable climbing shoes without 
taking into consideration the technical abilities of the wearer 
can lower the user’s climbing ability and could produce 
injuries. Therefore, in this study, different ankle joint 
motions while wearing different types of shoes and 
performing climbing techniques were investigated to 
determine the possibility of injuries on the ankle joint.  

METHODS 
Twenty participants with over 5 years of sports climbing 
experience and who can perform the sports climbing 
motions required for this study were selected. All 
participants voluntarily participated in this study after 
detailed explanation of this study’s purpose. The shoes used 
in this study were Type A, which is for intermediate and 
advanced-leveled climbers, and Type B, which is for 
beginners and intermediate leveled climbers. In an artificial 
climbing wall, the participants were asked to complete 3 
sections using intermediate and advanced techniques, 
including outside step, inside step, foot switch, counter 
balance, and heel hooking in order. While the participants 
were performing the techniques and completing the 
climbing sections, their range of motion of the foot joint was 
recorded with 12 of 3D motion analysis infrared cameras 
(3D motion analysis, USA) and data were collected. The 
participants had plenty of practice time before the 
measurements and each participant underwent 3 trials. The 
average measurement was reported. To prevent fatigue, 
plenty of rest was allowed between trials and the order of 
shoe types were assigned randomly. 

Figure 1: Shoes used in this study and Experimental Scene 

RESULTS AND DISCUSSION 
Lately, rock climbing, which requires professional higher-
level skills compared to regular hiking, has been gaining 
popularity in South Korea. In 2012 and 2013, Korean 

climbers have won 1st places in International Sports 
Climbing World Cups, which caused the interest on 
climbing to skyrocket. Ankle stability is essential for sports 
climbing. Not limited to dorsiflexion of the ankle joint, large 
plantar flexion strength is required for rock climbing [2]. 
Based on the properties of sports climbing, ergonomic 
design for shoes that are tight fitting and that allow 
maximized scrunching strength are essential. Also, 
horizontal stability is a very influential factor that could 
affect performance [3]. The results of this study indicate that 
Type A shoes allowed larger range of motion for plantar 
flexion, which is equivalent to higher driving force, than 
Type B. Also, Type A shoes showed a narrower range of 
motion in terms of stability and shaking. Selection of 
inappropriate shoes can produce inversion and eversion 
stress while performing intermediate and advanced 
techniques. Also, inappropriate shoes can negatively impact 
the ankle joint structures after repetitive climbing motions 
[4,5]. Climbing shoes that allow stable support have large 
range of flexion, which could increase the effectiveness of 
climbing.  

Figure 1. Range of motion of ankle joint during sports climbing 

Motion(˚) Type A Type B t p 

Dorsi Flexion 19.90±13.06 20.28±8.78 .577 .56 

Plantar flexion 22.49±15.91 20.40±17.21 2.139 .03* 

Eversion 1.19±7.64 -3.08±14.04 6.432 .00** 

Inversion 17.88±7.22 18.08±9.98 -0.385 .70 

Pronation 2.35±8.82 -0.41±8.18 5.530 .00** 

Supination 16.73±9.80 18.10±10.30 -2.306 .02* 

CONCLUSIONS 
Selection of shoes that are inappropriate for climbing 
technique level not only reduces performance but also 
increases stress on the ankle joint structures.  
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INTRODUCTION  
Bobsleigh is one of the fastest winter sports where the 
difference of only 1/1000th of a second identifies the winner 
[1]. Improving time in the initial portion of the track is 
crucial to improve the overall time [2]. At the start of 
bobsleigh, the shoe should be able to transfer explosive 
power to the slippery floor surface to effectively push the 
heavy sleigh. Although time in the initial portion of the track 
is very important, most of bobsleigh shoes are designed to 
fit Westerners’ foot shapes. Therefore, this study 
investigated the time in the initial portion of the track, foot 
pressure, and toe spring of Korean bobsledders while 
wearing sprint shoes in order to provide basis for the 
development of bobsleigh shoes specialized for Koreans.  

METHODS 
Seven bobsledders who represent South Korea from 
Gangwondo association of bobsleigh/skeleton and Sangji 
Daegwanryeong high school were the subjects of this study. 
The sprint shoes used in this study were Type A, Type B, 
and Type C with different toe springs. Bobsleigh start 
motion was conducted in a small field. While wearing their 
respective sprint shoes, the participants pushed bobsleigh for 
15m, where the time and the foot pressure was measured 
and analyzed in the peak speed. The toe bending angle was 
measured and analyzed 5m from the start point using a high-
speed camera.  

Figure 1: Shoes used in this study 

RESULTS AND DISCUSSION 
At the start of the bobsleigh race, the bobsledders have to 
run as fast as they can by releasing explosive strength on 
short ice track. Therefore, bobsleigh shoes need to maximize 
traction between the slippery ice track and the shoe. Also, 
the shoes must be designed to improve the bobsledders’ 
performance. Although the results of this study were not 
significantly different, Type B shoes were observed to be 
more effective than Type A and Type C shoes in improving 
time in the initial portion of the track. The foot pressure in 
Type B was significantly different than in Type A in terms 
of contact area. In the mid-foot, Type B was significantly 
different from Type A and Type C. The hardness of the 
shoe’s outsole and midsole are related to energy return, 
which is required to acquire driving force [3,4]. Type B used 
in this study is a spiked sprint shoe designed for track & 
field, where the sole is harder than that of Type C, which 
was designed for mid-range and long-range races. Although 

no significant difference was statistically observed and Type 
A was also spiked shoes designed for sprinting, its toe 
spring was larger and starting record was slower than Type 
B. In summary, Type B shoes provided optimal toe spring 
and moment between surface-contact to toe off. Although 
the forefoot is similar to other control groups, Type B allows 
large contact area up to the mid-foot, which provides high 
traction on the ice track. 
Table 1 : The results of experimental parameter 

Shoe Type Type A Type B Type C p 

Start lap time(sec) 3.55±0.19 3.52±0.17 3.56±0.18 .09 

Forefoot bending angle(°) 16.47±6.01 14.30±4.96 15.90±5.17 .42 

Foot 
pressure 

Contact 

area(cm²) 

Foot 
total 108.56±12.59 123.19±8.67a 116.16±11.19 .00*** 

Forefoot 57.73±2.49 58.03±2.74 58.07±2.78 .90 

Midfoot 33.18±5.54 41.98±4.06ab 35.65±6.86c .00*** 

Rearfoot 17.64±6.98 23.17±6.45a 22.44±6.13 .01* 

Maximum 
mean 

pressure 
(kPa) 

Foot 
total 160.33±14.88 155.90±18.37 155.54±12.93 .54 

Forefoot 210.71±27.42 217.31±31.35 214.78±23.26 .71 

Midfoot 76.13±13.13 96.34±26.15ab 77.33±15.59 .00** 

Rearfoot 50.52±21.98 58.95±15.75 49.44±13.52 .16 

*p<0.05, **p<0.001, a: significantly different between Type A and Type B, b: significantly
different between Type B and Type C, c: significantly different between Type A and Type C  

CONCLUSIONS 
Development of bobsleigh shoes specialized for Koreans 
using the properties and structures of Type B shoes will 
improve the start motion in bobsleigh races. In further 
studies, actual bobsleigh shoes should be made based on the 
Type B shoes used in this study to investigate its 
functionality and suitability on real ice tracks. 
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INTRODUCTION  
Evidences shows that when the intrinsic foot muscles are 
weak or dysfunctional, tasks such as maintaining the foot 
arches, absorbing, dissipating and returning kinetic energy 
during walking and running or generating power and torque 
during propulsion might be compromised. As a result, there 
will be increased loads carried by other passive structures, 
such as the plantar fascia, might occur excessive pronation 
and impairments in several activities’ performance, which 
ultimately might end up increasing the incidence of foot 
deformities or injuries. 

Therefore, interventions whose objectives focus in improving 
strength, health and foot-ankle range of motion can be 
beneficial to long-distance runners, a population that 
frequently abuse of these tasks for long periods.Increasing the 
intrinsic foot muscles strength and function to maintain an 
ideal foot structure, would enhance their capability of 
absorbing and damping forces, possibly delaying or even 
preventing the occurrence of running-related injuries. 

However, how one can be sure that the foot exercises 
described in the literature are really capable of enhancing 
strength and trophism of intrinsic foot muscles either to have 
their effects dissipating thorough the whole musculoskeletal 
system?  

Therefore, an eight-week foot and ankle therapeutic exercise 
protocol for strengthening and improving functionality 
developed exclusively for the study is to be tested regarding 
its feasibility and its effects on strength and muscle trophism. 

METHODS 
In this feasibility study of a major RCT (Clinicaltrials.gov 
Identifier NCT02306148), four healthy long-distance male 
runners (31.8 ± 2.5 years) with at least one year of running 
experience were recruited (Ethics Committee approval 
protocol HCFMUSP #031/15) and randomized to one of two 
groups: Intervention group (IG) with an eight weeks foot 
muscles training protocol or control group (CG) performing 
a placebo stretching protocol for the lower limbs. Foot 
strength test and foot MRI were performed at baseline, after 
eight (T8) and 16 weeks of study (T16). All participants had 
to enter their weekly training volume, time of practice and 
exercise protocol performance (IG) data at least once a week 
in a web-software developed. Toes and hallux strength was 
assessed using a pressure plate (EMED, Novel, Germany) [1]. 
Foot MRI images were acquired by the same technician using 
a 0.5T system and procedures according to Chang (2012) [2]. 
To assess the cross-sectional area (CSA) of foot intrinsic 
muscles, we used the ImageJ software [3] and the muscle 
volume (MV) was calculated according to Miller (2014)[4]. 

RESULTS AND DISCUSSION 

Mean running volume during the 16 weeks of study was 
294.8 km (±172.7 km) for IG and 117 km (±102.9 km) for 
CG. Isometric strength of toes and hallux flexors normalized 
by bodyweight for all participants is shown in Fig.1 and 
although only four subjects were quantified at the moment, 
the left hallux strength increased in all subjects at T16 
comparing to T0 (p<0.05 Friedman’s test). Qualitative 
analysis shows a decrease in hallux isometric strength for CG 
while these values were always higher than baseline for the 
subjects in IG.  

Figure 1: Hallux strength measured by EMED plate at 
baseline (T0), eight (T8) and 16 weeks (T16). Subjects are 
divided in intervention (IG) and control group (CG). 

Regarding the CSA and the MV, a similar pattern was found, 
with the IG showing an increase from T0 to T8 for all muscles 
measured (15.5%), while CG only increased for flexor 
hallucis brevis. For T16, both groups decreased their MV and 
CSA, IG reduced 13.7% and CG reduced 29.9%. 

CONCLUSIONS 
Although it is early to conclude whether or not the training 
protocol is effective for strengthening the intrinsic foot 
muscles due to the number of subjects analyzed, graphic 
tendencies might point to future results when time is 
considered. These results also points that not only the training 
protocol but also the running volume are extremely important 
to intrinsic foot muscles strength, being important to consider 
the last one as a covariate while analyzing foot strength. 
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INTRODUCTION  
Uniaxial tensile test is the most commonly used method for 
determining the mechanical properties of the scaffold. 
Authors differ only in technical details of a particular test 
design. Studies have been conducted, in which the electron 
microscope is used to compare structure of scaffolds or to 
establish cooperation with biological material. Pavia, et al. 
used SEM to observe the cross section of the scaffold [1]. Shi 
et al. used SEM for detecting connection of cells and scaffold 
[2]. In this paper, we used SEM to detect change of the 
scaffold´s structure in connection with its mechanical loading 
in real time. 

METHODS 
The research subjects were nanofibrous scaffolds made of 
polylactic acid (PLA) with areal density of 16 g / cm2. 
Scaffolds were produced by the same procedure, while one of 
them was cross-linked for 30 seconds at 75 W. Quanta 450 
scanning electron microscope from FEI company was used to 
detect the structure of scaffold. Samples were adjusted to the 
dimensions of 25x10 mm and sputter coated with gold 
(K55OX) before scanning. 
Samples were scanned under high vacuum to 10-4 Pa, at an 
accelerating voltage of 10 kV, at a working distance 20 to 45 
mm. A regime of secondary electrons was used, scanned by 
Everhart-Thornley detector. 
We used open source software Fiji to identify the basic 
parameters of the samples. 
Evaluated parameters were fibre directivity and the thickness 
of the scaffold fibres. Additionaly, comparison of these 
parameters was made on cross-linked and non-cross-linked 
scaffolds. 

RESULTS AND DISCUSSION 
A total of six samples of scaffold images were evaluated, with 
a magnification of 500x in four conditions. For non-cross-
linked scaffolds, the evaluation was made in idle mode, at a 
relative elongation of 10%, 20% and 40%. For cross-linked 
scaffolds, the relative elongation was adjusted to 8%, 10% 
and 20%. Measurement results (figure 1) show, that the 
directivity of fibres increases with the relative sample 
elongation. All samples results were processed this way; and 
the comparison was made between scaffolds sequestered 
(cross-linked) and non-cross-linked. 
Changes in the fibre thickness, was evaluated for all samples, 
histograms were created and average fibre thickness listed in 
the tables. 

Although the values of average thickness fluctuate, it is only 
within the range of standard deviation. The standard deviation 
for all samples is relatively large for the measured value. 
Example shows the average thickness of the fibres for non-
cross-linked sample: At elongation of 0%, the average 
thickness of the fibres is 480 ± 190 [nm], at elongation of 
10%, the average thickness of the fibres is 510 ± 240 [nm], at 
an elongation of 20%, the average thickness of the fibres is 
510 ± 230 [nm], at an elongation of 40%, the average 
thickness of the fibres is 520 ± 240 [nm]. This may be due to 
the large dispersion of fibre scaffold, which is evident from 
the histograms, or the optical observation image

Figure 1: Directivity of Fibres of Non-cross-linked Scaffold 

CONCLUSIONS 
When the samples are elongated, the fibres of cross-linked 
scaffolds appear less directed/organized in the direction of the 
strain in comparison with the non-cross-linked scaffolds.  

Due to the relative elongation of the scaffold, the trends in 
change of samples with varied thickness of the fibres was not 
established  
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INTRODUCTION  
The maximal, steady-state, isometric force produced by a 
muscle depends on its sarcomere length (SL) according to 
the classic ‘cross-bridge’ theory [1]. Previously, we found 
that in vivo sarcomere lengths are non-uniform in muscle at 
rest [2]. Also, it was found in previous studies using single 
myofibrils that sarcomere length non-uniformities increase 
during activation and force production [3]. However, single 
myofibrils lack much of the structural proteins that provide 
stability to entire muscles, thus the observed SL non-
uniformities in myofibrils might not occur in whole muscles. 
This study was aimed at investigating changes in SL 
distribution during tetanic contractions in intact muscles of 
live mice. 

METHODS 
Mice (N=4) were anaesthetized using isoflurane. The 
proximal femur and foot of the left lower limb were 
clamped. The skin over the left tibialis anterior (TA) muscle 
was opened and stretched to form a pool for a saline bath 
that allowed for imaging using water-immersion, multi-
photon microscopy. The TA was supra-maximally 
stimulated using a nerve cuff electrode on the sciatic nerve 
using 0.1ms square wave pulses at 60Hz for 600ms. Two 
fluorescent markers that were 1mm apart were applied to the 
mid-belly of the muscle. Through the eyepiece lens and 
fluorescent light, displacements of the two fluorescent 
markers resulting from muscle contraction were determined. 
A location between these two markers was selected for 
sarcomere imaging using second harmonic generation (SHG) 
laser microscopy for short (90° ankle joint angle) and long 
TA length (180° ankle joint angle) under passive and active 
conditions. Using a custom-written MATLAB code, SLs 
were measured from the SHG images for passive and active 
conditions over an area of 160x3 µm2 in the mid-belly of the 
TA. SLs were corrected for out of plane orientation. 

RESULTS AND DISCUSSION 
Consistent with our previous work [2], SLs for the passive 
TA at the short length were 2.26±0.07µm (mean±sd), and 
increased by 12% to 2.53±0.07µm when the TA was 
passively stretched to the long length (Figure 1A).  

During contraction, sarcomeres shortened by <4% at the 
short TA length, and by <2% at the long length (Figure 1A). 
Similar observations have been made in single intact active 
fibres, in which SLs stayed relatively constant in the mid-
muscle but shortened substantially at the two ends [4]. 

At short TA length, the coefficient of variation (CV) of the 
SLs almost doubled from 3.5±1.4% at rest to 6.5±1.5% 
during activation (Figure 1B). The range of SLs also 
increased from passive (2.06–2.45µm) to active (1.83–
2.58µm) states. At long TA length, SLs were more uniform 
than at short TA length. As for the long TA length, the CV 

of SLs increased from passive 3.0±0.4% to active 4.3±1.1% 
(Figure 1B). The increase in non-uniformity in SLs during 
activation is consistent with previous studies using 
myofibrils [3]. 

Figure 1: (A) Sarcomere lengths and, (B) coefficient of 
variation of sarcomere lengths in short (90deg) and long 
(180deg) TA lengths for passive and active conditions.  

CONCLUSIONS 
SL non-uniformity doubled during muscle activation and 
differed by more than 0.7 µm in a small area of the TA. SL 
non-uniformity is more pronounced at short compared to 
long muscle lengths. The functional implications of these 
substantial SL non-uniformities need to be explored, and the 
common practice of representing muscles with a single SL 
value needs to be reconsidered. Future studies will focus on 
investigating the SL re-distribution during active contraction 
at the proximal and distal ends of TA muscle. 
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INTRODUCTION  
Regenerative medicine and medical transplantation using 
autologous cells have attracted attention as fundamental 
treatment methods for diseases. Regenerative medicine can 
circumvent the problems of conventional medical 
transplantation such as donor shortage, immune rejection, 
and harmful side effects of immunosuppressive agents. The 
potential for practical use of regenerative medicine or 
medical transplantation technology has been growing 
through intensive research efforts. One of the techniques put 
to practical use is skin transplanting made by the sheet-
shaped patient's own cells [1]. In addition, cell assembly 
techniques were developed by several researchers for 
creating tissues [2-3]. Herein, we attempt to create 
heterocellular tissues using two-dimensional (2D) cell 
patterns comprising different types of cells. This technique 
is applicable to three-dimensional (3D) artificial tissue 
creation techniques such as multilayer laminated cell sheets 
[1] and cell origami [3]. 

MATERIALS AND METHODS 
The alginate gel is used as a hydrogel material that inhibits 
cell adhesion. The alginate film is formed on a glass plate by 
a cross-linking reaction of sodium alginate. EDTA or 
alginate lyase was used to remove the alginate film. EDTA 
chelates bivalent metals and can dissolve the carboxylate 
and calcium ions of the alginate film. Alginate lyase is an 
alginate-degrading enzyme that cleaves the internal 
glycosidic bond of the alginate film. The cell micropatterns 
were created by gel micromachining process that developed 
by authors as shown below. The alginate gel was formed by 
spin-coating. A photoresist is patterned by general 
photolithography on the alginate film. Then, the alginate 
film pattern is fabricated by etching with alginate lyase or 
EDTA based on photoresist pattern. Cells (“A”Cell) are 
disseminated on the glass plate having alginate 
micropatterns. The various cell micropatterns are created 
along the alginate micropatterns. The alginate 
micropatternas are removed by alginate lyase during 
cultivation, and a different cell type was disseminated. The 
second type of cells (“B”Cell) could be patterned alongside 
the first within the same culture dish. 

RESULTS AND DISCUSSION 
The processing accuracy of alginate micropatterns was 
evaluated. When EDTA was used as the etching reagent, the 
corners of the formed micropatterns were rounded, and 
spaces between alginate coated regions were broader than 
designed (Fig.1(a)). The minimum widths of lines and 
spaces were 50 μm and 30 μm, respectively. When the 
alginate micropatterns were formed by alginate lyase 
etching, the micropatterns and spaces were precisely formed 
as designed (Fig.1(b)). The minimum widths of lines and 
spaces were 20 μm. The cells in linear and square islands of 
different sizes on the patterned substrates after 24 h 
cultivation were created by presented methods (Fig.1(c,d)). 

These results indicate that cell micropatterns at the single-
cell level can be created by using islands with <20-μm wide 
cell-adhesive surfaces, and we can create cell micropatterns 
with widths >20 μm. The formation and configuration of 
cells were controlled by the fabricated alginate film 
micropattern. Moreover, we created a cellular micropattern 
comprising different types of cells. After forming the “A” 
cells micropattern, the alginate film was removed using 
alginate lyase, and “B” cells were added. The “B” cells 
adhered to the newly exposed regions. After 12 h of culture, 
the heterogeneous cell micropattern was successfully 
created (Fig.1(e,f)) and cells co-cultured on the same dish. 
This result indicates that multiple cell types could be 
patterned within the same culture dish to create functional 
tissues comprising heterogeneous cells. 

Figure 1: Photographs of created alginate patterns and cell 
micropatterns.

CONCLUSIONS 
In this paper, we apply the general photolithography, has 
developed two types of cells micropatterning technique by 
patterning the alginate. This technique can create the 
multiple cell type pattern within the same culture dish to 
create functional tissues comprising heterogeneous cells.  
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INTRODUCTION  
Rupture of red blood cells occurs under two types of 
conditions: when the cell is suspended in a shear flow with a 
large shear rate for even a short period of time; or when the 
cell is suspended in a shear flow with a small shear rate for 
an extended period of time [1]. Previous numerical studies on 
the dynamics of red blood cells in flow have mainly focused 
on the evolution of the cell deformation and membrane 
tension as a function of the shear rate when the cell is 
suspended in a simple shear flow or Poiseuille flow.  

However, to induce the rupture of a red blood cell during a 
simulation, it is most straightforward to analyze the behavior 
of the cell in an extensional flow, in which the red blood cell 
is compressed along its minor axis while it is pulled along one 
of its major axes, as the mechanism of rupture is likely related 
to a forced increase in the surface area of the red blood cell 
membrane. In this study, we numerically simulate the 
behavior of an intact red blood cell in an extensional flow as 
a first step toward the understanding of the flow-induced 
rupture of red blood cells. 

METHODS 
The numerical method used in this study is based on the 
method developed by Walter et al. [2], in which the 
deformation of the red blood cell membrane is solved using 
the finite element method, and the velocity fields of the fluids 
both inside and outside the cell are solved using the boundary 
integral method. 

The initial biconcave shape of the red blood cell is given by 
the function for the red blood cell resting shape first proposed 
by Evans and Fung [3]. The constitutive law of the cell 
membrane is given by the Skalak law [4], which was 
developed specifically to model the red blood cell membrane. 
The Skalak law has separate shear and area dilation terms, 
and in this study, we consider a membrane with a shear 
modulus of �� and an area dilation constant of C = 10, where 
the area dilation modulus is given by ሺ1  2�ሻ	��. 

The inner and outer fluids are modeled as Newtonian fluids 
with viscosity μ. Though the interior of the red blood cell is 
considered to have a viscosity approximately five times that 
of blood plasma, the final shape of the red blood cell is 
unaffected by the viscosity of the solution inside the red blood 
cell. Thus, we consider the case of equal viscosities to 
simplify the computation. 

The parameters in the simulation are non-dimensionalized as 
follows. Lengths are non-dimensionalized by the major axis 
a of the red blood cell. Velocities are non-dimensionalized by 

the characteristic velocity ߝ.�, where ߝ. is the rate of strain of 
the flow. By non-dimensionalizing the governing equations, 
the simulation can be described by a single parameter, the 

strain capillary number, ��	 ൌ 	
��.�

��
. 

RESULTS AND DISCUSSION 
An example of the computational results are shown in Figure 
1. The red blood cell undergoes compression in the z-
direction and expansion in the x-direction. Initially, the 
concave portion of the red blood cell remains concave as it is 
stretched in the x-direction. Then, as the red blood cell is 
stretched further, the shape of the red blood cell becomes 
ellipsoidal, with sharp edges at the points of maximum 
extension. This shape is also observed in experiments on red 
blood cells in high shear [1]. 

Figure 1: Superimposed snapshots from simulation of red 
blood cell suspended in extensional flow. The times at which 
the snapshots are taken are nondimensionalized by the 
characteristic extensional flow velocity and shown to the left 
of each cell.

CONCLUSIONS 
In this study, the shape of a red blood cell in high shear was 
reproduced in simulations of a red blood cell in extensional 
flow. As the shape obtained resembles that of a red blood cell 
in conditions that lead to red blood cell rupture, we expect 
that this simulation can be used as a base for the investigation 
of flow-induced rupture of red blood cells. 
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INTRODUCTION  
Viscoelastic properties of plaque wall tissues provide 
important biomechanical characteristics related to tissue 
composition and pathological process. Because viscoelastic 
wall properties change as the atherosclerotic disease 
progresses, estimation of wall viscoelasticity may provide a 
valuable assessment tool for plaque rupture prediction. 
Motivated by the hypothesis that wall viscoelastic property 
is related with plaque progression, the effect of plaque wall 
viscoelastic characteristics on lumen diameter variation was 
studied. Luminal diameter changes of coronary artery 
models under pulsatile pressure loading were analyzed using 
a finite element method for different plaque wall 
viscoelastic properties, and the effect of viscoelastic 
parameters of the plaque wall on wall stress and deformation 
was explored. 

METHODS 
Cross section of the stenotic coronary artery was modeled 
based on the IVUS (intravascular ultrasound) image 
obtained from a patient. Outside wall of the intima was 
fitted to the circle of the radius of 3.75 mm, and intimal wall 
was composed of the fibrous tissue and the necrotic lipid 
core regions, which were determined from virtual histology 
of IVUS. Three different viscoelastic properties were used 
to simulate the intima of the normal vessel (NV), the less 
viscoelastic vessel (LVV), and the elastic vessel (EV). NV 
model simulated the healthy intima tissue, and the Voigt 
viscoelastic model (elastic coefficient of 260 kPa, viscous 
coefficient of 3 kPa·s) was used. For LVV model, 
anisotropic elastic vessel model [1] was modified to include 
viscous effects using the Prony series as in the reference [2]. 
The Young’s moduli for radial, axial and circumferential 
direction were 100 kPa, 1,000 kPa, and 1,000 kPa, 
respectively. EV model simulated the purely elastic wall 
with the same anisotropic properties as LVV. The lipid core 
was modeled as an incompressible elastic material with the 
Young’s modulus of 1 kPa [3]. 
The two dimensional coronary artery cross section was 
modelled in Solid Works (Dassault System, Waltham, MA), 
and imported to the finite element analysis software 
(ANSYS Workbench 17.0, Cannonsburg, PA). Outer wall of 
the artery was fixed in all direction, and intramural pressure 
was applied to the inner wall. The physiological pressure 
wave had the period of 1 sec, and the pulse pressure was 6.3 
kPa. Transient computational analysis was performed with 
the time step of 3.9 ms under the periodic pressure loading, 
and the stress and displacement values were converged 
within 5% of the previous step values within three periods 
of simulation.  

RESULTS AND DISCUSSION 
Vessel wall stress and displacements were calculated for 
three different models. The maximum equivalent stress 

(PCS: peak cap stress) was found near the thinnest fibrous 
tissue between the lumen and the lipid core (fibrous cap) at 
peak pressure. PCSs were 86.5 kPa, 73.3 kPa, and 131.7 kPa 
for NV, LVV, and EV model, respectively. The maximum 
displacements were found not at the fibrous cap with the 
minimum thickness, but at the outer boundaries between the 
lipid core and the intimal fibrous tissue. The displacement 
peak values and waveform changed for different models. 
The luminal wall displacement variations at the thinnest cap 
location were 0.103 mm, 0.115 mm, and 0.135 mm for NV, 
LVV, and EV model, respectively. The elastic models (EV) 
showed similar waveforms as the pressure waveform, and 
the peak displacement increased as the elasticity reduced. 
Waveform changed noticeably for the isotropic viscous 
vessel model (NV), and the displacement peak lagged the 
pressure peak by 0.04 s. The peak of displacement wave was 
slightly lagged for the LVV model, and there was no phase 
lag for the EV model. 
Progression of the atherosclerotic disease changes the 
cellular function and composition of the plaque walls. 
Decrease of smooth muscle cells and increase of 
macrophage recruitment reduce the wall tissue integrity, 
which causes the plaque wall more susceptible to rupture. 
Because smooth muscle cells are important wall constituents 
contributing to viscoelasticity [4], estimation of wall 
viscosity based on the wall displacement waveform analysis 
may provide wall tissue composition information, which 
help diagnosing vascular wall diseases.  

CONCLUSIONS 
The effect of plaque wall viscoelasticity on lumen diameter 
variation was investigated in this study. Structural analysis 
was performed for the cross section of the atherosclerotic 
plaque wall tissues which had different viscoelastic 
properties. Decrease of viscous effect increased the 
deformation and stress, and decreased the phase angle 
between the pressure and displacement waveforms. Because 
viscous effect of tissue components could be identified 
using the phase angle difference, wall displacement wave 
analysis might be applied to predict plaque wall composition 
change and vascular wall disease progression.  
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INTRODUCTION  
Intravaginal dynamometry has provided invaluable insights 
into pelvic floor muscle (PFM) mechanics in women, where 
women with various disorders have demonstrated altered 
passive tissue resistance [1]. The interpretation of stiffness 
and stress relaxation characteristics of the pelvic floor tissues 
may be limited by the manual control of aperture opening 
[1]. The purpose of this study was to evaluate the reliability 
of measures of passive PFM characteristics made using a 
new servo-controlled automated dynamometer.  

METHODS 
Protocol approval was granted by our institutional research 
ethics board. Twenty nulliparous women attended a 
familiarization session (V1) during which they provided 
informed consent and underwent the study protocol. Women 
returned for a second (V2) and third (V3) visit, from which 
the data were analyzed for the purposes of this study. In the 
supine position, women inserted the lubricated arms (printed 
in ABS) of the servo-controlled dynamometer into their 
vagina. An initial antero-posterior (AP) diameter of 15mm 
was used, and once the baseline resistance force was stable 
and the woman was relaxed, elongation of the tissues 
occurred as the arms of the dynamometer opened to an AP 
diameter of 40mm at a constant velocity, either 18mm/s 
(fast) or 9mm/s (slow). The tissues were held at this 
elongation for 5s, and then returned to the original position 
(AP diameter =15mm). Three trials of each task (slow and 
fast) were performed with 60s of rest between trials.  

Data were filtered using a fourth order, dual pass, low pass 
Butterworth filter (5Hz cutoff), and resistance forces at the 
baseline and peak (PRF), 1s (PRF1) after, and 5s (PRF5) 
after maximal opening were determined. All measures, 
except the baseline resistance, were calculated as change 
from baseline. Repeated measures, one-way analyses of 

variance (ANOVAs; α=0.05) tested between-trial and 
between-day differences, while intra-class correlations 
(ICCs; 95% confidence interval) and minimum detectable 
change (MDC) assessed within- and between-day reliability.  

 RESULTS AND DISCUSSION 
Participants (N=20) had a mean (±SE) age of 35(±3) years 
and body mass index of 23(±1) kg/m2 and exhibited a higher 
baseline resistance, and lower PRF1 and PRF5 in trial 1 with 
respect to trials 2 and 3 for many outcomes (Table 1). This 
indicated faster progression of stress relaxation in trial 1, 
thus between-trial reliability was calculated using trials 2 
and 3 only.  No significant between-day effect was found. 

The between-trial effect, recently attributed to thixotropy [1], 
has been identified as a by-product of the short-range elastic 
component (SREC) of skeletal muscle to sarcomere 
elongation [2]. While we did not measure sarcomere length, 
thixotropy may be one of the factors underlying the faster 
progression of stress relaxation of the pelvic floor tissues in 
women.  

CONCLUSIONS 
Our custom, servo-controlled dynamometer yielded 
excellent between–trial reliability and moderate to very good 
between-day reliability. Further testing is required to 
investigate differences in the progression of stress relaxation 
between repeated trials of pelvic floor tissue elongation. 
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Table 1: Passive resistance of the pelvic floor tissues recorded from 20 nulliparous women.  Forces were measured at baseline (15mm), 
at the point of maximal opening (PRF, 40mm), and at one (PFR1) and five seconds (PRF5) after maximal opening.  Two opening speeds 
were assessed, fast (18mm/s) and slow (9mm/s). Intra-class correlations (ICCs; 95% confidence interval (CI)) and minimum detectable 
change (MDC) were calculated between trials and between days. Significant difference with respect to trial one is indicated by *.  
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INTRODUCTION  
Chronic ankle instability (CAI) usually develops after an 
initial ankle sprain [1]. CAI may be related to knee injuries 
(e.g., ACL injury) due to the alterations of lower extremity 
biomechanics during high-impact movements [2]. One 
possible reason for the altered biomechanics is differences 
in neuromuscular control. However, much remains unclear 
that how CAI could affect knee muscle activations and 
interact with knee biomechanics and ACL loading. 
Therefore, the purpose of the present study was to assess the 
influence of CAI on lower extremity muscle activation 
during the landing onto tilted surfaces.  

METHODS 
A surface electromyography (EMG) system was used to 
collect lower extremity muscle activation of 21 young 
female individuals with CAI and 21 pair-matched control 
participants (CON) during a double-leg landing with test 
limb (CAI limb) landed on a 25 tilted force plate. The drop-
landing height was 30 cm. The EMG electrodes were 
attached on the muscle belly of tibialis anterior (TIB-ANT), 
gastrocnemius lateralis (GAS-LAT), peroneous longus 
(PER-LON), rectus femoris (REC-FEM), vastus lateralis 
(VAS-LAT) and biceps femoris (BIC-FEM). The EMG data 
were filtered, rectified; and the linear envelope was 
generated using a low pass filter at 10 Hz and normalized to 
the linear envelope of the maximum voluntary isometric 
contraction (MVIC). The data were then averaged for the 50 
ms before initial contact (IC) and for the first 100 ms after 
IC to represent the amplitude of muscle activation during the 
pre-landing and landing phases, respectively. Ten acceptable 
landing trials were analyzed for each participant. 
Comparisons of EMG variables between CAI and the CON 
group were using paired t-tests (p < 0.05).  

RESULTS AND DISCUSSION 
Compared to CON group, CAI group exhibited (~70% 
MVIC, p<0.01) less PER-LON activations in the pre-
landing phase (Fig 1), which may result in an increased pre-
landing ankle inversion angle for CAI group and reduce the 
ankle stability. In the landing phase, CAI group exhibited 
(~60% MVIC, p<0.01) greater TIB-ANT activation. This 
could be a strategy that employing active stabilizers (i.e., 
TIB-ANT muscle) to compensate for the limited ability of 
passive stabilizers (e.g., ligaments) of CAI group. CAI 
group also exhibited greater knee extensor activation (80% 
MVIC for REC-FEM and 53% MVIC for VAS-LAT, 
greater than CON) but reduced knee flexor activation (17% 
MVIC for BIC-FEM, less than CON). The greater knee 
extensor activity could increase the anterior shear force 
applied at the proximal end of the tibia, which is the primary 
contributor of ACL loading [3]. On the other side, the 
reduced knee flexor activity could reduce the forces that 
counteract the anterior shear force. Therefore, CAI group 

may undergo greater ACL loading, especially during the 
early landing phase (100 ms post IC).  

Figure 1: Group ensemble average curves of the linear 
envelope EMG (+/- SD) of lower extremity muscles. Initial 
contact = 0% and end of landing phase = 100%. A portion of 
the pre-landing phase is also shown. 

CONCLUSIONS 
Individuals with CAI displayed some differences of lower 
extremity muscle activation compared to CON during 
landing. We conclude that the muscle activity alterations 
may be related to ACL loading. Relevant training programs 
(e.g., increasing pre-landing peroneal activation, optimizing 
activation ratio of quadriceps to hamstrings) may help 
individuals with CAI improve ankle stability and reduce 
atypical knee loading. However, future study may need to 
confirm whether these altered lower extremity muscle 
activities could increase ACL stress.    
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INTRODUCTION  
With the development of the society, leisure activities and 
exercises, especially jogging, are becoming more popular. 
More and more females participate in sports, virtually 
evolving into a trend. However, many people are busy and 
warm up exercises can be ignored easily, which may result 
in sports injuries. Achilles tendon (AT), commonly known 
as the calcaneus tendon, is located in the back of the calf. At 
the end of the gastrocnemius, it tapers off and becomes 
tendon tissue connecting to the calcaneus, serving as the 
connection between muscle and bone.  AT is the body’s 
thickest, largest and strongest tendon, with an average 
length of 15 centimeters. Its flexibility is critical during 
exercise, as it can withstand 8 times the body’s weight while 
running and jumping. Repeated stretching causes the AT to 
become fatigued, leading to rupture [1]. This study focuses 
on the effects of two different warm up routines on the AT 
of females who exercise regularly. We utilize jogging and 
hot compresses as the two warm up methods and then 
analyze the risk of injury posed to the AT. 

METHODS 
Ten untrained female amateurs, who regularly participated 
in recreational running and were able to comfortably run 2 
kilometers, volunteered to participate in this study. 
Candidates with any history of AT injuries or other major 
injuries to the lower limbs that impeded normal gait were 
excluded from the study. 

During the two-week period of the experiment, we 
conducted trials on the first, the fourth, and the eleventh day. 
The baseline test was performed on the first day. We marked 
Soles muscle-tendon junction (Soles MTJ) as point A and 
Gastrocnemius muscle-tendon junction (Gastrocnemius 
MTJ) as point B. A mechanical properties test and 
ultrasound scan were performed immediately. On the fourth 
day, we set the treadmills in Taipei Medical University’s 
recreational center to 11.3-14.5 kilometers per hour 
(adjusted in accordance with each participant’s height). 
After participants ran for 15 minutes, we immediately 
performed a mechanical properties test and ultrasound scan. 
On the eleventh day, we used heat padding on the 
participants. We set electric blankets (iLove, New Taipei 
City, Taiwan) to 45 degrees Celsius and covered 
participants’ legs from the knees down until the calcaneus. 
Then we let participants run for 15 minutes, after that the 
same tests were performed. 

We built spring pedals to perform the mechanical properties 
tests. The ankle torque was set at 27N-m (50% MVC, 
maximal voluntary contraction), and the spring pedal board 
was placed flat on the ground. Participants sat with their 
knees bent at 90 degrees and used their dominant foot to 
step on the board, affixed with a girdle, at 50% MVC in the 
plantar flexion position. To ensure accuracy, the two points 
underwent three isometric contractions and simultaneous 
ultrasound scans. Throughout the process, the probe 
remained at the same position for two seconds at a time. 

We used the GE Vivid I ultrasonography machine, coupled 
with the GE linear probe 12L-RS to perform 2D 
ultrasonography manually, followed by tissue speckle 
tracking using Echopac software in order to determine 
movement of the MTJ, strain rate, mechanical parameters, 
etc. Data was analyzed by SPSS, a statistical software. 

RESULTS AND DISCUSSION 
Paired t-test was applied to compare tendon lengthening of 
the Soles MTJ and the Gastrocnemius MTJ in the control 
group, warm group and run group (Table 1). It was found 
that tendon lengthening in the warm group and the run 
group were significantly longer than the control group (P 
<0.05), indicating that tendon elasticity was increased after 
the two warm-up routines. Tendon lengthening in the Soles 
MTJ and the Gastrocnemius MTJ were then compared. 
Results showed that there was no significant difference 
between the three groups. Therefore, we initially inferred 
that warming has opposite effects on muscle and tendon. 

CONCLUSIONS 
The contribution of warming up towards performance is still 
controversial. Numerous authors have attributed the 
protective benefits of warming up in increasing range of 
motion or body temperature to causing a decrease in AT 
flexibility [2]. However, there is no literature which can 
specify that muscle and tendon contractions lead AT to 
Stretch-Shortening-Cycle (SSC) during warmup exercises. 
If athletes could know more about this phenomenon, they 
will be able to better protect their AT and improve their 
performances. 
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Table 1. Passive free tendon length, passive Gastrocnemius tendon length and free Achilles tendon in response to a warm up 
procedure. 

Free tendon lengthening(mm) Gastrocnemius tendon lengthening(mm) Lengthening between two MTJs (mm) 
 Control Warm Run Control Warm Run Control Warm Run

Mean 1.252±0.96 1.32±1.05 2.26±1.05 1.74±0.52 1.94±0.57 2.65±0.74 0.48±0.66 0.62±0.83 0.38±0.8 



P229 - DEPENDENCE OF ISCHIAL AND COCCYGEAL SHEAR STRESSES ON BODY INCLINATION 

Amelia E Dyck, Visar Berki and Brian L Davis 
The University of Akron 

Corresponding author email: bdavis3@uakron.edu  

INTRODUCTION  
Bed sores, often called pressure sores, are a significant 
problem in the medical community [1]. Many elderly and 
bed-ridden patients suffer from these painful wounds that 
can progress to Stage 4 and become life-threatening.  Since 
they most often develop during hospital stays, they drive up 
healthcare costs that must be paid by the provider instead of 
insurance. 

There are several different stages and types of bedsores. 
According to the literature, these typically involve a 
situation where sustained pressure is placed on skin. As a 
result, skin and tissue may begin to break down and lead 
to an open wound, especially at and around bony ridges 
such as the ischial tuberosities, sacrum, and coccyx [2].  

With the focus traditionally being on pressure, insufficient 
research has been performed on the contribution of shearing 
forces to the formation of sacral bed sores. Frictional forces 
have been tentatively linked to pressure ulcer formation, 
and the consensus is that sensors must be developed to 
gather as much data as possible in this area [3]. This study 
therefore focuses on measuring shear forces on the ischial 
and coccygeal areas at different angles to the supine 
position.  
METHODS 
A patented Surface Stress Sensitive Film (S3F) was first 
developed to provide skin friction (drag) measurements in 
wind tunnels. It is an elastic film that deforms in response to 
applied forces. Upon removal of the forces, the film returns 
to its original shape. The dynamic 3-D deformations are 
captured using digital imaging of probes incorporated in the 
film. The measured deformations can be analyzed directly 
since they are proportional to the applied forces. In addition, 
the deformations can be used as inputs to a finite element 
model of the film to quantify the pressure and shear forces 
that produced the measured deformations. A force plate 
provides traditional pressure measurements and an expanded 
capability for system calibration.  

The S3F-based platform has been used in studies related to 
shearing stresses on the plantar surface of feet [4,5] but to 
date has never been used to assess interface mechanics 
under the ischial tuberosities and coccyx.   

For the current study, data were collected on equal numbers 
of healthy male and female subjects ages 18 to 28 with no 
history of back injuries or skin ulcers.  Data were sampled at 
30 Hz for 1.6 seconds.  Trials were collected at angles of 0, 
22.5, 30 and 45 degrees, with four repeats at each angle. 
Seamless sports clothing was worn by each subject.  For the 
purposes of assessing the dependence of shear on inclination 
angle, peak anteriorly directed shear stresses were 
quantified. 

Figure 1.  Typical results for one subject, showing the 
dependence of anterior shear stresses on inclination angle. 
At an angle of 0o, the subject was lying supine. 

RESULTS AND DISCUSSION
Peak anterior shearing stresses showed a non-linear trend as 
a function of inclination angle (Figure 1).  Variability of 
these stresses seemed to increase as subjects were 
positioned more upright, possibly due to the increasing 
influence of ischial geometries and the effect of small 
postural adjustments.   

In terms of magnitudes, anterior shear stresses were, as 
expected, significantly higher than posterior shear stresses 
(p < 0.05).  When compared with shearing stresses under 
the feet of healthy subjects, the values are about 40% of 
those previously reported [5].  The relative effects of (i) 
lower peak shear stresses versus (ii) prolonged application 
times is unclear.  However, what is apparent is that 
changing a patient’s body inclination can significantly lower 
shear stresses under the ischial tuberosities and coccyx. 

CONCLUSIONS 
Prolonged application of shear stresses on skin 
may predispose a bed-ridden patient to chronic wounds.  
This study shows that the inclination of a patient has 
significant effects on these shear stresses. 
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INTRODUCTION  
Predicting cell responses on implant scaffolds, given its 
architecture and material, can be useful in evaluating 
different scaffold designs. Nevertheless, successful 
predictions need to address two challenges. The first is to 
quantify uncertainty in the observations of cell processes. 
Cell processes have a stochastic element which leads to 
variability in growth, death, and migration of cells. To 
model these processes, Fick's law (governing equation of 
bone diffusion) [1] is used to quantify the uncertainty, 
because Fick's law is deterministic. The second challenge 
involves identifying Fick’s law coefficients which cannot be 
obtained directly from experiments.  

In this work we propose a novel pipeline integrating neural 
networks and population-based computational simulation to 
predict growth, death, and migration of bone osteoblast cells 
on porous polymer scaffolds between given days. This work 
advances on previous studies that have three shortcomings: 
(i) solely modelling cell migration; (ii) considering only 
specific cell concentration patterns, and (iii) matching only 
general spatial patterns between simulation and experiment. 
The improved pipeline therefore examines not only 
migration but also growth, death and various cell patterns, 
and increases classification accuracy of the responses at a 
population level. 

METHODS 
Our dataset consists of the intensity of alamarBlue (general 
indicator for cell population) and live/dead fluorescent stain 
images on parts of the top of implant scaffolds in a 21-day 
experiment. The intensity on unobservable days was 
regressed and the parameters of the linear regression were 
inferred. Thus, the cell population could be drawn from the 
intensity. Cell spatial concentrations were sampled using a 
random walk algorithm [2] on the digitized images. 

For modelling cell responses, finite element simulations 
approximate concentrations in a representative cube from 
initial concentrations after 1 day. Cell growth and death 
were imposed as a concentration-dependent flux on 
randomly sampled locations. It had a flux gradient of 50000/ 
mL day for growth and -50000 for death. Heavily occluded 
pores were assigned a diffusivity of 1x10-4 while open pores 
0.01. A convolutional neural network was trained and tested 
on the above cases [3]. Afterwards, it predicted cell 
responses one day apart in the experiment. See Figure 1 for 
an overview of the modelling pipeline. 

RESULTS AND DISCUSSION 
The first finding shows the expected populations and cell 
concentration patterns could be drawn from Bayesian 
inference. The second finding shows the network classifies 

“element-wise” cell responses highly accurately. Otherwise, 
the network predicts responses with low probability for both 
cases of Fick's law and the cell concentration patterns from 
the experiment due to the current limited training sets.  

Figure 1: Modelling pipeline. 

CONCLUSIONS 
The neural network pipeline was shown to approximate the 
inverse function of Fick’s law by its high classification 
accuracy. However, the current low prediction probability 
reflects that the network needs more training, which is 
currently being done using GPU simulations. Finally, while 
cases of Fick's law provide the ground-truth to measure the 
accuracy and probability of prediction, the cell patterns in 
the experiment do not have labels. This combination of 
continuum modelling and statistical inference does not 
provide evidence of the specific biological responses but 
rather homogenized behaviors of simulated populations, 
which may be more useful when designing implant 
scaffolds.  
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INTRODUCTION  
This paper focuses on the calcaneal nail “C-NAIL” 
produced by the Czech company Medin a.s. The C-NAIL 
was developed via Czech-German cooperation. The C-NAIL 
is an intermedullary calcaneal nail used in the treatment of 
intraarticular/extraarticular fractures of the calcaneus (heel 
bone). Fixation with this nail is mini-invasive, based on the 
principle of stabilizing the bone fragments by means of the 
nail and fixing screws [1]. Heel fractures occur most 
frequently as a result of falls from height. They are serious 
injuries, and patients may experience difficulties even under 
qualified treatment. On impact after a fall, the entire weight 
of the body is transferred via the shank (crus) and the ankle 
(talus) to the heel bone (calcaneus), which meets resistance 
from the ground, causing it to fracture partially or to break 
into two or more fragments. 

METHODS 
The C-NAIL is an intermedullary calcaneal nail used for the 
mini-invasive fixation of intraarticular/extraarticular 
fractures of the calcaneus (heel bone). The principle is the 
stabilization of the calcaneus fragments by the nail in 
conjunction with seven fixing screws, with which it forms 
an angularly stable fixation. Maximum stability is achieved 
by fixing the sustentacular fragment via the nail using two 
locking screws that are introduced by means of a targeting 
device. The success of treatment also depends on the 
strength of the screws and nails used; if these fail, it is 
necessary to repeat the entire osteosynthesis procedure. 
Despite all efforts by operators, treatment is not always 
successful, but the optimization of these implants reduces 
the occurrence of their failure. 

This biomechanical research of the C-NAIL is based on 
multidisciplinary collaboration among medical professionals 
and engineers; see Fig. 1. 

The use of numerical methods brings quicker and simpler 
options for optimizing the design of current devices (plates 
and nails) used in calcaneal osteosynthesis. Numerical 
modelling of the C-NAIL is described in [2]; the interaction 
of the nail with the bone is substituted via the theory of 
beams on an elastic foundation [3], which gives a suitable 
approximation of the mounting of the nail in the bone. This 
process offers a quick and elegant method of determining 
maximum stress values. 

A far more accurate, realistic and demanding method is to 
conduct a contact numerical analysis of the nail mounted in 
the actual bone. However, for this purpose it is necessary to 
create a high-quality CAD model of the bone itself. This 
was done using Materialise Mimics software. In order to 

create an accurate model of the bone, it was necessary to 
separate the dense bone tissue from the other soft tissues in 
the individual CT sections.  

Figure 1: Approaches to calcaneal osteosynthesis 

Experimental methods (static, dynamic and fatigue testing 
of the bone/nail system) are also important; see [1]. 

RESULTS, DISCUSSION AND CONCLUSIONS 
Complex calculations and laboratory experiments were 
conducted for a C-NAIL applied to the calcaneus. The 
results verified and recommended correct design parameters 
for the structure, strength, stiffness and reliability of the C-
NAIL. The nail meets the requirements of modern medical 
practice. 
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INTRODUCTION  
The article proposes and verifies a new model of the 
interaction of bones and screws; see Fig. 1 and references 
[1] and [2]. A screw mounted in a bone is subjected to 
tensile/compressive loading until the limit state is reached 
(the screw is pulled out of the bone). The results give 
information on the behaviour of the screw in a bone and can 
be used to optimize the design of implants for post-fracture 
osteosynthesis in traumatological or orthopedic practice. 

Figure 1: Tensile loading of a screw in a bone (theory, 
experiment and approximation) 

METHODS 
The model for the tensile/compressive loading of a screw in 
a bone is described by the nonlinear differential equation 
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where F is axial force, u is axial displacement, E is the 
modulus of elasticity of the screw, A is the cross-sectional 

area of the screw, and ai is the nonlinear dependence 
constant of the continuously distributed reaction force in the 
bone; see Fig. 1. A result (a solution of the above 
differential equation) fulfilling the boundary conditions 

requires the dependence ,
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constants ai can be determined experimentally; see Fig. 1. 
The constants ai must fulfil the conditions at point 1, where 
the extreme situation (pulling the screw out) occurs (i.e. the 
approximation passes through this point and the extreme is 
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experiments to pull the screws out of the bones were 
conducted repeatedly using not only cadavers, but also 
wooden and plastic blocks; the results always gave good 
agreement. 

RESULTS, DISCUSSION AND CONCLUSIONS 
The proposed original model (nonlinear differential equation 
and its solution) gives very good agreement with 
experiments conducted using cadavers, wooden and plastic 
blocks. The results give an adequate picture of the behaviour 
of a screw in bone under tensile/compressive loading, 
including the extreme situation in which the screw is pulled 
out. The results can be used to optimize the design of 
implants for post-fracture osteosynthesis in normal medical 
practice. 
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INTRODUCTION 
Methodologies for field based motion capture are somewhat 
limited, particularly for motion capture duirng competitive 
sporting events. Capture situations utilising large areas and 
difficult space, as found in athletics compititions, are still 
mostly reliant upon two-dimentional (2D) caputre combined 
with manual digitising techniques.  The 2-D DLT method is 
a commonly employed technique of quantifying 2D 
coordinates prior to motion analysis in such situations. 
However, this methodology is prone to errors. Two specific 
errors that arise are human errors incured during manual 
digitising and error due to image resolution during the DLT 
process.  
Genetic algorithm (GA) is a computational method based on 
a natural selection process designed to mimic biological 
evolution [1]. It is utilized for solving both constrained and 
unconstrained optimization problems through successive 
generations of random population data until a solution 
evolves. The purpose of this study was to examine the utility 
of GA as a technique for reducing reconstruction errors in 
manually digitized 2D DLT method.  

METHODS 
This study targeted 2D DLT on 1200×1080-pixel image. The 
image consisted of 135 manually digitized points in a gridded 
plane. 15 points in the left corner of the grid were selected 
(Figure 1b, right) as calibration points for the DLT.    To 
simulate maximal digitizing error firstly all the digitized 
coordinates were randomly shifted ±0-3 pixels (four 
significant digits) toward U and V components. The number 
of population and generations was set to 1000 with a 
bellowing GA crossover rate of 70% with one-point 
crossover and a mutation rate of 30%.  The first GA technique 
utilized 15 randomly selected points over ten iterations (e.g., 
Figure 1b left) from here on called RANDUM. The second 
GA technique used only the 15 calibration points (Figure 1b, 
right), from here on called FIXED.  The best technique 
RANDUM or FIXED is the one with the least error in the 
DLT image reconstruction.  

RESULTS AND DISCUSSIO 
Reconstruct error of RANDUM was smaller as compeared 
with normal DLT without GA process (x, 0.307±0.191%; y, 
0.155±0.099%). It is suggested that shifting the image 
coordinates is a beneficial method after manual digitizing. 
Additionaly, x component error was bigger than x component 
error in both of RUNDAM and normal DLT. It is suspected 
that this defference is caused that  a coordinate system of 
object is arranged in the x coordinate direction in a coordinate 
system of image (Figure 1a). On the other hand, FIXED 
showed larger reconstruction errors. It is inferred that the 
increase of errors results in the arrangement of calibration 
points, because reconstruction errors are larger as  they move 
away from the calibration area (Figure 1b, left).   

Figure 1: a) Test image written two coordinate systems. 
Coordinate system of image was u and v components and 
coordinate system of object plane was x and y components.  
b) Reconstruction values after DLT of RANDUM (left) and
DIXED (right). RUNDAM shows trial 9 in ten trials as a 
sample.  The rates of reconstruction errors for the analysis 
area (x,10; y, 15) were that RANDUM was 0.159±0.120% 
and 0.149±0.121%, and FIXED was 1.417±1.484% and 
1.762±1.781%. 

CONCLUSIONS 
The results of this analysis suggest that using the RANDUM 
GA method of optimizing the image coordinates is a 
beneficial analysis technique when the reference points are 
arranged evenly throughout the image coordinate system. 
Moreover, we note that the potential exists for the 
reconstruction error to surmise zero or unlimitedly close to 
zero when the using the RANDUM technique. Therefor we 
believe it is necessary to review GA parameters and other 
optimization methods for use with 2D DLT reconstruction in 
future.  
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INTRODUCTION  
The service life of artificial joints is affected by their 
tribological characteristics. Wear particles of the bearing 
materials, such as ultra-high-molecular-weight polyethylene 
(UHMWPE) are considered as a major factor in osteolysis 
and loosening of total joint replacements. Macrophage 
activation and production of cytokines are influenced by 
total volume and sizes of wear particles. Some studies have 
indicated that small particles with sizes less than 1.0 µm 
exhibit the most biological activity [1]. In order to control 
the volume and sizes of wear particles, it requires a high-
quality geometric surface with nano-scale roughness and 
micro-scale waviness [2]. In this study, a micro-wet blasting 
technique was proposed for creating a variety of surface 
profiles on a Co-Cr-Mo alloy counterface. The effects of the 
profiled surface on polyethylene wear characteristics were 
investigated experimentally.  

METHODS 
Micro-wet blasting (MWB) technique was applied to 
produce the textures on Co-Cr-Mo alloy. Water solution 
containing 1.2 µm alumina particles (3.2 wt%; WA #8000) 
was used as the slurry. The slurry was injected through a 
nozzle having a diameter of 1.0 mm under compressed air. 
A surface profile was created by adjusting the feed speed 
and feed pitch of the nozzle.  

A pin-on-disc wear test was conducted to compare the 
performance of MWB processed and conventional Co-Cr-
Mo alloy surfaces. A pin was made of UHMWPE 
(GUR1050) and the disc material was a Co-28Cr-6Mo alloy 
(ASTM F75). The pin with 9 mm in diameter was pressed 
against the disc at a contact pressure of 6.0 MPa. The testing 
machine provided multi-directional sliding motions. The 
wear track on the disc had a diameter of 20.0 mm, and the 
sliding speed was 20.0 mm/s. Fetal calf serum was used as 
the lubricating liquid. The total protein concentration (20 
g/L) in the lubricating liquid was adjusted by adding 
distilled water. Each test involved a total of 500,000 cycles. 

After wear test, the gravimetric wear of the pin was 
measured to calculate the specific wear rate of the 
UHMWPE. The used lubricant was also collected to obtain 
wear particles using 0.1 μm cellulose membrane filters. 100 
particles on the membrane were examined using a scanning 
electron microscope in order to evaluate the morphological 
features of the wear particles.  

RESULTS AND DISCUSSION 
Figures 1 shows surface images of each Co-Cr-Mo alloy 
disk for wear test obtained by three-dimensional optical 
surface profiler (NewView 7000, Zygo Corp., USA).  Some 
smooth surface patterns were prepared by MWB, and the 

roughness in the actual contact area (Pa) was reduced to 1-2 
nm in compared to conventional one (11 nm). The wave 
surface had a waviness curve with a horizontal pitch of 1.0 
mm and a peak-to-valley height (Dpv) 0.187 μm. 

Figure 1: Surfaces of Co-Cr-Mo alloy discs used for the 
wear tests.  

The specific wear rate with the wave surface was lower than 
that with conventional one, while the wear rate was 
increased in case of dimple surfaces. The equivalent circle 
diameter of the particles derived from the wave surface was 
1.62 mm, and larger than that from the conventional surface 
(1.30 mm).  The aspect ratio of wear particles from the wave 
surface was also larger than that from the conventional 
surface. 

CONCLUSIONS 
A variety of surface profiles on Co-Cr-Mo alloy were 
produced by MWB technique. A wave surface with very 
smooth roughness in actual contact area was useful to 
reduce the specific wear of polyethylene and make the wear 
particles large size. 
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INTRODUCTION  
Repeating snow shoveling movement is physically 
demanding and can be a cause of lower back pain. In an 
aged society such as the one of Japan, elderly people tend to 
live in county side without accompaniment of young people, 
which is not exception for snowy areas where the 
inhabitants have to manually shovel snow away at least for 
private areas in front of their own houses and parking lots. 
In such situation, some device that can facilitate the 
shoveling movement is wanted. 

Robot suit HAL (Hybrid Assistive Limb, Cyberdyne, Japan) 
is a wearable exoskeleton type robot. It can assist joint 
motion according to the user’s motion intention detected 
using skin surface electrodes attached on relevant muscles. 
It has been applied for motion improvement in patients with 
limb paresis [1]. The version of HAL for lumbar support [2] 
consists of a lumbar attachment, bilateral thigh attachments 
and two electric motors that assist hip and lumbar extension 
according to activation of electric potential detected by the 
electrodes attached on the lower back corresponding to the 
erector spinae muscles. 

In this work, we analyzed the effect of using HAL for 
lumbar support on reduction of lumbar load and efficiency 
improvement in repetitive snow shoveling movement to 
investigate the possibility of it becoming a support for the 
elderly in snowy regions. 

METHODS 
Nine healthy subjects (age: 26-44y, mean 31y, height: 161-
180, mean 171 cm, weight: 59-76, mean 66 kg) participated 
in the experiment. They were asked to continuously repeat 
snow shoveling movement as much as possible in the two 
conditions; without using HAL and with using HAL (Figure 
1). In the snow shoveling task, shoveling movement 
consisted of lowering a shovel, picking up a full scoop of 
snow, bringing it up to a certain height by coming back to a 
natural standing position, throwing it and then stepping 
sideways along a straight line toward an indicated target. 
Between the trials of the two conditions, they took a rest 
until they felt that they had recovered from fatigue.  

For each condition, number of times of shoveling movement, 
length of cleared area, duration of continuously repeated 
work and subjective perception of fatigue in lumbar by VAS 
(visual analog scale) just after finishing the shoveling task 
were recorded. Muscular usage during the shoveling task 
was recorded using a Trigno Lab wireless measurement 
system (Delsys) which had EMG and three axis acceleration 
sensor in each wireless sensor unit. 

Figure 1: In the experiment, healthy participants repeated 
snow shoveling movement as much as possible with the aid 
of robot suit HAL for lumbar support. They also performed 
the task without HAL. Results were compared between the 
conditions. 

RESULTS AND DISCUSSION 
By averaging among the subjects, the number of times of 
shoveling was 50 without HAL and 144 with HAL, the 
duration of continuous shoveling was 145s without HAL 
and 366s with HAL, the length of cleared area was 9.6m 
without HAL and 35.4m with HAL, the fatigue VAS was 75 
without HAL and 39 with HAL. All of these evaluations 
showed statistically significant difference. From the EMG 
analysis, activation of erector spinae muscles during 
lowering of a shovel tended to gradually increase through 
time in the condition with HAL but not in the condition 
without HAL.  

CONCLUSIONS 
While there exist some reports on the reduction of lumbar 
load during snow shoveling by refinement of shovel design, 
there is no other reports on the use and effectiveness of 
assistive robots for this purpose as far as we know. Our 
experiment showed that using HAL for lumbar support was 
effective in reducing lumbar load and improving work 
efficiency. Further analysis of the EMG data is expected to 
elucidate the biomechanical mechanism behind it. 
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INTRODUCTION  
Plantar pressure distribution measurements have been used 
to detect several pathologies of the foot, such as excessive 
mechanical pressure on the plantar region which can lead to 
foot ulceration [1]. In addition, it has been used in footwear 
design, sport performance analysis, injury prevention, 
improvement in balance control and diagnosing disease [2-
4]. It is know that the abnormal plantar pressure distribution 
can produce injures in the soft tissue of the foot. This is an 
important factor for high performance athletes where 
competitions take long period of time and for diabetic 
people, especially those with neuropathy [1]. Wireless in-
shoe plantar pressure sensors have the potential of measure 
the pressure distribution of the foot during normal walking 
with great accuracy [4]. This research aimed to scrutinise 
the plantar pressure distribution in four high performance 
athletes in order to detect foot pathologies and be able to 
prevent future damages.  

METHODS 
Four high performance athletes, two males and two females, 
mean body mass 55.25 ± 4.03 kg, with no history of neuro-
musculoskeletal disease were considered in this study. An 
in-shoe F-Scan system (TEKSCAN, Inc. Boston MA USA) 
was used to record the plantar pressure distribution. The 
thickness of the F-Scan sensor is 0.15mm and it has 25 
sensels per square inches. The insole sensors were placed 
inside of the shoes of each subject to record the plantar 
pressure. During the trials, the participants wore the same 
shoes that they wear during normal training. The gait cycle 
was evaluated in each subject at normal walking speed with 
a sampling frequency of 100 frames per second. Data were 
acquired by the F-Scan device and sent via wireless to the 
workstation to be saved and analysed. The participants 
walked three times in a ten metres track. The first and the 
last gait cycle were discarded from the analysis. Before the 
trials began, the participants were allowed to walk during 
15 minutes in order to be familiar with the sensors.  

RESULTS AND DISCUSSIONS 
The plantar pressure distribution of the four participants is 
shown in Figure 1a-d. The plantar pressure distribution of 
the first participant was higher on the left foot. In addition, 
the big toe displayed high pressure during the take-off, 
Figure 1a. Subject number 2 illustrated higher plantar 
pressure in the right foot as shown in Figure 1c. Similarly, 
subject 3 displayed higher contact pressure in the right foot. 
Finally, subject 4 showed higher contact pressure in the left 
foot, Figure 1d. After reviewing the plantar pressure 
distribution in all participants, it was clear to observe the 
asymmetry on both feet. Clinical feedback was given to the 
participants for rehabilitation. Plantar pressure 
measurements indicates how the muscle forces interact with 
the ground surface. This information is useful to detect 
some abnormalities which can lead to foot disorders.  

Figure 1 Plantar pressure distribution of four high 
performance athletes. Black colour shades indicate the 
highest pressure and the line in the middle shows the contact 
pressure pattern during the gait cycle.   

CONCLUSIONS 
The plantar pressure distribution of four high performance 
athletes was analysed during normal walking. It was found 
that all the participants have issues in the plantar region of 
the foot. This could produce damage in different regions of 
the lower limbs. It was recommended to them acquire 
insoles to correct the abnormality and avoid future damage.  
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INTRODUCTION  
Surface texturing on a material is useful, because this can 
change of the wettability, adhesion and wear characteristics 
on the surfaces. A variety of the processing methods have 
been proposed. Laser processing, electrical/chemical etching 
and nanoimprint technology are representative methods. 

In this research, the micro slurry-jet, which is a kind of wet 
blasting, has been proposed to improve the surface 
characteristics on a glass and a prosthetic material [1]. For 
the glass plate, the relationship between the surface profile 
and the change of wettability were discussed. For the Co-
28Cr-6Mo alloy disc, the influence of wear characteristics of 
artificial joint was discussed [2]. 

METHODS 
The micro slurry-jet is a wet blasting which uses alumina 
particles as abrasive media, along with compressed air and 
water to create a textured surface. The mean diameter of the 
alumina particles was 1.2 m. 3.2 wt% of slurry was 
prepared by adding distilled water. The slurry was injected 
through a nozzle having a diameter of 1.0 mm under 
compress air of 0.36 MPa. This powerful stream removed 
the material surface with high accurately. The injection 
nozzle was mounted on a stage that could be mechanically 
controlled to move parallel to the material surface. A 
textured surface was created by adjusting the feed speed and 
feed pitch of the nozzle. The materials tested were a glass 
plate and a Co-28Cr-6Mo alloy disc. 

The textured glass surface was visualized using a three-
dimensional optical surface profiler. A contact angle of 
water on the material surface was also measured.  

The textured Co-Cr-Mo alloy disc was used for a pin-on-
disc wear testing, where an ultra-high molecular weight 
polyethylene (UHMWPE, GUR1050) was used for the 
counterface material. The polyethylene pin was pressed 
against the Co-Cr-Mo alloy disc at a contact pressure of 6.0 
MPa. The center of the wear track on the disc had a diameter 
of 20.0 mm, and the sliding speed was set to 20.0 mm/s. The 
bearing surfaces were lubricated by a foetal calf serum, in 
which the protein concentration was 20 g/L. The specific 
wear tare of polyethylene and morphological features of the 
polyethylene debris were measured. 

RESULTS AND DISCUSSION 
Figure 1 shows the processed surface on glass. Smooth 
surface with dimples, concave lines or convexo-concave 
profiles was able to be created by the micro slurry-jet. The 
processing accuracy in vertical direction of surface (depth 
from top surface to bottom surface) was less than 50 nm. 
The depth could be controlled by the feed speed. It was 
confirmed that there was a limitation of reducing the feed 
pitch, which was less than 0.25 mm. The contact angle of 

water on the glass without the processing was 28.3 degree 
(S.D.: 2.70). The convexo-concave surface with the depth of 
50 nm and the pitch of 0.25 mm  (orthogonal axes) recorded 
the contact angle of 25.6 degree (S.D.: 3.81), and the surface 
with the depth of 50 nm and the pitch of 0.50 mm had 41.0 
degree (S.D.: 3.41). These results supported that the surface 
processing by the micro-slurry-jet could change the 
hydrophilic or hydrophobic character on a glass. 

Figure 1: Example of textured surface on glass. Convexo-
concave surface was observed. Feed speed of injection 
nozzle was 0.5 mm/s. Feed pitch was 1.0 mm with oblique 
axes. 

The convexo-concave surface of Co-Cr-Mo alloy, in which 
the depth of 200 nm and the pitch of 1.00 mm  (orthogonal 
axes), was obtained by the micro slurry-jet. The surface 
roughness was reached to Ra of 2 nm. By using the textured 
surface, 75% of reduction in the specific wear rate of 
polyethylene was recorded in comparison with the 
conventional surface (Ra of 20 nm with flat surface and the 
specific wear rate of 0.887 mm3/Nm). The equivalent circle 
diameter of polyethylene debris was enlarged from 1.30 to 
1.62 m. The lower wear and larger debris of polyethylene 
suggested that the surface processing by micro slurry-jet 
was useful for prolongation in service life of artificial joint. 

CONCLUSIONS 
The wettability on the glass surface could be changed by the 
micro slurry-jet processing. The specific wear of 
polyethylene could be reduced by using the processed Co-
Cr-Mo alloy as the counterface material.  
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INTRODUCTION  
Mammalian sperm cells must maintain the correct 
orientation throughout their journey from ejaculation to 
potential fertilization. The overall distance typically exceeds 
10 cm, while the length of the sperm cell is between 50-100 
m. In such a long distance, how do sperm cells find a 
correct swimming direction? Recently, a possible 
mechanism used in long-distance navigation, rheotaxis, was 
found experimentally. In the experiments, sperm cells were 
subjected to shear flow or Poiseuille flow and the sperm 
cells actively swam against the flow. Although the rheotaxis 
is important for the fertilization process, the mechanism was 
not clear at all. We then numerically investigated sperm cell 
locomotion in shear flow near a plane wall, and clarified the 
stability of the rheotaxis in the parameter space of shear rate 
and flagellum beat chirality [1]. In this paper, we show the 
results of upstream swimming of the sperm cell in shear 
flow. 

METHODS 
For the numerical analysis, a sperm cell is considered to be 
immersed in an incompressible Newtonian liquid, adjacent 
to a 2D plane of infinite dimensions. Due to the small scale 
of a sperm cell, the flow field can be assumed as the 
Stokesian regime, and is described by the boundary integral 
equation: 

v(x)  v(x) 1

8
J(x, y) q(y)dS(y) , (1) 

where x is a observation point, y is a material point on the 
sperm cell surface,  is the viscosity, v is the velocity at x, 
v∞ is the background shear flow, q is the surface traction, 
and J is the Green’s function, respectively. We also assumed 
force-free and torque-free swimming of a sperm cell: 

qdS(y)  0, q(yX0 )dS(y)  0, (2) 

where X0 is the body frame origin, head-tail junction of the 
sperm cell. To accurately describe the motions of the 
flagellum, an orthonormal body frame is defined as i. Then, 
time-dependent flagellum beat can be given by following 
formula of centerline of the flagellum: 

 2  Acos k1 L  2 ft ,
 3  Asin k1 L  2 ft ,

(3) 

where L is the flagellum length, k is the wave number, A is 
amplitude of flagellum beat, f is the beat frequency, and � is 
the chirality parameter. Once flagellum motion was given, 
the velocity at the cell material point v(y) can be 
decomposed as: 

v(y)  VΩ(yX0 )V fla (y) ,  (4) 

where V and  are translational and angular velocity of the 
cell. The last term Vfla is the velocity flagellum with respect 
to the body frame, which is given by time-derivative of (3). 
In order to express a sperm cell locomotion, we solve 
following linear system with respect to unknown variables 
V,  and q. 
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Matrix component J, F, T and V are computed from 
Equations (1), (2) and (4), respectively. 

RESULTS AND DISCUSSION 
Typical results of the sperm cell in shear flow (� =0.4, shear 
rate = 1 s-1) are shown in Fig.1. The cell is initially aligned 
parallel to the direction of flow. When the cell is swimming 
downstream, it gradually approaches the surface, as shown 
in the Figure. Then, the background vorticity causes the cell 
to change direction and move against the flow, which effect 
is called as the weather vane effect. After the reorientation, 
the sperm cell remains near the wall and continuously swims 
upward against the shear flow.   

Shear Flow

Wall Wall Wall 

Wall Wall Wall 

Shear Flow Shear Flow

Shear Flow Shear Flow 

Figure 1: Upward swimming of a sperm cell. 

CONCLUSIONS 
In this study, sperm cell behaviors in shear flow were 
investigated numerically using a boundary element method. 
The swimming direction was hydrodynamically changed, 
with a number of cells showing stable upward swimming. 
These results indicated that sperm cell navigation could be 
controlled using the background shear flow, even in the 
absence of any biological or biochemical factors. 
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INTRODUCTION  
Based on the Global Status Report on Road Safety 2015 
from the WHO, Thailand has the second-highest road 
fatality rate in the world [1]. Traumatic brain injury (TBI) is 
found to be a common consequence of car crashes. TBI 
patients require the pressure in the skull to be measured 
namely the intracranial pressure (ICP). A pressure greater 
than 15 mmHg is considered harmful to the patient. 
Conventional techniques include the wired system which 
consists of a catheter connected to a bedside monitoring unit 
such as an epidural transducer and ventriculostomy etc. 
However, these catheters initiate many problems e.g. they 
are invasive to brain tissue, high risk of infection and blood 
clotting [2]. Therefore a minimally invasive technique is 
desirable.   

A minimally invasive wireless ICP sensor is proposed to 
address these aforementioned problems. The sensor consists 
of three main units; pressure sensing unit, telemetry unit and 
power unit. In this paper, the biocompatible pressure sensing 
unit is presented, namely its design, fabrication and 
characterization. The sensor is fabricated from Liquid 
crystal polymer (LCP), this material is chosen for its 
biocompatibility, low moisture absorption and flexibility, 
these characteristics make it suitable for biomedical 
application [3]. 

METHODS 
The LCP pressure sensor is designed to operate in the 
pressure range of 0-50 mmHg. The design and fabrication of 
the pressure sensor is based on MEMS technology. The 
piezoresistive concept is applied to simplify both the design 
and fabrication. The LCP pressure sensor is designed and 
fabricated into 8x8 mm2 and is 100 µm thick membranes. 
The 2x2x0.05 mm2 sensing membrane is situated on the 
middle of the membrane. Four strain gauges are placed and 
connected to the contact pads for the measurement. 

When pressure is applied to the top of the membrane, the 
sensing membrane deflects and changes the resistivity of the 
sensor. This operation is tested in a hydrostatic environment 
to study the feasibility of the fabricated sensor. The LCP 
pressure sensor is packaged with glass using adhesive 
epoxy. A 3V DC input voltage is supplied to the sensor and 
measured by using a National Instruments NI-DAQ 6289 
data acquisition card. 

RESULTS AND DISCUSSION 
The resistances of LCP pressure sensor is 300 Ω. The 
sensor can be immersed in the water and operated in the 
pressure range from 0-30 mmHg. The experimental results 
show the linearity of the sensor. The average sensitivity is 
approximately 48 µV/mmHg. The proposed sensor does not 
reach the requirement of the intended application (0-50 

mmHg), this work does however show feasibility for the 
sensor to operate in a moist environment. 

(a) (b)

(c) 

Figure 1: Experiment and Results of LCP pressure sensor 
(a) a fabricated LCP pressure sensor (b) LCP pressure 
sensor in the water tank (c) Output voltages of three 
experiments versus the pressure at 0-30 mmHg.  

CONCLUSIONS 
The proposed LCP pressure sensor is shown to operate in 
the required pressure range for ICP measurement. MEMS 
fabrication offers benefits of low manufacturing cost and 
mass productivity compared to conventional ICP 
measurement approaches. The proposed wireless LCP 
pressure sensor has the potential to improve the treatment of 
TBI patients in Thailand. 
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INTRODUCTION  
Bilateral control systems can be used in surgeries [1]. If the 
bilateral control is used in a surgery, ideally the doctor 
should perceive the sensation of both the body tissue and the 
reaction force of the surgical tool. Many researchers have 
attempted to improve the operationality of the surgical tool 
using virtual models [2]. However, limited researches have 
carried out to control surgical tool movement in the surgery 
area. In this paper, a virtual three dimensional wall with 
vision [3] to protect body tissues and organs around the 
surgery area is proposed.  In a bilateral tele-operation based 
robot surgery, master (doctor) and slave (surgical tool) may 
be placed at a distance as shown in Figure 1(a). In a usual 
robotic surgery, the doctor always has to pay his attention to 
protect the nearby body tissues and organs from the surgical 
tool. With the proposed virtual 3-D space created at the 
surgery area, doctor is able to conduct the surgery easily 
with a little consideration about the surrounding organs 

METHODS 
The modeling and development of the robot arm is carried 
out by applying kinematics and dynamics theories as shown 
in Figure 1 (b).The force sensation expected at this 
bilaterally controlled robot arm with the sensorless sensors. 
The research proposes to use DOB and RTOB based sensors 
and observers to improve the robustness of the system [1], 
[4]. Further, the system is modified to the slave robot arm to 
operate in a 3-D virtual space to protect the surrounding 
organs of the surgery area.  

Figure 1: Overview of BART LAB Tele-surgical system 

Advanced image processing techniques are used to 
incorporate the vision to the slave robot arm and it is seen 
by the surgeon at the master device. Figure 1(b) shows the 
relationship between homogeneous transformation matrixes 

of HEE
BASE . It is computed to show the position and 

orientation of the end effector with respect to the base frame 
as (1). 
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In actual application, the disturbance observer is effective 
not only for the disturbance compensation but also for the 
reaction force estimation. That is, the disturbance observer 
is able to estimate the reaction force without using a force 
sensor by identifying the internal disturbance of the system. 
The transmission of force sensation by Bilateral Tele-
Operation is based on the action and reaction relationship. 
The disturbance observer calculates and estimates the 
reaction force as quickly as possible by increasing the cut-
off frequency [4]. For our experiment, Motoman HP3RX 
100 proposed as a surgical Robot.  Figure 1(b) shows the 
relationship of frame of motions for each joint and the 
workspace measurements. The equation of motion for the 
Motoman HP 3 is shown in equation (1). It shows the 
position and orientation of the end effector with respect to 
the base frame. 

RESULTS AND DISCUSSION 
Figure 1(c) shows the simulated position and torque 
responses of the proposed system were one DOF was 
considered. This response proves that the proposed method 
performs satisfactorily when the estimated position and 
orientation of the end effector with respect to the base frame 
are close to actual system. The proposed research will be a 
great assistant for the existing bilaterally controlled robotic 
surgeries. The authors expect to research this technique with 
the aid of existing BART Lab Tele-surgical system. The 
outcome of this research will be verified with the help of 
medical surgeons by testing this tool in real world 
applications. 
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INTRODUCTION  
Culturing pluripotent stem cells effectively requires a culture 
substrate coated with feeder cell layers or cell-adhesive 
matrixes. However, it is difficult to apply the pluripotent 
stem cells as resources for regenerative medicine because of 
the risk of contamination in culture system by animal-
derived factors or the large cost of adhesive matrixes. 
Therefore, it is imperative for safety and low-cost culture 
system to remove the feeder cell layers or the matrixes. To 
enable a coating-free culture system, we focused on 
UV/ozone and atmospheric pressure plasma surface 
treatment of polystyrene substrates to improve adhesion and 
proliferation of pluripotent stem cells. These treatments 
modify the hydrophilic property and molecular structure of 
polystyrene surface by oxidation and energy of plasma. The 
purpose of this study is to develop the coating-free cell 
culture substrate for ES cells using UV/ozone-plasma 
combined treatment to realize a similar proliferation rate 
compared with that on the feeder layer or the matrix-coated 
substrate. 

As a fundamental study for pluripotent stem cells, human 
induced pluripotent stem cells (hiPSCs) were cultured on the 
surface-engineered substrates modified by UV/ozone 
treatment [1]. That study indicates the UV/ozone surface-
modified substrates improved the stem cell culture 
efficiently. However, vitronectin was used as the matrix for 
a coating. Previously, we reported that mouse embryonic 
stem cells (mESCs) could be cultured on UV/ozone surface-
modified substrates under feeder-free condition [2]. 
However, the proliferation rate of mESCs on the substrates 
treated by only UV/ozone modification could not reach the 
rate on the matrix-coated substrates.  

MATERIALS AND METHODS 
The polystyrene used as conventional cell-culture substrates 
was modified by UV/ozone-plasma combined treatment. For 
UV/ozone treatment, the polystyrene substrates were 
irradiated for 600 s by UV lamps at the wavelength of 185 
and 254 nm. The distance between the substrates and UV 
lamps was set to be 40 mm. For plasma treatment, the 
plasma was generated from nitrogen gas. The substrates 
were exposed to the plasma for 5 s. The distance between 
the substrates and plasma torch was set to be 10 mm. Two 
kinds of combinational processes, the UV/ozone treatment 
followed by plasma treatment (UV/ozone-plasma) and the 
reversed process (plasma-UV/ozone), were tested.  

To analyze the surface structure of the modified polystyrene 
substrates, X-ray photoelectron spectroscopies (XPS) using 
monochromated Mg Kα radiation (1,253.6 eV), a 10-mA 
emission current, and a 4-kV anode potential were 
performed.  

Virgin polystyrene, surface-modified polystyrene, and 

polystyrene coated with gelatin were used as culturing 
substrate. The mESCs were cultured on these substrates 
during 3 days. The phase-contrast images of cells were 
acquired during the culture. The DNA amount of cultured 
cells per dish was measured after the 3-day culture to 
evaluate the adhesion and proliferation. 

RESULTS AND DISCUSSION 
From the XPS measurements, two chemical bonds derived 
from carbon chains and benzene rings were detected in a 
virgin polystyrene substrate. In addition, a single bond -C-O- 
or a carboxyl bond were found from the substrate treated 
with the UV/ozone or the plasma single process. Moreover, 
an imino group was detected from the substrate treated by 
UV/ozone-plasma process, and an amide group was found 
from the substrate treated by plasma-UV/ozone process. It 
was suggested that each combinational process of surface 
treatments introduced different chemical bonds into the 
polystyrene substrate.  

The DNA amount of cultured cells on the modified substrate 
at day 3 were larger than that on the virgin polystyrene 
substrate (Figure 1). The DNA amount of cells cultured on 
the substrates modified by combined UV/ozone-plasma 
treatment were much larger than those on the substrates 
modified by the single process. Moreover, the substrate 
treated by the combinational process radiating UV before the 
exposure of plasma showed the improvement of cell 
proliferation compared to the substrate coated with the 
adhesive matrix. 

Figure 1: The DNA amount of cultured mESCs on surface-
modified polystyrene dishes. 

CONCLUSIONS 
Combinational process, especially the UV/ozone followed 
by plasma treatment, improved the adhesion and 
proliferation of mESCs with maintaining their pluripotency 
compared with the single treatment. 
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INTRODUCTION 
In-vitro and computational studies have investigated Bone 
Tissue Engineering (BTE) scaffold design parameters such as 
material stiffness, total porosity, pore size and pore shape and 
concluded on the importance of such parameters for implant 
mechanical integrity and tissue growth [1]. Native bone 
structure and loading environment vary from region to region. 
However, most studies neglect these aspects and only report 
investigations conducted on homogeneous cellular structures, 
with a fixed simplified outer shape. Their designs routinely 
rely on arbitrary parameter selection and decisions are made 
based on a trial and error approach. In addition, the vast 
majority of the proposed models require great computational 
power. Furthermore, it should be noted that a large gap still 
exists from bench to bedside, with restricted clinical and 
commercial applications of BTE research. 

The main objective of this work is to implement and evaluate 
a digital tool for parametric optimisation of printable scaffold 
designs for BTE, accounting for heterogeneous mechanical 
properties and porosity. It is expected that in addition to 
increasing bone repair performance compared to existing 
designs, this tool will simplify and encourage the use of 
optimal designs in practice by relieving the end-user of the 
computational modelling burden. 

METHODS 
Digital design: The 3D design software Rhinoceros 3D and 
its algorithmic modelling plugin Grasshopper are used for the 
scaffold design, via the implementation of a plugin to 
Grasshopper written in C#. This novel piece of software 
incorporates functionalities of the open-source plugin 
IntraLattice [2], used in the initial design phase to populate 
an arbitrary scaffold outer shape with homogeneous cells of 
chosen topology.  

The in-house plugin then supports automatic optimisation of 
thicknesses of the individual cell struts based on Finite 
Element (FE) simulations of the expected loading scenario, 
building on a strain-based algorithm previously derived by 
the authors [3]. Porosity constraints can be applied at reduced 
computational cost thanks to integrated generation of 
topology-specific cell porosity models.  

Fabrication: For initial validation, the CAD model resulting 
from the digital design is manufactured in biodegradable 
poly(D,L-lactide) (PDLLA)-based resin using a 
stereolithography 3D printing process. Micro-CT is used to 

characterise the printed geometry and its fidelity to the 
design. 

Characterisation: Compression and shear mechanical tests 
are conducted to assess the overall mechanical properties of 
the scaffolds. In-vitro test set-ups are currently being 
designed to allow mechanical characterisation of the 
scaffolds in more complex physiological loading conditions.  

RESULTS AND DISCUSSION 
An example of heterogeneous scaffold design adapted to 
combined loading is displayed in Figure 1. Characterisation 
of print geometry and mechanical properties are ongoing. 
Initial results indicate that a good fidelity to the design 
geometries will be obtained for structures of characteristic 
length > 100 μm. Material properties of the resin are expected 
to vary with strut thickness, which is to be taken into account 
in the FE simulations conducted in the design phase.  

Figure 1: Example of high porosity, cross topology scaffold 
optimised for a combination of linearly distributed compression and 
homogeneous shear (red) with fixed bottom (green). 

Future work includes functional characterisation focusing on 
bone growth within the scaffolds. 

CONCLUSIONS 
A user-oriented digital tool for parametric design of printable 
BTE scaffold is developed which supports novel efficient 
structural and topology optimisation methods for 
heterogeneous constructs. Its capabilities are confirmed by 
thorough assessment of selected printed structures’ geometry 
and mechanical properties. 

REFERENCES 
1. Hollister SJ, Nature Materials, 4, 2005.
2. Zhao F, et al., open-source project at the McGill’s Additive Design &

Manufacturing Laboratory, started 2014.
3. Phillips ATM, et al., International Biomechanics, 2, 2015. 



P244 - DOES DISTAL FEMORAL EXTENSION OSTEOTOMY WITH PATELLAR TENDON 
ADVANCEMENT IN INDIVIDUALS WITH CEREBRAL PALSY HELP IN THE LONG-TERM? 

1Elizabeth R. Boyer, 1Jean L. Stout, 1Jennifer C. Laine, 1Sarah M. Gutknecht, 2Lucas Henrique Olivera, 
1Meghan E. Munger, 1Michael H. Schwartz, and 1Tom F. Novacheck 

1Gillette Children’s Specialty Healthcare, St. Paul, Minnesota, USA 
2 Hospital da Baleia, Belo Horizonte-MG, Brazil 

Corresponding author email: lizrboyer@gillettechildrens.com 

INTRODUCTION  
Short-term gait improvements are achieved after a distal 
femoral extension osteotomy with patellar tendon 
advancement (DFEO+PTA) in individuals with cerebral 
palsy (CP) who walk in crouch [1], but long-term outcomes 
are unknown. We measured long-term outcomes (body 
structure, function, activity, participation, and pain) in 
individuals who had a DFEO+PTA (cases) compared to 
baseline and individuals who did not have a DFEO+PTA 
(controls). Secondly, we ascertained if short-term gait 
improvements are maintained at long-term. 

METHODS 
This was an IRB approved cohort study. Baseline visits 
were identified retrospectively from a clinical database. All 
participants had CP, walked in crouch (knee flexion angle 
>2 SDs above typically developing at contact and minimum 
flexion) and had knee flexion contracture(s) ≥10° at 
baseline, were ≥20 years old at long-term, and ≥8 years 
post-DFEO+PTA (cases). Controls had no or alternative 
treatments to DFEO+PTA. At long-term, all participants 
completed questionnaires (quality of life, satisfaction with 
life, functional assessment questionnaire, frequency of 
participation, functional mobility scale, pain) and a subset 
completed a full gait analysis, 5-times sit-to-stand (5xSTS), 
and timed-up-and-go (TUG). The primary outcomes were 
knee flexion at initial contact and minimum flexion. 
Wilcoxon rank sum, signed rank, and chi-square tests were 
used, as appropriate (p<0.05). 

RESULTS AND DISCUSSION 
Of the 65 participants, 28 cases (40 limbs) and 24 controls 
(34 limbs) returned for an analysis. The remainder only 

completed questionnaires. An additional short-term gait 
analysis was available for 13/28 cases. At baseline, cases 
had more abnormal gait and higher oxygen consumption 
than controls (Table). Between baseline and long-term, knee 
flexion angles did not change for controls, whereas they 
improved for cases. From short- to long-term, cases lost 6° 
of knee extension at initial contact (p=0.004) and  minimum 
flexion (p=0.007). Among case and control limbs, 36% and 
61%, respectively, were in crouch at long-term (p=0.045). 
The 5xSTS was completed by 42% of each group. Controls 
tended to perform it faster (p=0.17). There were no 
differences in TUG or most questionnaire responses. The 
controls reported slightly more general pain (not specific to 
the knee) during select activities. 

CONCLUSIONS 
A DFEO+PTA improves knee extension during gait into 
young adulthood for most individuals, which is superior 
over no or alternative treatment(s). On average, however, 
the superior knee kinematics did not affect life satisfaction, 
activity, participation, or knee pain relative to controls. 
Knowledge of these comprehensive long-term outcomes 
will allow more comprehensive for counseling patients who 
walk in crouch and aid pragmatic post-surgical goal setting.   
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 Table. Comparison between case and control groups that completed baseline and long-term follow-up analyses (median(IQR)). 

Age at 
gait 

analysis 
(yrs) 

Knee 
flexion at 
contact 

(°) 

Min 
knee 

flexion θ 
(°) 

Gait 
Deviation 

Index 

Knee 
flexion 

contracture 
(°) 

O2 
consumption 

(% speed-
matched) 

TUG 
(sec) 

5x STS 
(sec) 

BASELINE 
  Case 13.5 

(4.3) 
42.4 

(13.7)B 
38.3 

(10.7)B 
59(9)B 15(10)B 375 (147)B

  Control 13.1 
(2.3) 

36.1 
(9.6) 

27.1 
(10.3) 

67(11) 10(5) 263 (172) 

LONG-TERM 
  Case 25.9  

(6.3)L 
28.4 

(13.3)L,C 
11.9 

(18.8)L,C 
64(14)C 0(5)L,C 253 (64)C 17.1 

(13.7) 
20.3 

(10.1) 
  Control 27.4 

(7.0) 
35.2 

(19.5) 
21.1 

(20.2) 
62(13)C 10(8)C 259 (125) 15.0 

(20.9) 
14.4 
(8.9) 

B significant difference between groups at baseline (p<0.05) 
L significant difference between groups at long-term follow-up (p<0.05) 
C significant difference from baseline values (p<0.05) 
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INTRODUCTION  
Cervical radiculopathy is a pathological process that affects 
the cervical spinal nerve root. It is the results of an 
impingement and inflammation of a cervical nerve root 
induced by a space occupying lesion that reduces the size of 
the cervical intervertebral foramen. The patients can 
experience pain in the cervical spine, radiating pain in the 
upper limb, neurological symptoms such as a numb feeling 
or paresthesia with dermatomeric distribution, loss of 
strength of one or more muscles in the upper limb, reduced 
reflexes, a decrease in cervical range of motion (ROM), 
stiffness in the neck and neck-muscle tension [1-2].   
At this moment no information is available about the 
difference in kinematics of the cervical spine in patients 
with a cervical radiculopathy compared to healthy subjects. 
Therefore, the objective of this research was to assess the 
difference, with the aim of improving the understanding and 
treatment of the 3D kinematics of the cervical spine in 
patients with cervical radiculopathy. 

METHODS 
The design was a cross-sectional study with two groups aged 
between 18 and 65. Subjects in the symptomatic group had to 
be diagnosed with a cervical radiculopathy with a positive 
cluster of Wainner [3] and had an objective loss of sensory 
and/or motor function of the same segment (definition 
according to the classification of the International 
Association for the Study of Pain). Motions were registered 
using an electromagnetic tracker (Polhemus Liberty TM). 
The subjects were positioned against the backrest of a 
wooden chair  to eliminate thoracic compensation. The 
sensors were placed on the subject, one on the forehead 
above the nose and one on the sternum. These sensors were 
related to two local reference frames based on the following 
anatomical points: the most lateral point of the acromion right 
and left, the deepest point of the incisura jugularis, the most 
caudal aspect of the mastoid process right and left and the 
dorsal aspect of the protuberantia occipitalis externa. Three 
active movements were registered twice in a fixed order: 
axial rotation, lateral bending and flexion-extension. 
Quantitative kinematics were extracted using Cardan-angles 
for main and coupled motion components, ratio and cross-
correlation between axial-rotation and lateral bending as well 
as qualitative aspects like jerkiness and deviation from a 6th 
polynomial smoothing [4]. Data were analyzed using 
ANCOVA, Mann-Whitney U and t-tests (P < 0,05). 

RESULTS AND DISCUSSION 
A group of 80 subjects was examined: 15 in the 
symptomatic group and 65 in the asymptomatic group. The 
number of subjects within subgroups differ due to technical 
errors in the registration. The time in which subjects in the 
symptomatic group experienced complains varied from one 
month to 180 months. The Flexion-extension subgroup had 
a mean pathology duration of 30 months (SD 55,8). The 
rotation subgroup had a mean duration of 32,4 months (SD 

58,3). The lateral bending subgroup had a mean of 33,58 
months (SD 56). Subgroups show a significant difference in 
the main flexion-extension motion component during 
forward bending and extension of 22,8°. In the rotation 
subgroup the ROM shows a significant difference of 24,7° 
compared to controls. In the lateral bending subgroup the 
ROM of the main lateral bending motion component was the 
only significant parameter showing a difference of 14,8° 
(table 1). The post hoc power analysis showed that 
eventually the preset power of more than 80% was only 
achieved for the ROM of the main motion component 
during active rotation and flexion–extension.   

Kinematic
s 
paramete
rs 

Flexion‐extension Axial rotation  Lateral bending

Asymptomat
ic 

Symptomat
ic 

Asymptomat
ic 

Symptomat
ic 

Asymptomat
ic 

Symptomat
ic 

Number of 
subjects 

40 12 34 12  42  13

ROM flex‐
ext (X) 

105.3 ± 14.5 82.5 ± 23.8  
** 

36.26 ± 16.3  34.2 ± 18.0  17.5 ± 10.3 14.2 ± 7.6

ROM 
rotation 
(Y) 

11.3 ± 11.4 9.5 ± 5.0 135.9 ± 26.1  111.2 ± 
24.0  ** 

40.9 ± 20.0 36.3 ±
20.83 

ROM 
lateral 
bend (Z) 

11.8 ± 5.8 12.5 ± 11.1 60.33 ± 37.4  4.3 ± 35.7  79.2 ± 19.1 64.4 ± 19.9   
* 

Cross 
correlation 

0.4 ± 1.4 0.2 ± 0.6 0.2 ± 0.6  ‐0.3 ± 0.8  ‐0.7 ± 0.6 ‐0.6 ± 0.5

Ratio  1.1 ± 1.2 0.9 ± 0.6 3.9 ± 4.0  6.7 ± 6.3  0.6 ± 0.4 0.7 ± 0.5
Smoothing 
X‐axis 

1.4 ± 0.4 1.4 ± 0.5 1.6± 0.9  1.2 ± 1.3  0.4 ± 0.2 0.3 ± 0.2

Smoothing 
Y‐axis 

0.3 ± 0.1 0.3 ± 0.3 1.7 ± 0.8  1.7 ± 0.9  0.5 ± 0.3 0.5 ± 0.2

Smoothing 
Z‐axis 

0.3 ± 0.1 0.3 ± 0.1 1.4 ± 0.8  1.0 ± 0.9  0.9 ± 0.4 0.8 ± 0.4

ROM= Rage of motion ;  * p<0.05 ; **p<0.01 

Table 1: Kinematics of radiculopathy patients and controls 

CONCLUSIONS 
The observed kinematic differences between radiculopathy 
patients and healthy controls are reflected on the main 
motion components of classical so-called planner 
movements. This may be due to increased pressure on the 
nerve root by reducing the size of the intervertebral foramen 
during the movement in combination with an already 
reduced lateral foramen or an irritation of the nerve root. 
Qualitative aspects of cervical kinematics did not show 
significant group differences. There might be two reasons 
for this observation. On the one hand subgroups may have 
been too small to detect significant differences considering 
small mean values and SD’s. On the other hand patients may 
have avoided the painful motion allowing them to move 
with normal smoothness. It can be expected that forced 
movements within the painful range of motion might have a 
strong influence on the quality of cervical kinematics. 
Further research may reveal whether these hypotheses hold. 
From this first study on cervical kinematics one might 
conclude that changes in the clinical status of the patient can 
be reflected in their kinematics. As such this registration 
approach might also be used to evaluate treatment outcomes. 
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INTRODUCTION  
Patellofemoral pain (PFP) is a common problem, especially 
among young women, which usually present kinematic 
alterations at proximal (hip), local (knee) and distal (ankle 
and foot) levels [1]. Pain is usually described as peri or 
retropatellar aggravated during activities requiring high 
levels of knee flexion such as stair ascent [2]. Women with 
PFP have intermittent periods of pain, which means that a 
fluctuation in the level of pain exists making difficult to 
obtain the same level of pain across different days [2]. The 
fluctuation regarding the levels of pain may influence the 
kinematic behavior of individuals with PFP, which might 
lead to potential misunderstandings about PFP kinematic 
alterations and compensation strategies [3]. Therefore, the 
intermittent characteristic of pain could be a confounding 
factor during clinical assessments and data collections if 
women with PFP change their movement pattern in the 
presence of pain. Thus, the aim of this pilot study was to 
investigate the kinematics of proximal, local e distal factors 
during stair ascent before and after a patellofemoral joint 
loading protocol in women with PFP. 

METHODS 
Ten women (mean (SD) age 22.3 (3.4) years; body mass 
60.9 (10.7) kg; height 1.61 (0.05) m; worst pain in the last 
month (58.8 (14.5) VAS mm) with PFP were recruited. 
Inclusion criteria were: aggravation of pain during at least 
two of the following activities (squatting, stair negotiation, 
kneeling, jumping, quadriceps isometric contraction); and 
worst pain in the last month higher than 30mm in a 100 mm 
VAS. Each participant underwent 3-D kinematic analysis 
during stair ascent using a 9-camera Vicon motion analysis 
system in a 7-step staircase (day 1). Participants were asked 
to climb the stairs 5 trials; the mean values were used. Peak 
angles for hip internal rotation, knee flexion and rearfoot 
eversion were measured using standardized marker sets 
(Oxford Foot Model combined with Plug-in Gait). Then, the 
participants returned to the laboratory to perform a 
patellofemoral joint (PFJ) loading protocol designed to 
increase patellofemoral joint pain (day2) [2]. After 
performing the protocol, they repeated the kinematic data 
collection in the same way of the first day. Participants were 
asked to report pain in a VAS scale before and after the first 
day of kinematic data collection as well as before and after 
the patellofemoral joint protocol. Paired-samples t tests were 
performed to identify possible differences between days in 
pain and kinematics during stair ascent, the level of 
significance was set at p < 0.05. 

RESULTS AND DISCUSSION 
Findings indicate that the PFJ loading protocol used by this 
study was able to increase pain in women with PFP (VAS 
mean difference = 33.7 mm; p = 0.001). On the other hand, 
ascending stairs without performing the PFJ loading 
protocol (day 1) did not increase pain (VAS mean difference 

= 6.1 mm; p = 0.786). However, the kinematics of women 
with PFP did not change in the presence of pain (Table 1). 

Table 1 – Pain and kinematic variables in women with PFP. 

Variables 
Day 1 (without 

PFJ loading 
protocol) 

Day 2 (with PFJ 
loading protocol) 

p 

Pain before data 
collection 

13.7 (14.3) 53.5 (30.3) 0.004 

Peak hip internal 
rotation 

(degrees) 
13.2 (7.7) 13.2 (7.2) 0.965 

Peak knee 
flexion (degrees) 

66.6 (8.3) 66.5 (8.6) 0.951 

Peak rearfoot 
eversion 
(degrees) 

4.5 (2.4) 5.04 (2.3) 0.432 

Our findings indicate that regardless the presence of pain 
proximal, local and distal peak angles maintain similar 
behavior during stair ascent. Similar to our findings, 
Noehren et al. reported that runners with PFP do not or are 
unable to adapt their hip mechanics in the presence of pain 
but rather they remain constant. It could be argued that the 
constrained range of motion of the participants of our study 
had over the course of the PFJ loading protocol would then 
likely stress the same location and structures of the 
patellofemoral joint, which resulted in pain. In addition, we 
demonstrated that all joints related to PFP, not just hip, do 
not change kinematics in the presence of pain. Therefore, a 
strong clinical implication of this study is that targeting 
excessive peak angles at first could not be the best option to 
treat pain in women with PFP. Giving support to this 
recommendation, a recent systematic review [4] reported 
that proximal strengthening exercise in the management of 
PFP reduced pain and improved function. However, no 
significant differences were observed for any of the 
kinematic variables, including hip internal rotation, knee 
abduction and rearfoot eversion. 

CONCLUSIONS 
Proximal, local and distal kinematics were not altered in the 
presence of pain in women with PFP. Perhaps, giving the 
first focus of the treatment to the correction of excessive 
peak angles in proximal, local and distal factors could not be 
the best option.  
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INTRODUCTION  
Measurement of spine curvatures is mainly obtained from 
medical imaging techniques; however various tools are 
currently available to determine similar parameters from 
external measurements [1]. These non-invasive tools are of 
interest for estimating clinical outcomes and follow-up in 
various clinical conditions.  
The present work focused on developing a protocol for 
determining spinal profiles in stereophotogrammetric 
environment often used in gait analysis laboratory. Previous 
work has shown the feasibility of using the A-palp to digitize 
anatomical landmarks from manual palpation and has shown 
a good accuracy and reproducibility [2]. The present work 
used a similar jig in order to estimate accuracy and 
repeatability of lordosis and kyphosis parameters from 
various computation methods. 

METHODS 
Forty-two asymptomatic subjects (AS) and 20 patients with 
low back surgery (LBS) were included. Reflective markers 
were placed on each subject for further estimation of both 
static and dynamic parameters (e.g. pelvic orientation…). 
Anatomic manual digitization was performed on the entire 
spine from the external occipital protuberance to the sacrum 
at S2 spinous process to allow computing cervical and lumbar 
lordosis and thoracic kyphosis. Digitization was performed 
with successive stops at Th1, Th7 and Th12 spinous 
processes to allow spine regionalization.  
Three measurements were performed on each subject in 
standing position. A regional best-fitting polynomial 
approach was used to estimate regional spine profile (i.e. 
lordosis and kyphosis). Tangential [3], Taubin best-circle fit 
[4,5] and trigonometric [6] methods were then applied on 
adjusted spine profiles, at inflection points or at the stops 
points. Repeatability assessment was performed using intra-
class coefficients while the Bland & Altman graphical 
method for limits of agreement was used to compare 
methods. A mixed model of ANOVA for repeated 
measurement was also used to determine the influence of 
method, session and group. 

RESULTS AND DISCUSSION 
For repeatability lordosis and kyphosis angle computation, 
ICC were above 0.75. Trigonometric method displayed 
significant difference with others. 
ANOVA showed difference between groups (Table 1); no 
significant difference for the repetition of spine profile 
measurement; significant difference between angle 
calculation methods; no interaction between method * 
Repetition; GROUP * Repetition and GROUP * method. 

Table 1: Kyphosis angle measured by 3 different methods 
(CT_PA: tangential using stop points; CT_PI: tangential 
using inflection points; CT_Cfit: Taubin circle fit; CT_Trigo: 
trigonometric method) in both groups 

CONCLUSIONS 
A novel approach for spine curvature digitization using the 
pulp of the index finger as a probe has been developed and 
tested in a control group and in patients. The method is 
noninvasive and may offer a method of reducing the need for 
multiple radiographs. The technique is repeatable without 
group effect (Control – Patients), but spine angle estimations 
are method-dependent.  
This palpatory approach offers new interesting perspectives 
in spine curvature profile appreciation in upright standing but 
also during forward and/or lateral bending. 
The method allows to appreciate graphically modification of 
spine shape (Figure 1). 

Figure 1: Cervical and lumbar hyperlordosis associated with a loss 
of thoracic curvature 
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INTRODUCTION  
Investigations on 3D kinematics during spinal manipulation 
are widely reported for assessing motion data [1-4], task 
reliability [5-7] and clinical effects [8,9]. However the link 
between cavitation occurrence and specific kinematics 
remains questionable. 

The objectives of the present study were 1) to assess 3D 
head-trunk kinematics during high velocity low amplitude 
(HVLA) manipulation between four different practitioners, 
2) to analyze influence of expertise (years of practice) on
ROM, velocity and acceleration and 3) to investigate the 
occurrence of cavitation and its link with kinematics. 

METHODS 
Twenty asymptomatic volunteers (9 females and 11 males, 
mean age 25 (SD 2.7) years (19–31 years), without previous 
cervical or thoracic disease, cervical manipulation red flags; 
history of pain or Whiplash associated disorders; sign of 
radiculopathy; history of spine fracture) were recruited. Four 
practitioners with different years of experience in cervical 
spine manipulative therapy (1, 10 and 20 years) were 
enrolled to perform HVLA technique on each subject.  

A 6-degree of freedom instrumented spatial linkage (CA 
6000 Spine Motion Analyzer, OSI, USA) was attached to 
the subject using an adjustable helmet and a harness fixed at 
the level of the first thoracic spinous process. This device 
provides good measurement accuracy and reliability [10,11] 
for the assessment of active motion. Prior to the procedure, a 
reference neutral position and active ROM (AROM) in each 
anatomical plane were sampled. Head-trunk 3D kinematics 
was sampled during HVLA manipulation by an independent 
operator at 100 Hz. Four target levels were selected (C3 and 
C5 on each side), and were randomly allocated to the 
different practitioners for each subject. Each practitioner 
was allowed a maximum of four trials per subject to produce 
a cavitation noise. 

Maximal ROM, relative ROM (ROM%, in % of AROM) 
peak velocity and acceleration in each plane were computed. 
A repeated-measures ANOVA (analysis of variance) was 
used to explore the influence of side, level and practitioner 
on kinematic parameters. In case of significance, a LSD post 
hoc test was applied. Also, an ANOVA and a LSD post hoc 
test were used to compare kinematics when a cavitation 
occurred or not. 

RESULTS AND DISCUSSION 
Results are presented in Figure 1 and Table 1. The 
manipulation task was performed using extension, ipsilateral 
side bending and contra-lateral axial rotation independent of 
side or target level. The displayed angular motion 

magnitudes did not exceed normal active ROM. Regardless 
cavitation occurrence, wide variations were observed 
between practitioners, especially in terms of velocity and 
acceleration. Cavitation occurrence was related to several 
kinematics features (i.e. frontal ROM and velocity, sagittal 
acceleration) and practitioner experience. In addition, 
multilevel cavitation was observed regularly. 

Figure 1. ROM, velocity and acceleration during HVLA 
manipulation. 

Table 1. Effect of (p – ANOVA) of practitioner and 
cavitation on HVLA kinematics. 

Extension Lat bending Axial rotation
Pract. Cavit. Pract. Cavit. Pract. Cavit.

ROM% 0.292 0.271 <0.001 0.008 0.058 0.630
Velocity <0.001 0.103 0.002 0.045 <0.001 0.351
Acceleration <0.001 0.039 <0.001 0.087 <0.001 0.090

CONCLUSIONS 
Kinematics of cervical manipulation is dependent on 
practitioner and years of experience. Cavitation occurrence 
could be related to particular kinematics features. These 
aspects should be further investigated in order to improve 
teaching and learning of cervical manipulation technique. 
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INTRODUCTION  
Glenoid baseplate fixation for reverse shoulder arthroplasty 
relies on sufficient bone stock and quality. Glenoid bone 
may be deficient in cases of primary erosions or due to bone 
loss in the setting of revision arthroplasty. In such cases, the 
best available bone for primary baseplate fixation usually 
lies within the three columns of the scapula. The purpose of 
this study was to characterize the relationship of the three 
columns of the scapula with and without respect to the 
glenoid, and to determine if sex differences exist.  

METHODS 
 Fifty cadaveric scapulae (25 male, 25 female) were 
analyzed using three-dimensional CT-based imaging 
software. The surface geometries of the coracoid, acromial 
scapular spine and lateral pillar were delineated in the 
sagittal plane. A linear best-fit line was drawn to establish 
the long axis of each column independent of the glenoid. 
The width of the glenoid was measured and points marked 
at the midpoint of each measurement. A best-fit line starting 
at the supra glenoid tubercle passing through the midpoints 
was chosen as the superior inferior (SI) axis of the glenoid.  
An orthogonal (sagittal) plane to the scapular plane was 
used to project each axis representing the three columns of 
the scapula and the SI axis of the glenoid. The angle 
between each column was calculated with respect to each 
other and to the SI glenoid axis. Thus, measurements gave 
the relationships of the three columns of the scapula 
(independent of the glenoid) and to the long axis of the 
glenoid (dependent on the glenoid). Comparisons were 
made by sex using independent t-tests. Institutional review 
board approval was received for this cadaveric study.  

RESULTS AND DISCUSSION 
 The mean angles between the three columns of the scapula 
and between each column and the glenoid SI axis are 
presented in table 1. There was no significant difference in 
the angle between the acromial spine and coracoid in males 
and females (p=0.29), but were significant differences 
between sexes in the angle between the lateral pillar and 
acromial spine (p=0.030) and coracoid (p=0.009). No 
significant sex difference was found between the acromial 

spine (p=0.260) and inferior scapular pillar (0.27) with 
respect to the SI glenoid axis. However, the female coracoid 
was found to be more horizontal than the male coracoid in 
relation to the SI axis of the glenoid (p=0.037).  

Table 1: Angle relationships between the three columns of 
the scapula 

Male  
(n=25) 

Female  
(n=25) 

Total 
 (n=50) 

p-value 

Acromial 
Spine/ 
Coracoid 

91 ± 15º 95 ± 10º 93 ± 13º p=0.290 

Acromial 
Spine/ 
Lateral Pillar 

128 ± 11º 134 ± 10º 131 ± 11º p=0.030 

Coracoid/ 
Lateral Pillar 141± 15º 131 ± 12º 136 ± 14º p=0.009 

Acromial 
Spine/ 
Glenoid SI  

50 ± 10º 47 ± 8º 48 ± 9º p=0.260 

Lateral 
Pillar/  
Glenoid SI 

3 ± 9º -0.4 ± 11º 1 ± 10º p=0.270 

Coracoid/  
Glenoid SI 41 ± 13º 48 ± 9 º 45 ± 11º p=0.037 

This study demonstrates that the relationship between the 
scapular spine and coracoid is independent of sex. However, 
sex has a significant effect on the positions of the scapular 
spine and coracoid columns with respect to the inferior 
column. The inferior scapular column is positioned more 
anterior (closer to the coracoid) in females than in males. 
Sex variations may be important for screw placement in 
reverse shoulder arthroplasty baseplate fixation in bone 
deficient glenoids.  

CONCLUSIONS 
An understanding of the orientation of the columns of the 
scapula may aid in the design of reverse shoulder 
arthroplasty baseplates, and assist surgeons in the most 
effective screw placement for sufficient baseplate fixation. 
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INTRODUCTION  
In industrialized and developing countries, musculoskeletal 
disorders (MSD) represent the principal cause of working 
day loss. Most of them affect the upper limb. Risk factors 
identified include load, repetition, and postures [1]. While 
distinct indices exist to assess independently these factors 
none account for their interaction. 

In production lines, some operations remain manual because 
of reduced workspaces and require workers to adopt 
unnatural postures while producing efforts. Since loads and 
postures management are dependent within the 
musculoskeletal system, measures able to relate them are 
required. 

Isokinetic measurements were proposed to assess the 
maximal load capacity within joint. The purpose of this study 
was to evaluate the physical demand during an overhead 
manipulation task. A ratio between elbow flexion torque 
during the task and maximal isokinetic torques obtained in a 
similar posture was computed. Our hypothesis is that the 
ratio will be higher than 10% (i.e. 2 on Borg scale), meaning 
that fatigue related to the task should be considered for task 
management planning [2]. 

METHODS 
Task measurement 
The task consisted in holding and pushing up a screw-gun 
with the arm in 90° flexion to reach a point located 2 meters 
above the ground. A set of 47 anatomical markers put on the 
entire body as in [3] were recorded during the task using a 16 
cameras motion capture system at 100 Hz. Simultaneously, 
ground reaction forces and moments were measured using 
two AMTI 120x60 cm force platforms at 1000 Hz supporting 
each foot. Inverse kinematics and inverse dynamics were 
performed using a full body model in Anybody to obtain 
joint angle, velocity and torque during the task. The model is 
available at the AnyBody Managed Model Repository1. 

Isokinetic measurements 
The dynamometer was set up with the participant laying on 
the table and his dominant arm elevated in 90° flexion. 
Maximal isokinetic elbow flexion measurements included 
concentric and eccentric cycles at 60°.s-1, 120°.s-1, and 
180°.s-1. Three maximal isometric measurements were also 
recorded at varying elbow angles. Between trials, 1-minute 
rest was respected. Using the method in [4] based on Hill 
muscle model, parameters of the elbow flexion torque-angle-
velocity relationship were optimized to fit the isokinetic data. 

RESULTS AND DISCUSSION 
The maximal torque model (Fig.1a) obtained elbow 
parameters values in coherent with those found in the 
literature [2]: maximal torque 38 N.m-1, optimal angle 60°, 

1 http://forge.anyscript.org/gf/project/ammr 

range of motion 222°, 50% at 720°.s-1, 75% at 585°.s-1, 
concentric/eccentric ratio 0,13. With the arm in 90° flexion, 
the elbow flexion optimal angle and maximal torque of the 
participant seems smaller than in a more natural posture. 

Figure 1: The torque-angle-velocity relationships during the 
task (dots) compared to the maximal torque model (mesh) 
fitted to the isokinetic experimental data (bold lines). 

With regard to the limits defined by this model, the elbow 
flexion torque during the task varies about 10% of maximal 
torque in average with a maximal peak at 20% (Fig.1b). This 
peak seems to be obtained at the moment the screw-gun 
reaches the pushing position. These ratios refer to a 
“somewhat hard effort” [2]. Therefore, a proper task 
management planning should take this information into 
account. In addition, the task can be expected to impose 
higher loads on the shoulder joint. The same protocol might 
require to be applied on shoulder flexion and  

CONCLUSIONS 
Overhead manipulation tasks could be considered as “a 
somewhat hard effort” for elbow flexion. However further 
research is required on the shoulder to complete this 
evaluation. In the future, the present method could easily be 
applied to various type of tasks. 
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INTRODUCTION  
Elastic therapeutic taping (ETT) is a technique commonly 
used with athletes in order to increase joint stability 
potentially through the enhancement of kinesthetic 
feedback. Evidence suggests that tactile stimulation 
correlates with motor recovery in stroke patients (1).  
The evidence regarding stroke rehabilitation and taping is 
limited and inconclusive and needs further research (2). 
Specifically for gait rehabilitation after stroke, ETT reported 
to significantly improve waking velocity, balance and 
decrease in spasticity (3,4). However, there is no evidence 
regarding biomechanical characteristics of gait and 
functional parameters as well as subjective self-reported 
experiences of patients from the use of taping.   
Aim 
To investigate the use of ETT application on chronic stroke 
patients as an alternative method to improve gait quality and 
function and to explore patient perceptions. 

METHODS 
This is a pilot experimental study. Three male and three 
female participants (n = 6) with stroke were recruited, with a 
mean age of 63 (16) years, mean height 165 (9) cm and 
mean body mass of 84 (21) Kg. All patients were > 3 
months post stroke and with median Barthel Index score of 
18 (interquartile range (IQR) 5) and median Functional 
Ambulatory Category score (FAC) of 5 (IQR, 2).  

Study participants attended the laboratory twice, 3-5 days 
apart. After initial assessment and familiarizations 
participants fitted with lower body retroreflective markers 
and performed the outcome activities. Each activity repeated 
3 times. Thereafter, the tape was applied, reflective markers 
were re-fitted and the outcome activities were performed 
once again. In the follow up assessment, 3-5 days later, the 
same outcome activities were measured without the tape. 

Outcome Measures: 
o Time Up and Go Test (TUG)
o 8m walking test, walking velocity
o temporal/spatial gait parameters
o Lower body kinetic parameters (Kistler force

plates, Switzerland)
o Lower body kinematic parameters (Qualisys Oqus,

Sweden)
o Balance/coordination during forward lunges and

forward stepping activities
o Post-trial interview

Data Analysis:  
Kinematic/kinetic data were processed with Visual3Dv5 
software (C-Motion). Upon completion of the trial 
appropriate descriptive and inferential statistics will be used 

through IBM SPSSv20 to statistically analyse different 
outcome variables.   

RESULTS AND DISCUSSION 
The qualitative evidence of this pilot study suggests that 
ETT can affect confidence levels of stroke patients. This 
could potentially improve their capacity to perform physical 
activity, which is suggested to be beneficial after stroke (5).  

Table 1. Temporal-spatial & functional walking parameters 
(median & interquartile range)  
Participants 
n =6 

Walking 
Velocity 
(m/s) 

TUG 
(sec) 

Spatial 
sym/try  

Temporal 
sym/try  

Baseline  1 (0.8) 20 (27) 0.89 (.3) 0.92 (.1) 
Post Taping 0.85 (.8) 21 (26) 0.89 (.7) 0.92 (.2) 
Follow up  0.75 (.6) 20 (28) 0.84 (.6) 0.92 (.2) 

Some trends were observed suggesting improvements in 
walking velocity and TUG (Table 1). A clinical significant 
increase in walking velocity has been suggested previously 
to be around 0.2 m/s in stroke (6). More detailed analyses of 
the kinematic and kinetic variables could reveal further 
improvements in balance, coordination and general quality 
of gait.  

However, the absence of control/placebo groups in this 
study and additional measures (i.e. EMG) cannot confirm or 
explain underlying mechanisms of any observed effects. 

CONCLUSIONS 
Initial analysis showed some improvement trends with 
respect to temporal and spatial as well as functional 
parameters. Biomechanical analysis will reveal possible 
changes in global lower body segment orientations which 
affect the quality of gait i.e. shank to vertical angle. Taping 
received very positive comments from stroke patients with 
particular references to their perceived confidence levels.  
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INTRODUCTION  
Peripheral arterial disease and intermittent claudication 
symptoms (PAD-IC) are atherosclerotic in origin. Reduction 
in blood supply to contracting lower limb skeletal muscles 
often presents as IC pain during physical activity, which 
negatively impacts on walking capacity and physical 
function. Supervised exercise therapy is recommended by 
NICE; however, exercise prescription varies and consensus 
on the most effective exercise programme components for 
PAD-IC is lacking [1]. Given that poorer levels of lower 
limb muscular strength are predictors of all-cause mortality 
[2] and faster functional decline [3] in those with PAD-IC, 
interventions targeting improvements in strength seem 
warranted. However, better evidence is required on the 
specific impairments of ‘muscular strength and function’ in 
PAD-IC patients. 

METHODS 
A literature search using MEDLINE and Elsevier databases 
were performed with the following search terms 
“intermittent claudication” [OR] “peripheral arterial 
disease” [AND] “muscle” [AND] “strength”. Searches were 
limited to empirical full-text articles with adult PAD-IC 
cohorts, published in English language journals between 
1947- June 2016. Studies were excluded if relevant outcome 
data were not presented together with a comparison group or 
the study did not clearly classify PAD-IC. Effect sizes (with 
95% confidence intervals) were calculated using 
standardized weighted mean differences for measures of 
strength in those with PAD-IC compared to healthy controls 
or asymptomatic limbs. Publication bias was examined 
through funnel plot inspection and I2 statistic were used to 
assess heterogeneity between studies.  

RESULTS AND DISCUSSION 
The search yielded 432 articles, of which 202 were 
duplicates. Of the remaining 230, a total of 203 did not meet 
the inclusion criteria.  Twenty-seven articles were included 
in this review. Highly variable muscular strength testing 
methodologies were employed in the studies analysed 
including; isometric, concentric and eccentric strength, 
power, and endurance. Furthermore, multiple muscle groups 
were assessed within and between studies; including, hip 
flexors/extensors, knee flexors/extensors, and 
plantarflexors/dorsiflexors.  

Overall strength, regardless of contraction form was reduced 
in claudicants compared to healthy controls (ES -0.41[-0.56, 
-0.26]) but with a substantial I2 (56%) indicating wide 
heterogeneity between studies. The variation between 
strength measures primarily originated from four studies 
employing ten measures of isometric strength (ES -0.33[-
0.56, -0.09], I2; 63%). In contrast, four studies reporting 
seven measures of concentric strength were homogenous 

and showed a moderate-large effect compared to healthy 
control participants (ES -0.48[-0.60, -0.36], I2; 8%). 
Comparable effects were also seen in two study designs, 
comparing symptomatic to asymptomatic limbs with 
heterogeneous reductions in overall strength stemming from 
wide variation in isometric strength (ES -0.23[-1.01, 0.62], 
I2; 94%). These reductions primarily stemmed from 
impaired plantarflexor and knee extensor strength (ES -
0.47[-0.76, -0.17], I2; 38% and ES -0.26[-0.44, -0.07], I2; 
43%, respectively).  

The reduction in concentric strength measures was evident 
from seven different measures of strength conducted, 
primarily in both knee and ankle musculature. However, it 
must be emphasized that these findings were restricted to 
measurements from only four published studies in PAD-IC 
patients. It is clear that an increase in both the quantity and 
consistent methodological quality including approaches to 
the assessment of muscular strength is needed for more 
definitive conclusions to be drawn. Nonetheless, the meta-
analysis indicates that the effects of PAD-IC on isometric 
strength appears highly variable and not reduced in 
claudicants. Whereas concentric strength is more 
consistently reduced within PAD-IC groups. This finding is 
supported by previous functional reports during level 
walking [4] and stair ascent [5]. These findings suggest 
targeted exercise interventions should focus on improving 
lower-limb concentric strength and power. Whether 
eccentric strength has been compromised or maintained is 
unknown and, given its importance during a multitude of 
functional tasks, should be strongly considered for future 
investigation. The heterogeneity and lack of effect observed 
within isometric strength measures is of note and may be 
due to the following a) PAD-IC symptoms and underlying 
physiological responses to maximal isometric voluntary 
contractions in the affected limbs; b) measurement 
validity/reproducibility with isometric protocols c) PAD-IC 
effects on muscle characteristics, including neuromuscular 
and motor unit recruitment, between muscular contractions. 
Isometric strength testing may be of limited value as a 
primary outcome measure in PAD-IC patients, especially 
studies examining exercise interventions. 

CONCLUSIONS 
The present study has revealed that lower limb concentric 
strength is impaired in patients with PAD-IC and should be 
the focus for future targeted exercise interventions. 
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INTRODUCTION  
The implantation of the acetabular component has a strong 
effect on the clinical outcome of the total hip arthroplasty [1-
3]. Additive three-dimensional printed, patient specific 
templates (PSI) are promising tools which could prohibit a 
potential misalignment of the acetabular cup. The objective 
of our study was therefore to build PSIs with various 
dimensioned reference surfaces, followed by in-vitro 
investigations to examine the inter- and intra-operator 
reliability as well as the overall precision of these PSIs. We 
hypothesized that a template design could be found that 
guarantees practical usability and positional repeatability 
acceptable to be useful in THA surgery.  

METHODS 
Seven macroscopically normal human hemi-pelvis specimens 
were used for this study. After medical imaging with a 64-
row MDCT scanner, the bony structure of each specimen was 
segmented using a combination of different algorithms with 
manual post processing by one operator. The segmented 
pelvic specimens were then further processed to PSIs with 
three different imprint heights (T1-T3) and manufactured 
using a Fused Deposition Modeling based 3D rapid 
prototyping system. Three volunteers were then asked to 
place the manufactured templates in the prepared acetabulum. 
They were requested to repeat this procedure 10 times for 
each template. For the recording of a repeated positioning of 
the PSI relative to the acetabulum an optical tracking system 
was used. Overall precision of the PSIs were calculated. Intra-
class correlation coefficients (ICC) were determined to 
evaluate the intra- and inter-operator reliability. 

RESULTS AND DISCUSSION 
The inter- and intra-operator reliability of template T1 
showed better results than the other templates, with excellent 
reliability in all orientations (Rx, Ry, Rz) ranging from 0.93 
to 0.98. The intra-operator agreement was mixed with 
excellent to poor reliabilities (Table 1).  
A strong difference in precision between the PSI designs 
could be observed. Our study has shown that by use of a PSI, 
the desired orientation of the acetabular shell can be adjusted 
with an overall precision of up to 1.55°, depending on the 
template design: The averaged deviation from the mean pose 
was 1.55° (SD 1.1°) for T1, 2.45° (SD 1.68°) for T2, and 
4.09° (SD 2.04°) for T3. The mean values as well as SD in 
the single direction increased steadily from T1 to T3.   

The precision was significantly different between T1 and T3 
(Figure 1).   

Figure 1: Deviation from averaged orientation of the used 
PSIs T1-T3. 

CONCLUSIONS 
This study provides further insight into the application of a 
PSI based approach for the implantation of the acetubular 
shell. The precision of the PSIs depends on the height of the 
template. The PSI with the largest contact surface showed 
good precision values with overall excellent inter- and intra- 
reliabilities. Based on our results, we believe that an 
application of the PSI based acetabular shell positioning in 
total hip arthroplasty procedures can potentially increase the 
precision of implant component placement. 
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Table 1: ICC scores (r_inter , r_intra) of the inter- and Intra-operator agreement measurements for the Templates T1-T3.

T 1  T 2  T 3 

Rx   Ry   Rz  Rx  Ry   Rz  Rx  Ry   Rz  

r_inter  0,93  0,98  0,96  0,75  0  0,18  0,72  0,59  0,49 

r_intra  0,87  0,48  0,93  0,63  0,91  0,34  0,911  0,611  0,51 
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INTRODUCTION  
Traumatic brachial plexus injury is a severe peripheral nerve 
palsy resulting in upper limb dysfunction. Intercostal nerve 
transfers represent one method of elbow flexion 
reconstruction, and allow approximately 60 to 90% of 
patients to actively flex their elbow against gravity after 
surgery for brachial plexus injury [1, 2]. However, some 
patients have poor voluntary elbow flexion and shortening of 
the duration of muscle contraction even when able to perform 
voluntary elbow flexion after surgery. 

The upper limb single-joint HAL (upper limb HAL-SJ) is 
a wearable robot that can support elbow flexion and extension 
motion (Figure 1). The features of the upper limb HAL-SJ 
enable real-time voluntary elbow motion by the wearer 
through muscle action potentials that are detected by surface 
electrodes on the anterior and posterior skin (biceps and 
triceps brachii) of the upper arm.  

We report the effectiveness of electromyography (EMG) 
of biofeedback therapy for 3 cases in which elbow flexion 
exercises using the upper limb single-joint Hybrid Assistive 
Limb (upper limb HAL-SJ) were implemented 
postoperatively following elbow flexion reconstruction with 
intercostal nerve transfer and nerve grafting after a traumatic 
brachial plexus injury. 

METHODS 
The 3 patients (men 2, woman 1, mean age 36.0) were 
undergone elbow flexion reconstruction with intercostal 
nerve transfers (two cases) and nerve grafting (one case) after 
a traumatic brachial plexus injury. The 3 patients initiated 
elbow flexion exercises using the upper limb HAL-SJ as 
outpatients at mean 18.7 months (13, 38, and 5) after surgery. 
The patient’s elbow flexion powers were the manual muscle 
testing (MMT) 3, 1, and 1 just before the initiation of 
treatment with the upper limb HAL-SJ.  

Exercises using the upper limb HAL-SJ supported 
weaner’s elbow motion by detecting surface muscle action 
potentials through surface electrodes on the biceps and triceps 
brachii. Elbow flexion exercises using the upper limb HAL-
SJ were performed 50–100 times per session in a seated 
position. A therapist operated the controller and supported the 
device during performance of the elbow exercises. Clinical 
evaluation included the MMT without use of the upper limb 
HAL-SJ at the before and after HAL-SJ training. The patients 
also were asked to report any adverse events during treatment 
with the upper limb HAL-SJ at every session. A Trigno Lab 
wireless electromyography (EMG) system (Delsys, USA) 
was used to evaluate muscle activities of biceps and triceps 
brachii muscles at injured side. We instructed the 3 patients 
to perform elbow flexion and extension with maximum effort 
for five seconds three times at every session while equipped 

with the EMG system. Activities of the biceps brachii were 
evaluated by the ratio of its antagonist activation during 
extension to its maximum voluntary agonist activation during 
flexion.  

RESULTS AND DISCUSSION 
All patients completed the sessions of treatment with the 
upper limb HAL-SJ with no serious adverse events. 
Treatment using the upper limb HAL-SJ was administered 
once or twice a week for mean 10.7 sessions (10, 7, and 15) 
from mean 18.7 months (13, 38, and 5 months) after surgery. 
The MMTs of the 3 patients for elbow flexion changed from 
3 to 4, 1 to 1, and 1 to 3 after the upper limb HAL-SJ sessions, 
respectively. By the EMG analysis, gradual decrease in the 
activities of biceps brachii during elbow extension, from 74 
to 38, 198 to 95, 51 to 17 (%MVC), was observed 
respectively. In other words, the antagonistic muscle 
activation decreased. It suggested that upper limb HAL-SJ 
training have the potential to improve separated control of 
biceps and triceps brachii. 

Figure 1:  Exercises using the upper limb HAL-SJ. 

CONCLUSIONS 
Treatment with the upper limb HAL-SJ can be performed 
safely and effectively in a patient with elbow flexion 
reconstruction by intercostal nerve transfer and nerve grafting 
after a traumatic brachial plexus injury. No serious adverse 
events were observed during treatment with the upper limb 
HAL-SJ. We anticipate that treatment with the upper limb 
HAL-SJ has the potential to be an effective rehabilitation tool 
in elbow flexion reconstruction after traumatic brachial 
plexus injury. 
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INTRODUCTION  
Neck pain, or cervical spinal pain, is one of the most 
frequent musculoskeletal disorders; with an annual 
prevalence of around 30~50% among the general and work 
populations [1]. Despite the widespread use of tablet 
computers, the potential for use-related injury is not yet 
fully understood. Young et al. [2] found that the head and 
neck flexion angles during tablet computer use are greater 
than those for desktop and notebook computing, 
respectively. Previous studies have shown that muscle 
fatigue, inflammation, ischemia and pain alter the sensitivity 
of the human muscle spindles, and therefore disturb the 
proprioceptive input. Notably, impaired proprioceptive 
information from the cervical region affects the whole body 
via the proprioceptive chain, and hence may have a negative 
effect on balance control [2, 3]. Therefore, the purpose of 
this report was to evaluate the relationship between neck 
position sense and balance control after prolonged tablet 
computer usage. 

METHODS 
Twenty participants with chronic neck pain (14 women, 6 
men, 24.1 ± 3.4years) and twenty pain-free controls (14 
women, 6 men, 23.7 ± 3.3years) participated in this study. 
The cranio-cervical flexion test were measured in neck pain 
group and control group. The craniocervical flexion test was 
used to assess the endurance and movement control of deep 
neck flexor. The test required the subjects to perform 
precise upper cervical flexion and hold for 10 seconds. 
There was an inflatable pressure sensor (Stabilizer, 
Chattanooga Group Inc.) behind the neck and inflated to 20 
mmHg. Then the subjects were guided to perform gentle 
head-nodding (craniocervical flexion) for 5 incremental 
stages from 22mmHg to 30 mmHg, and hold for 10 seconds 
in each stage. The highest pressure level was defined as the 
maximal pressure level where the subjects could achieve 
and hold for 10 seconds without sternocleidomastoid 
muscle contraction.  
The neck pain group received a pain reproduced protocol in 
a sustained neck flexed posture by using tablet computer. 
The reflective spherical markers were put on head and neck 
to calculate the joint position error during cervical 
kinesthetic sensibility test and were collected with the 
motion capture camera (Qualysis Motion Capture System). 
The markers attached including bilateral tragus of the ears, 
the inferior orbit of the right eye, the bilateral acromion 
process and the sternum to define the location of the head 
and neck. The participants were also asked to perform 
balance tasks that included Romberg stance, Tandem stance 
and single-leg stance on two forceplates (Type 9281B, 
Kistler Inc., Switzerland ) for ground reaction force measure 
and COP parameters. The head repositioning accuracy was 

defined as the absolute error (AE) over three repeated tests , 
i.e., 

AE= 

RESULTS AND DISCUSSION 
In cranio-cervical flexion test, patients with neck pain 
showed lower pressure score as compared with healthy 
controls (neck pain: 24.2 ± 2.7mmHg, control: 28.3 ± 3.2 
mmHg). There were some significant correlations between 
joint position error and balance performance (COP sway 
area) in neck pain group after pain-induced. The absolute 
errors (AE) in the frontal plane during flexion to initial were 
negatively correlated with COP sway area during majority 
of single leg stance tasks (r=-0.458 ~ -0.588). The AE in 
sagittal plane during extension to initial were positively 
correlated with COP sway area during right single leg stance 
tasks with and without eyes closed (r=0.609 ~ 0.732), but 
AE in the frontal plane were negatively correlated with COP 
sway area instead (r=-0.505 ~ -0.548). Besides, AE in the 
sagittal plane during right rotation to initial were positively 
correlated with COP sway area during Romberg stance with 
eyes open (r=0.489). Overall, participants after prolonged 
tablet computer using had decreased muscle endurance and 
had poor balance performance during standing. 

Figure.1 The balance tasks: Romberg stance, Tandem 
stance and single leg stance 

CONCLUSIONS 
The insufficient endurance of deep neck flexor may lead to 
position error in the sagittal plane, and thus contribute to 
balance impairment. That is, the mechanical receptors of 
cervical spine play important roles in providing 
proprioception inputs and affecting the postural control. 
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INTRODUCTION  
The use of articulated ankle-foot orthoses (AAFO) is 
common in the management of children with lower limb 
spasticity [1]. They are used primarily to restrict ankle 
plantarflexion through the gait cycle while allowing full 
dorsiflexion through stance phase. AAFO can also assist in 
controlling knee motion and providing ankle/foot stability 
[2]. The Adjustable Dynamic Response (ADR) ankle-foot 
orthosis (AFO) is a new design that incorporates an ankle 
joint which can be tuned to control both plantarflexion and 
dorsiflexion to suit a child’s available ankle range of 
motion. Such a device was recently shown to produce 
significantly more ankle power than the dynamic AFO in a 
small group of children with cerebral palsy [3]. The aim of 
this study was to quantify and compare the spatio-temporal 
characteristics, and lower limb kinematics and kinetics 
during gait of children with neurological and developmental 
conditions between two different orthoses; 1) a standard-
issue AAFO; and 2) an ADR AFO. 

METHODS 
Fourteen children (8.2±2.5yrs, 130.5±15.3cm, 28.4±8.3kg) 
with a hemiplegia already using an AAFO daily have been 
recruited to date. Each participant was cast and fitted for 
their new ADR AFO by an orthotist at least three weeks 
prior to presenting for gait analysis testing. A minimum of 
10 trials of 10 metre walks in each AFO were collected. 
Three-dimensional lower limb kinematics and kinetics were 
captured using an eight camera VICON motion analysis 
system (100 Hz) and two in-ground Kistler force plates 
(1000 Hz). The primary outcome measures were peak knee 
flexion and extension, sagittal plane knee and ankle range of 
motion (ROM), peak ankle dorsiflexion and plantarflexion, 
and ankle joint power of the AFO limb. Standard 
spatiotemporal outcome measures were output. This study 
was a within-subjects repeated-measures design using paired 
t-tests (p<0.05) to determine any differences in outcome 
measures between the two AFO types. 

RESULTS AND DISCUSSION 
Data analysis is on-going. Kinetic data from two participants 
was excluded due to equipment failure during testing. A 
total of 112 trials was included in the kinematic analysis and 
56 trials in the kinetic analysis. 

In this preliminary analysis, there were no significant 
spatial-temporal changes when wearing the ADR AFO. 
Double support time was shorter in the ADR AFO but only 
approached significance (p<0.06). Six kinematic variables 
were significant and are listed in Table 1. There were no 
differences in peak power generation at any lower limb 
joint, and the analysis to date suggests increased work done 

at the ankle joint through single support only when wearing 
the ADR AFO.  

Table 1: Significant (p<0.05) sagittal plane kinematic 
findings  

The kinematic data supports the hypothesis that the ADR 
AFO increases ankle range of motion compared to an 
AAFO. This was particularly evident during late stance and 
swing phase where there was an increase in plantarflexion. 
This increase in ankle range of motion (ROM) was 
associated with a significant increase in work done at the 
ankle during the single support phase. This may suggest that 
the development of the positive ankle work period (A2) 
commences earlier in the gait cycle with the increased 
available range into plantarflexion when wearing the ADR 
AFO. This necessitates further exploration of the data. 

Of note, a review of all data was done by the clinical team to 
assess and discuss orthotic alignment. Of the 14 children 
assessed, 10 were recalled to optimize alignment of the knee 
and ankle joints in the ADR AFO. This may account for the 
increased variation in the population when wearing the ADR 
AFO and have some impact on the findings of this study. 

CONCLUSIONS 
In this preliminary analysis of data, the ADR AFO was 
found to improve ankle joint kinematics, enabling better use 
of available ankle range which appears to allow the 
development of more positive work at the ankle joint. Data 
analysis continues and the full dataset will be prepared for 
presentation. 
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Mean kinematic angles 
(degrees) 

ADR AFO AAFO 

Hip flexion at initial contact 40.2 ± 8.6 38.6 ± 6.9 
Knee flexion/extension ROM 62.9 ± 12.2 64.2 ± 11.5 
Ankle dorsi/plantarflexion ROM 20.1 ± 5.9 18.3 ± 4.0 
Peak ankle dorsiflexion swing 2.9 ± 4.2 1.8 ± 4.3 
Peak ankle plantarflexion stance -6.4 ± 5.2 -3.9 ± 4.3 
Peak ankle plantarflexion swing -3.5 ± 4.9 -2.3 ± 4.2 
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INTRODUCTION  
Degenerative lumbar scoliosis (DLS) is defined as a spinal 
deformity in elderly people with a Cobb angle of more than 
10°. The DLS patients often complain of clinical symptoms 
such as low back and leg pain during gait and these symptoms 
were occurred by walking [1]. However, few studies have 
shown the gait characteristics of segmental spinal movement 
in the DLS patients and relationship with clinical symptoms. 
The DLS patients also complain of their spinal deformity. 
However, the relationship between spinal deformity in the 
DLS patients and segmental spinal movements during gait 
remains unclear. 

The purpose of this study was: (1) to clarify kinematics of 
segmental spinal movements during gait and relationship with 
clinical symptoms in the DLS patients, and (2) to investigate 
the relationship between spinal deformity and segmental 
spinal movements during gait in the DLS patients. 

METHODS 
Sixteen patients with DLS (DLS group) and age-matched 
healthy volunteers (Control group) were included. This study 
was approved by the Ethics committee of our institute and 
conformed to the Declaration of Helsinki. 

Spinal movements during gait were captured using the three-
dimensional motion analysis system with 16 cameras and 8 
force plates. We placed 38 reflective markers in reference 
with Plug-in-gait model and a previous study [2]. Trunk, 
thoracic, lumber, and pelvic angles were defined as 
interactive movements between the segments as follows, 
trunk angle: thoracic-pelvic segments, thoracic angle: 
thoracic-lumbar segment, lumbar angle: lumbar-pelvic 
segments, and pelvic angle: pelvic-global segments, 
respectively. The amount of lateral bending during one gait 
cycle in the coronal plane was calculated as trunk, thoracic, 
lumbar, pelvic ROM (Trunk-, T-, L-, and P-ROM, 
respectively). 

As clinical outcomes, the Visual Analogue Scale (VAS) was 
used and low back pain, leg pain, and leg numbness for the 
DLS group were evaluated. 

As assessments of spinal deformity for the DLS patients, 
Cobb angle (CA), sagittal vertical axis (SVA), and coronal 
imbalance (CI) were evaluated using radiographs. 

RESULT AND DISCUSSION 
In gait kinematics, Trunk- and L-ROM were significantly 
smaller in the DLS group. Many studies reported the smaller 
trunk movement in scoliosis patients. However, few studies 
revealed the segmental spinal movements during gait in the 
DLS patients. Therefore, smaller Trunk-ROM and newly L-
ROM were the characteristics of segmental spinal movements 
during gait in the DLS patients. 

*: p < 0.05 with independent t-test 
Figure 1: The amount of lateral bending in each angle 

In clinical outcomes, Trunk-ROM was negatively correlated 
with VAS score for low back pain (R = -0.50). Nerve root 
symptoms in the DLS patients were occurred at the convex 
side by compressing or at the convex side by overstretching a 
nerve root [1,3], resulting in low back pain or radiating pain. 
Summarizing the above, the decrease of Trunk- and L-ROM 
were the characteristics and coping strategy of DLS patients 
so as not to induce their low back pain during gait. 

Whereas, there was no correlation between spinal deformity 
and segmental spinal movements during gait. Many studies 
reported the no correlation between spinal deformity and gait 
kinematics in the AIS patients [4,5]. Therefore, spinal 
deformity might not influence to the spinal movements during 
gait in the DLS patients. 

CONCLUSIONS 
These results suggested that the kinematic analysis could 
result in further understanding of clinical symptoms of DLS 
in a different way from the spinal deformity. 
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INTRODUCTION  
Deep brain stimulation (DBS) is an invasive therapy that can 
control the symptoms of Parkinson’s disease (PD). Setting 
the stimulation frequency at 130 Hz has been verified that it 
can control patient’s symptoms. However, the efficacy of 
DBS decreases by time and could not control gait disorder 
like freezing of gait (FOG) properly. A previous study 
claimed that the number of freezing episodes during the 
stand-walk-sit test (SWS test) was significantly lower during 
60 Hz DBS among PD patients who developed FOG [1]. 
When PD patients developed FOG during 130 Hz DBS, 
clinicians switched DBS frequency to 60 Hz and determined 
whether the patients had better gait performance based on 
complete time of SWS test or subjective freezing of gait 
questionnaire (FOG-Q) scores. However, only part of 
patients who developed FOG satisfied with 60 Hz DBS and 
we did not know what objective gait parameters were 
improved. Also, it is controversial whether the gait 
parameters of patients without FOG during 130 Hz DBS 
could be improved by 60 Hz DBS. Therefore, the purpose of 
this study was to observe stride time and swing time 
duration of one patient with FOG who satisfy with 60 Hz 
DBS and one patient without FOG during 130 Hz DBS. 

METHODS 
We recruited two subjects: Subject One (68-year) with FOG 
who implanted 130 Hz DBS for 6 months. Also, subject one 
whose complete time of SWS test reduced from 92 to 58 
second (average of three SWS test) when switching 
stimulation frequency from 130 Hz to 60 Hz. Subject Two 
(61-year) who implanted 130 Hz DBS for 8 months and did 
not develop FOG. Two subjects were asked to execute gait-
evaluating experiment in three conditions order: 1) with 60 
Hz stimulation 2) without stimulation (off stimulation) 3) 
with 130 Hz stimulation. Besides, DBS voltage decreased 
while frequency increased in order to maintain total 
electrical energy delivered (TEED) constant. In the gait-
evaluating experiment, subjects walked through a 75-meter 
route including four 90-degree turnings and four 180-degree 
turnings.  
We attached four inertial measurement units on subject’s 
shanks and thighs. Angular velocity on sagittal-plane of 
shank was used to determine the timing of toe off (TO) and 
heel strike (HS) [2]. Furthermore, we defined time duration 
between two consecutive HS points as the stride time, and 
the ratio of the time duration between TO and HS to stride 
time as swing time duration. Repeated measures two-way 
ANOVAs were used to compared variables among 
conditions and patients. Post-hoc analyses were completed 
using repeated measures one-way ANOVAs to compared 
variables among conditions. Also, paired t-tests were used to 
determine statistically different level of stride time and 
swing time duration between conditions (set p value at 0.05). 

RESULTS AND DISCUSSION 
Figure 1 shows two subjects’ gait parameters, collected by 
each condition with at least 30 gait cycles, were observed. 
There was a significant interaction between subjects and 
conditions to stride time (p < 10-10) and swing time duration 
(p = 10-5). For subject one, there was an effect of conditions 
on stride time (p < 10-10) and swing time duration (p < 10-

10). Post-hoc comparisons showed a significant reduction (p 
< 10-10, 193.66 ms) in stride time and a significant increase 
(p < 10-10, 10.83%) in swing time duration during 60 Hz 
compared with 130 Hz stimulation condition. 
For subject two, there was an effect of condition on stride 
time (p < 10-10) and swing time duration (p < 10-10). 
However, post-hoc comparisons showed that the stride time 
and swing time duration were not significantly different 
between 60 Hz and 130 Hz stimulation conditions.  

Figure 1: Two subjects’ stride time and swing time duration 
parameters of right legs during 60 Hz, 130 Hz and without 
stimulation conditions. * represented p value < 0.05. 

CONCLUSIONS 
For the patient with FOG, we observe that stride time and 
swing time duration are significantly different between 60 
Hz and 130 Hz stimulation conditions. On the other hand, 
stride time and swing time duration of the patient without 
FOG are not significantly different between 60 Hz and 130 
Hz stimulation conditions. Future work is adding more 
subject results to verify the phenomenon. 
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INTRODUCTION  
The posterior tibial tendon (PTT) tenosynovitis was 
described for the first time by Kulowski in 1936 [1]. At the 
beginning, this abnormality was considered as a discrete 
clinical entity. However, several studies have demonstrated 
that the PTT tenosynovitis can lead to partial or total rupture 
of the tendon [2-3]. The causes of the rupture of the PTT are 
related with hypertension, diabetes mellitus, obesity and 
lack of blood supply to the tendon caused by the 
degenerative process of aging [2]. Furthermore, the 
dysfunction of the PTT is related with the collapse of the 
medial arc of the foot and others deformities, such as valgus 
foot. Nevertheless, there is no clear evidence to support that 
the rupture or dysfunction of the PTT produces the collapse 
of the medial arch of the foot. Basmajian and Stecko 
performed an EMG study of standing patients and found 
that there was no loss of the medial arch of the foot when 
the tibialis posterior muscle was inactive [4]. Therefore, this 
research aimed to investigate the relationship between the 
PTT and the flatfoot deformity, analysing the structure of 
the tendon in cadavers, with the aim of getting a better 
understanding of the origin of the flatfoot deformity.  

METHODS 
Seven right feet with flatfoot deformity were dissected from 
the posteromedial part of the ankle. Five females (71.4%) 
and two males (28.6%) were involved in the study with an 
average age of 73.28 years (range 58-85 years). The whole 
structure of the PTT was removed from the posteromedial 
part of the ankle and measurements of its length and 
thickness were taken.  

RESULTS AND DISCUSSIONS 
The whole structure of the posterior tibial tendon is shown 
in Figure 1a. The tendon presented a soft texture and white 
colour. It is clear upon inspection of Figure 1b that there 
was a significant reduction of the thickness of the tendon. 
Although there was no total rupture of the ligament, its 
thickness was less than 1mm in all the cases. This 
abnormality maybe related with the posterior tibial tendon 
insufficiency. Figure 1c shows the length of the tendon part 
and the muscle segment. Both structures integrate the total 
length of the PTT, mean length 24.71 ± 1.60 cm. It is known 
that the rupture of the PTT can lead to the flatfoot deformity 
[2-3]. However, other studies have shown that the structure 
of the arc remain the same when the tibialis posterior muscle 
is inactive [4]. The current study support the idea that the 
stability of the arch is given by passive (ligaments and 
bones) and active (muscles) components and failure of one 
of these will produce the collapse of the whole structure. 
The results of the present investigation cannot be applied to 
the overall population due to the small amount of 
participants. However, it is clear to observe that the atrophy 
of the PTT could produce the flatfoot deformity.    

Figure 1 Measurements of the posterior tibial tendon; a) 
whole structure, b) Thickness of the tendon and c) Length 
of the tendon and muscle part.  

CONCLUSIONS 
There is a clear relationship between the atrophy of PTT and 
the collapse of the medial arc of the foot. Rehabilitation or 
surgery of the PTT should be considered in order to avoid 
the flatfoot deformity, which affects the biomechanics of 
the foot and the body structure.    
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INTRODUCTION  
The acute effect of an augmented thoracic kyphosis on 
scapular posture was previous analyzed comparing changes 
in scapular positions when subject switches between the 
“normal” trunk posture and the adoption of a slouched 
posture [1, 2]. No information exists about the changes on 
scapular kinematics imposed by “flat thoracic spine”, 
particularly during arm elevation, and in asymptomatic 
subjects with a flat thoracic curvature resulting from a task-
dependent morphological adaptation, e.g. classical ballet 
dancers. The purpose of the study was to compare scapular 
kinematics during arm elevation regarding the magnitude 
of thoracic spine curvature on the sagittal plane (kyphosis). 
We hypothesized that less thoracic kyphosis scapula induce 
a more upward, external and posterior tilting position. 

METHODS 
Thoracic kyphosis (TrK) was measured in a resting 
standing position using a Flexible Curve (Faber-Castell, 
Germany), a malleable band of metal covered by plastic 
with approximately 60 cm length, following a previously 
[3]. The percentage ratio between TrK height and length, 
the kyphosis index (KI) was also calculated [3]. The higher 
scores of KI indicate greater degrees of TrK. A cut-off 
value of 8.5 for the KI was used as postural criteria to 
distinct 2 groups of participants: “Flat Thoracic Spine” 
(FTS) group (N=25; Age = 19.8 ± 5.5 years; Height = 
169.6 ± 6.3 cm; Mass = 49.6 ± 8.1 Kg); and “Kyphotic 
Thoracic Spine” (KTS) group (N=25; Age = 20.6 ± 3.6 
years; Height = 168.6 ± 8.6 cm; Mass = 60.6 ± 7.8 Kg). 
The study was approved by the university ethics 
committee. The FTS participants were recruited among a 
classical ballet dancers population (practice time = 12.7 ± 
2.4 years). A 6DOF electromagnetic device (Hardware: 
“Flock of Birds” Ascension Technology; Software: Motion 
Monitor v7.0) was used to record humeral and scapular 3D 
kinematics, according to according to the shoulder ISB 
standardization protocol [4], in 3 arm positions: rest (±15º 
elevation), 90º abduction and maximum elevation. An 
independent-samples t-test was run to examine differences 
in KI and scapular rotations in each arm positions. Person 
product-moment correlation coefficients were calculated to 
examine the relationship between KI and each scapular 
rotation. Specific software (SPSS 19) and a significantly 
level of p<.05 was used for statistics. 

RESULTS AND DISCUSSION 
Differences between both groups of subjects with respect to 
the thoracic spine curvature were confirm [t(28) = 10.9; p = 
0.0; Mean difference: 1.9; 95CI: 2.3 – 1.6]. The FTS group 
displayed smaller KI [FTS Mean (SEM): 7.7 (0.7); KTS 
group: 9.7 (1.2)]. Significantly differences (p<0.5) were 
found between groups of subjects on all scapular rotations 
and arm positions. In the 3 arm positions, the FTS group 
(dancers) displayed significantly greater scapular upward 
rotation (Sx) and smaller internal rotation (Sy). Dancers 
also showed more posterior tilting (Sz), at 90º, and anterior 

tilting at rest and maximum arm elevation (Table 1). A 
significantly negative correlation was found between KI 
and upward and spinal tilt, except for upward rotation at 
maximum arm elevation. A positive correlation was found 
for scapular protraction at rest and 90º arm positions. These 
results are according with previous studies which found a 
scapular resting position more in the medial rotation, 
upward rotation, and anterior tilt, in subjects with higher 
TrK [2]. Finley et al. [1] also found that in a slouched 
posture (increased TrK) the scapular posterior tip and 
lateral rotation there were significant decreases, with no 
change in upward rotation angles.  

Table 1: Scapular rotation angles [Mean (SEM)]. 
Groups of Participants 

M.D. 95%C.I. FTS 
(Dancers) 

KTS 
(Non-Dancers) 

REST

Sx 1.5 (1.2) -6.2 (1.5) 4.7 (0.5) 3.5 to 5.8 

Sy 35.4 (1.5) 42.6 (1.4) -7.3 (0.7) -8.6 to -5.9 

Sz -14.7 (1.2) -18.1 (1.3) 3.5 (0.4) 2.6 to 4.3 

90º 

Sx 19.7 (1.3) 13.4 (1.7) 6.2 (0.8) 4.6 to 7.8 

Sy 40.5 (1.3) 46.4 (1.6) -5.9 (0.7) -7.3 to -4.6 

Sz 6.9 (1.4) 2.9 (1.3) 4.0 (0.5) 3.0 to 5.0 

Max 

Sx 45.3 (3.1) 40.8 (3.2) 4.5 (3.0) -1.6 to 10.6 

Sy 43.0 (1.7) 48.8 (3.3) -5.8 (2.4) -10.7 to -1.0

Sz 3.5 (1.6) 13.2 (1.9) 16.7 (1.1) 14.5 to 18.9 

SEM.: Standard Error of Mean; FTS: Flat Thoracic Spine group;  
KTS: Kyphotic Thoracic Spine group; M.D.: Mean Difference;   
95%C.I. : 95% Confidence Interval of the Difference; Sx: Scapular 
Upward Rotation; Sy: Scapular Protraction; Sz: Scapular Spinal Tilt 

CONCLUSIONS 
A significant relationship was found between thoracic 
spine curvature and scapular posture, at rest and 90º arm 
elevation: smaller KI values are associated with an upward 
and anterior tilt scapular position. Females with flat 
thoracic spine displayed greater upward, external rotation 
angles and anteriorly tilted in all arm positions (rest, 90º 
and maximum), with the exception at 90º, where scapula 
assume a posterior tilting position.  
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INTRODUCTION  
Multiple sclerosis (MS) is considered an immune-
mediated progressive disorder of the CNS and is 
associated with a wide range of symptoms including 
motor, sensory, brainstem, cerebellar, visual, bowel/ 
bladder, fatigue and cognitive symptoms [1,2] and may 
experience reduced walking ability. During walking, ankle 
plantarflexor muscles generate power to initiate the next 
step [3]. In people with MS, the power generation can be 
reduced by up to 30% compared to healthy controls [4], 
potentially leading to a decline in walking performance. 
Exercise therapy is one option to improve walking 
performance through building muscular strength and 
endurance. In this pilot study, we investigated the effect of 
a sequential exercise program (8 weeks of resistance 
training followed by 8 weeks of walking-specific treadmill 
training) on the peak ankle push-off power during a twelve 
minute walk test. We also investigated changes in the total 
distance walked during the 12 minute walk test before, at 
the mid-point and after the exercise intervention. We 
hypothesized that patients with MS would show increased 
power generation post-training and that this would be 
consistent with an increase in the distance walked during 
the 12 minute walk-test.  

METHODS 
Ten patients with MS (mean age 48.8 ±8.9, six female) 
were recruited for this study through the local 
rehabilitation physician (VGR). Inclusion criteria were 
aged between 18 and 70, definite diagnosis of MS, ability 
to walk for 12 minutes without a walking aid but 
complaints of a decline in walking performance during 
continuous walking. Exclusion criteria were serious co-
morbidities, an MS relapse in the 3 months prior to 
participation or medical conditions affecting gait. Ten age 
and gender matched controls were recruited and performed 
the 12 minute walk test as described below.  

Prior to the  exercise program, at the mid-point and post-
training patients attended for gait analysis in the VUmc 
Virtual Reality Laboratory, where they undertook the 
twelve minute walk test on an instrumented, self-paced 
treadmill. Marker position data (based on the standard ISB 
recommendations for analysis of the lower limbs) and 
analog data from the force plates were recorded for 30 
seconds during every minute of the 12 minute walk test 
using a 10 camera Vicon motion capture system. Ankle 
joint power was calculated from the force data and marker 
position data using in-house software, BodyMech, and was 
normalized to bodyweight.  

The first 8 weeks of the training program consisted of 
progressive resistance training (PRT) of 30 to 60 minutes, 
3 times per week aimed at the lower extremities. 
Following this, patients had one week of rest and one week 
of measurements (mid-point of the program). The program 
concluded with 8 weeks of treadmill training; high-

intensity walking at 70-90% maximal heart rate 
interspersed with resting periods at slower walking speed. 

Non-parametric tests were used to assess differences 
between results in patients with MS and healthy controls 
(Mann-Whitney U test). Friedman’s two-way ANOVA 
was used to assess the preliminary effect of the sequential 
training intervention. Due to a small sample size and 
limited power, results should be interpreted with caution. 
All tests were conducted in IBM SPSS statistics 22 with 
α=0.05.  

RESULTS AND DISCUSSION 
Compared to healthy controls, patients walked with 
reduced power generation Fig.1. At the mid-point of the 
training program, patients with MS (n=9) improved their 
ankle push-off power, although this change was not 
significant. The change was maintained but not further 
improved after the walking-specific treadmill training (end 
of training). After the PRT (mid-point of the training), the 
walking distance increased significantly from 729±188m 
to 842±146m (p<0.05), likely as a result of an increased 
step length (although this change did not meet statistical 
significance) generated by increased ankle push-off power. 
Changes in hip power generation may also provide insight 
into the increase in distance walked.  

Figure 1: Peak ankle power generation at three time points 
for patients with MS, with comparison to controls. Note 
data is presented for the more affected leg only.  

CONCLUSION  
This pilot study indicates that progressive resistance 
training may be beneficial in improving ankle power 
generation in patients with MS, leading to an increase in 
walking speed/ distance. The added value of the walking 
specific treadmill training is not evident in the results 
presented here, but it may have contributed to improved 
walking performance through other mechanisms. 
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INTRODUCTION  
Numerous diseases result in pathological cavities 
collectively defined as cysts, usually but not always 
containing fluid and lined by epithelium. Cyst expansion in 
bone involves bone resorption, but is often accompanied by 
adjacent bone formation with cortication, and the 
mechanisms for these two apparently opposite processes 
remain unclear. Functional strain drives bone remodeling, 
which involves both bone formation and resorption. We 
explore the role of functional strain in cyst expansion and 
cortication using a three-dimensional finite element analysis 
(FEA) model of a simulated cyst in mandible. 

METHODS 
A 3D model of a mandible from an eight year old child 
constructed for our previous report [1] was modified for the 
current study. For cyst simulation, a spherical cyst cavity 
mask with a diameter of approximately 8mm was created 
around the apex of the mesial root of the lower right first 
permanent molar. The solid mesh model was imported into 
ABAQUS CAE 6.11 for FEA and three loading conditions 
were modelled, representing biting on the right molar, left 
molar and incisors. Strain Energy Density (SED) and 
Biological Response Units (BRU) were calculated and 
comparison was made with an identical finite element 
model, lacking the simulated cyst.  

RESULTS AND DISCUSSION 
We earlier described a role for soft tissue compression in 
bone resorption for tooth eruption [1], using Biological 
Response Units (BRU) to evaluate the net biological effect 
of soft tissue tension or compression, in driving either 
formation or resorption of adjacent bone respectively. 
Analysis of BRU for the simulated cyst capsule 
demonstrated overall compression in all loading conditions, 
indicative of surface bone resorption.  

In all loading conditions studied, FEA demonstrated greater 
strain energy density within the bone lining the cyst, 
compared to the non-cyst containing model (Figure 1) , 
consistent with bone formation and cortication.  

Cortication is a feature not limited to cysts, but may occur 
about any expansile bone lesion, including solid masses. We 
have chosen to model a dental radicular cyst, primarily 
because of the high prevalence and clinical significance of 
these bony lesion. However, our model is independent of the 
specific pathophysiology of the cyst, so that we further 
believe our findings are applicable to expansion and 

cortication of all bone cysts, and any solid lesion of the bone 
that has a well-developed capsule. 

Figure 1: Color plots showing bone SED under incisor, left 
molar or right molar loading, with and without the presence 
of the simulated cyst. Red arrows indicate zones of 
particularly high SED relative to controls, while color scales 
are optimized for each view shown.  

CONCLUSIONS 
We conclude that functional stress results in dominant 
compression of the soft tissue capsule of bony cysts, and 
that this contributes to cyst. We further conclude that 
functional stress becomes concentrated in the bone 
immediately adjacent to the soft tissue cyst capsule, with the 
effect of driving bone formation and cortication. Our view is 
that this is a general mechanism applicable to any bone cyst 
or solid lesion. 
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INTRODUCTION  
Femoroacetabular impingement (FAI), specifically cam 
morphology, is a frequent source of hip and groin pain in 
young active individuals. The prevalence of cam 
morphology in semi-professional soccer players has been 
shown to be as high as 60% [3], however, presence of 
these findings on imaging does not necessarily conclude 
that the individual will go on to develop FAI [1]. 
Therefore, the identification of altered movement patterns 
may provide indications for treatment strategies to address 
symptoms and/or prevent further joint degeneration.   

METHODS 
A systematic search was conducted in Medline; CINAHL, 
EMBASE; Scopus and SPORTDiscuss. Studies were 
included if they investigated the biomechanics of activities 
of people with FAI and compared them to controls and/or 
the asymptomatic limb OR pre/post intervention studies 
where the study included pre-intervention data and an 
asymptomatic control group for analysis. Methodological 
quality was assessed using the Epidemiological Appraisal 
Instrument (EAI) [2]. Data extraction was conducted on 
demographics, kinematics and kinetics, standardised mean 
differences (SMD) were calculated and a meta-analysis 
was performed on data from studies with sufficient clinical 
homogeneity using a random effects model. 

RESULTS AND DISCUSSION
 Ten studies fulfilled the inclusion criteria (2 surgical 
pre/post intervention and 8 cross-sectional) with none 
investigating FAI in soccer players. Methodological quality 
varied between 41% and 68.5% using the EAI [2]. A total 
of 151 controls and 153 symptomatic were included. The 
included studies investigated the effects of pathology on 
walking, squatting, landing and stairs.  

During the stance phase of gait, people with FAI had lower; 
peak hip extension (-0.40, -0.71 to -0.09; I2= 0% p=0.60), 
total sagittal plane (-0.51, -0.93 to -0.08; I2= 0% p=0.66) 
and, peak hip internal rotation (-0.67 -1.19 to -0.16; I2= 
47% p=0.15) range of motion (ROM). Pooled external joint 
torque data also showed that people with FAI had lower 
peak hip external rotation moment (-0.71, -1.07 to -0.35; 
I2= 0% p=0.82).  

People with FAI squatted to a lesser depth (0.92, 0.46 
to 1.38; I2= 0% p=0.77) but qualitative analysis showed 
no 

difference in hip kinematics and conflicting results for total 
sagittal plane pelvic ROM during a squat. Insufficient 
evidence was also found that people with FAI had lower 
peak external rotation torque (-0.13, -0.21 to -0.05) while 
squatting. No differences were observed in drop landing 
and there was insufficient evidence that people with FAI 
had a lower; peak hip extension angle (-0.83, -1.54 to 
-0.13), total hip sagittal plane ROM (-1.23, -1.97 to -0.49) 
and peak hip internal rotation angle (-0.90, -1.61 to -0.19) 
during stairs. 
Data presented in this review demonstrated that individuals 
with FAI walk with lower total sagittal and peak extension 
ROM. This may be due to extension being the only 
movement that gets close to end of range while walking. 
The clinical relevance for this finding is unclear, however 
this kinematic finding has also been shown to be present in 
hip osteoarthritis and total hip replacement populations. 
Furthermore, the inability to squat to a lower depth despite 
no difference in hip joint kinematics may be caused by 
maladaptive movement strategies as a result of the 
condition, not a lack of hip ROM. This information may 
provide a target for future treatment strategies and 
interventions for FAI. 

CONCLUSIONS 
Further research into the effects of more provocative sport 
specific tasks are required, as these results show that 
individuals with FAI may benefit from task specific 
functional retraining to address maladaptive movement 
patterns as a result of FAI. 
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INTRODUCTION  
Flexor hallucis longus (FHL) tendinopathy is so prevalent in 
female ballet dancers that it is also known as dancer’s 
tendinitis. This condition may be attributed to the extreme 
range of motion and overuse of the toes in typical ballet 
training and performance [1]. The saut de chat leap is a 
common dance leap that places biomechanical demands on 
the toes because of the extreme range of motion during push 
off, which may contribute to the overuse of FHL.  

In a previous work, we have established typical kinematics 
and kinetics during saut de chat leaps performed by 30 
healthy dancers [2]. Therefore, the purpose of this study is 
to characterize kinematics and kinetics of the saut de chat 
leap takeoff in one dancer with FHL tendinopathy compared 
to 30 healthy dancers. 

METHODS 
A female professional dancer, aged 23, with FHL 
tendinopathy confirmed with a clinical and imaging 
examination participated in the study. Following warm-up 
and instrumentation, the participant performed saut de chat 
leaps taking off of her involved limb. Participant was pain-
free during testing. 

Ground reaction force (GRF) data were collected at 1500 
Hz, and synchronized with kinematic data collected at 250 
Hz. A full-body marker set was used to define body 
segments and track 3D segment motion. Additional markers 
were placed on the 1st and 5th metatarsal heads as well as the 
distal hallux to define the toe segment [3].  

Marker and GRF data were low-pass filtered with cutoff 
frequencies at 12 and 50 Hz, respectively. Takeoff phase 
was defined from initial contact through toe-off of the 
takeoff limb. Range of motion of the hip, knee, ankle, and 
metatarsal phalangeal (MTP) joints were determined by the 
orientation of each segment relative to the proximal. Net 
joint moments were calculated using standard inverse 
dynamics equations, normalized to body mass, and 
expressed as internal moments. Data from the participant 
were time-normalized to 100% takeoff and superimposed on 
data from 30 healthy dancers described in our previous 
publication [3]. Weight acceptance and push off sub-phases 
were defined based on peak vertical GRF to aid 
interpretation. 

RESULTS AND DISCUSSION 
Upon visual examination, the dancer with FHL tendinopathy 
had prolonged weight acceptance compared to healthy 
dancers as evident by the delayed peaks in vertical GRF, 
ankle angle, ankle moment, and knee moment. This 
buffering of weight acceptance appears to be predominantly 
controlled by a notable increase in flexor moment of the 
MTP joint during this phase (Figure 1). In order to achieve 

sufficient height demanded by the task, the loss of vertical 
impulse during weight acceptance was compensated by an 
increase in vertical GRF during push off, which is attributed 
to increased ankle plantarflexor moment and knee extensor 
moment during the same phase. 

Figure 1: MTP internal joint moment during saut de chat 
takeoff for one dancer with FHL tendinopathy superimposed 
on data from 30 healthy dancers (95% confidence interval).  

In addition, we found that the MTP joint angle was shifted 
approximately 10 degrees towards extension throughout 0-
80% of takeoff for the dancer with FHL tendinopathy. This 
was caused by not fully lowering the heel to the ground 
following an elevated heel height at initial contact, as 
confirmed by additional analysis on the heel marker.  

These results suggest a potential mechanism of overuse in a 
dancer with FHL tendinopathy. An alternative prediction 
that, given the injured state, the dancer would avoid loading 
the MTP, was not seen in this case. Higher demands were 
also placed on the ankle and knee during propulsion due to 
inter-joint compensation. 

CONCLUSIONS 
Our findings demonstrate phase-specific excessive loading 
of the MTP joint during saut de chat takeoff in a dancer 
with FHL tendinopathy, potentially caused by inadequate 
lowering of the heel. We are continuing this work in a larger 
sample size to identify potential rehabilitative and 
preventative strategies towards FHL tendinopathy. 
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INTRODUCTION  
Treadmill-based gait retraining is a common form of 
therapy amongst PD sufferers with evidence indicating 
participants can achieve significant increases in stride 
length, and ultimately walking speed [1]. These results are 
encouraging as decreases stride length and walking speed 
are both strongly associated with an increased risk of falls 
amongst a PD population [2].  However, less is known 
about the possible interaction between achieving an 
increased walking speed in PD sufferers and other gait 
parameters linked to risk of falls, such as decreased 
minimum toe clearance and increased stride time 
variability [3,4].  An important first step in a more 
comprehensive understanding of the influence of walking 
speed in PD sufferers is to establish the effects of a short 
term bout of faster walking on other key gait parameters.   

The aim of this study was to investigate the effect of 
imposing a faster walking speed on both minimum toe 
clearance and stride length variability in the gait of PD 
fallers, PD non-faller and otherwise healthy aged matched 
controls.  

METHODS 
Thirty participants between the ages of 50 and 70 (10 PD 
sufferers with a history of falls, 10 PD sufferers with no 
history of falls and 10 aged matched healthy participants) 
walked for one minute on a treadmill at their preferred 
speed as well one minute at 130% of their preferred speed. 
Retro-reflective markers on both the feet of each 
participant were tracked with a 10 camera motion analysis 
system, operating at 120Hz and were used to calculate 
average toe clearance as well as the standard deviation of 
stride timing across each minute of walking.  Both of these 
dependent variables were subsequently compared across 
walking speeds for each group (α<0.05).  

RESULTS AND DISCUSSION 
Figure 1: Mean toe clearance and stride timing variability 
for the age-matched Older Adults, PD Non-Fallers and PD 
fallers while walking on the treadmill at 100% and 130% 
of their preferred walking speed.  

An increase in walking speed resulted in a significant 
increase in minimum toe clearance, and decrease in stride 
time variability, for both PD non fallers and healthy aged 
match controls. However, there was no significant effect 
of walking speed on either toe clearance or stride time 
variability in the PD faller group (Figure 1). 

Both minimum toe clearance and stride time variability 
have been linked with an increased risk of falls in PD 
populations previously [3,4]. The current results support 
that both of these parameters are sensitive to imposing an 
increased walking pace in PD non fallers and healthy aged 
match controls.  However, PD fallers did not exhibit the 
same significant changes to minimum toe clearance and 
stride time variability as the other two groups. This, in 
conjunction with recent evidence of PD fallers exhibiting 
reduced postural stability at higher imposed walking 
speeds [5], suggests that PD fallers may not have the same 
response to a higher walking pace as those at a lower risk 
of falls.  Furthermore, these results suggest some caution 
in trying to achieve a more ‘normal’ gait for PD sufferers 
by focusing on increasing walking speed alone. 

The current investigation is an important first step in better 
understanding the influence of attempting to increase the 
walking speed in a PD population.  Specifically, while the 
process of gait retraining therapies was not replicated, the 
results do highlight the importance of further investigation 
into the ideal outcomes of such retraining therapies.  

CONCLUSIONS 
This study indicates that imposing a faster walking speed 
on PD fallers does not result in the same changes in 
minimum toe clearance and stride time variability as PD 
non fallers or aged matched controls.   Further research is 
required to establish a more comprehensive understanding 
of the effects of altering the walking speed of PD sufferers. 
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INTRODUCTION  
Functional improvement of the knee joint is one of the most 
important outcomes following total knee arthroplasty (TKA) 
[1]. According to recent research, three-dimensional motion 
analysis is the most effective method of measuring dynamic 
knee function [2]. Nevertheless, clinical use of this 
technology is currently practically and economically 
infeasible. Consequently, orthopaedic clinicians are more 
likely to use quick qualitative alternatives to assess the 
functional outcome of treatments such as TKA [3]. Despite 
their popularity, these methods have been found to poorly 
correlate with quantitative methods, highlighting the need for 
accurate and reliable quantitative tools that are appropriate 
for use in the orthopaedic environment [4].  

Thus, this study aimed to investigate the feasibility of using a 
motion capture system in a clinical environment to assess the 
functional outcome of TKA patients. 

METHODS 

A small-scale motion capture system was designed for use in 
a clinical environment. The system consists of a treadmill and 
two frames, onto which infra-red cameras and a load cell are 
mounted (Figure 1). Custom-written software controls the 
treadmill and records biomechanical data. A bespoke cluster-
based biomechanical model was developed for use with this 
system.  

Figure 1: A photograph of the motion-capture system in the 
hospital. 

To test the feasibility of using this system in an orthopaedic 
clinic, the functional outcome of 30 Medacta Sphere TKA 
patients were recorded at the Royal Infirmary of Edinburgh. 
Knee function was assessed approximately two-weeks pre-
operatively and six-weeks post-operatively. Patients wore 

clusters of retro-reflective markers as they carried out tasks to 
assess maximum knee ranges of motion (ROM), maximum 
isometric knee strengths, and walking kinematics. All 
assessments were carried out on the treadmill. The recorded 
data were analysed statistically (α = 0.05). 

RESULTS AND DISCUSSION 
Patients exhibited lower ROM and strength in the operative 
knee than the non-operative knee pre-operatively, but 
differences were not statistically significant (p > 0.05). The 
operative knee was also found to flex to a lesser extent than 
the non-operative knee when walking. Again, differences 
were not significant (p > 0.05). Knee ROM, strength and 
walking kinematics improved post-operatively in both knees 
(p > 0.05 for all assessments). ROM differed statistically 
between knees post-operatively (p < 0.0001), but strength did 
not (p > 0.05).  

On average, the assessment took 16.9±1.9 minutes (n = 60: 
pre- and post-operative timings for 30 patients); significantly 
shorter than typical 3D biomechanical analyses. A benefit to 
a system such as this is that patients can be assessed 
biomechanically during routine clinics. Patients are therefore 
not required to travel to a separate location on a different date. 
Benefits to clinicians include the fact that, unlike traditional 
motion capture protocols, the data does not need to be 
processed. Hence, useful biomechanical data can be obtained 
in real-time with this system.  

Most importantly, the results recorded were consistent with 
those in the current literature, giving us confidence in the 
data. 

CONCLUSIONS 
Our study has indicated that this system has the potential to 
be used in a clinical environment. If successful, motion 
capture technology could be used in future practices to better 
report TKA outcome. 
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INTRODUCTION  
The mechanical chronic neck pain (MCNP) is a common 
problem in modern life [1]. The chronic neck pain brought 
many influence for patients, such as range of motion 
(ROM), pain intensity [2], muscle stiffness, joint position 
error (JPE) [3], muscle strength, deep neck muscle 
endurance, and the electromyography firing [4] . 
Mobilization and exercise are often used for clinical practice 
to quickly relieve the syndrome and these two treatments are 
always combined in clinical practice. But there is no study 
to make a comparison of these two therapies. The separate 
clinical effect for chronic neck pain of these two treatments 
is unknown. It is interesting to know whether the active 
therapy (exercise) or passive therapy (mobilization) is better 
for curing the MCNP. Thus, the sling exercise and 
mobilization are chosen for comparison. Recently, the sling 
exercise is often used for clinical practice and with positive 
feedback from patients. However, there is less research to 
discuss its effect on MCNP. In addition, the influence of the 
sling exercise for the neck biomechanics is unknown. 
Mobilization is used in clinical practice to treat chronic neck 
pain for a long time. But mobilization is criticized that there 
is no standard process during the treatment. To sum up, the 
aim of the study is making a comparison of the immediate 
effect between mobilization and sling exercise. 

METHODS 
All participants (6 participants) were recruited from the 
campus and university hospital. The ages of the participants 
were from 18-50 and they have had neck pain lasting for at 
least three months. All participants were randomly assigned 
to three groups for different treatments. The inclusion 
criteria of this research are the patients with neck pain for at 
least three months and the neck disability index presenting 
score 5-15. The exclusion criteria were no neurological 
signs. Red flag for the neck, no shoulder relation disorder, 
traumatic accidents, serious pathology, and didn't received 
any cervical injury before. The outcome measurement of the 
study would be collect before and after the treatment. The 
pressure pain threshold (PPT) and tissue hardness (TH) were 
measured by a hand held digital tissue hardness 
meter/algometer. The head ROM were measured by the 
CROM device. The muscle strength of the neck is measured 
by a hand hold dynamometer. The deep neck flexor (DNF) 
ability were recorded by the cranioflexion test. Last the 
EMG and (JPE) were measured by the motion capture 
system and Delsys EMG system. Then the mobilization 
group would receive 15 min treatment, and the dose of the 
mobilization is conducted each set as 30 sec mobilization 
and rest for 30 sec with totally 15 sets. The force of the 
mobilization were simultaneously showed on monitor to 
make sure the accuracy of mobilization. The sling exercise 
group would receive 15 min cervical set exercise with 
physical therapist supervision. Then, the placebo group 
would receive 15 min sham laser on the trigger point of the 
neck. The paired T test was used to analyze the treatment 

effect in each group. The independent T test was used to 
analyze the basic data (age, body height, body weight, BMI). 

  The marker set  

RESULTS AND DISCUSSION 
There was no significant difference in baseline data between 
placebo group and sling exercise group. But the 
mobilization group showed larger height (p=0.035), weight 
(p=0.014), and BMI (p=0.010) than placebo, and larger 
body weight (p=0.044) and BMI (p=0.001) than sling group. 
From the result of the outcome measurement, the DNF 
showed no difference in the three groups. The visual analog 
scale (VAS) only showed significant lower after treatment 
in mobilization group (p=0.018). The ROM showed 
improvement in every plane of the head in mobilization 
group, especially in neck flexion (p=0.01), extension 
(p=0.02), and right rotation (p=0.01). Then the sling 
exercise group showed improvement only in extension 
(p=0.015). The muscle strength didn’t change significantly 
in mobilization group and sling exercise group. But in 
placebo group, it showed strength decreasing in all planes 
and especially in left side-bending (p=0.014). The PPT 
showed significant improvement on right trapezius in 
mobilization group (p=0.05) and sling exercise (p=0.05). 
The TH showed significant decreasing on right trapezius 
(p=0.02) and left sub-occipital (p=0.027) in mobilization 
group and significant increasing right SCM (p=0.039) and 
left levetor scapulae (p=0.04). In the JPE, it showed the 
error decreasing in mobilization in horizontal plane (p=0.03) 
and the error increasing in all plane, especially in horizontal 
plane (p=0.01) in placebo group. The EMG showed no 
difference after three treatments. 

CONCLUSIONS 
From the result, it revealed that mobilization showed more 
improvement in pain, tissue situation, and proprioception 
than other groups. This result may suggest that mobilization 
is still a good clinical practice for mechanical chronic neck 
pain with short time demand. But the terminal result should 
be confirmed with larger sample size 
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INTRODUCTION  
The fixation of the fracture arm is the common process 

for the patient after surgery. Shoulder sling is always 
recommended for patient for fixation in clinical practice. 
The advantages of shoulder sling are supporting and 
immobilizing an injured arm, collarbone, or shoulder. It 
prevents edema, promotes rest and healing, and hold a 
fractured arm in alignment. [1] On the other hand, it also 
accompany with the disadvantage that a sling is often 
uncomfortable where the strap drapes over the opposite 
shoulder and neck area.[2] It is because that slings will pitch 
the shoulder into an unnatural forward position. Muscles, 
tendons, and ligaments tend to accommodate to the position 
that they are placed in. With abnormal posture, the patients 
always argue with the neck pain after the sling usage 
.Therefore, the aims of the study is wondering how the sling 
usage influence on the neck posture. The research analyzed 
the static condition  of shoulder ,neck and spine posture 
while using shoulder slings and long arm splint within 
5,10,15 minute separately. Try to find the relationships 
between the posture of subjects and the wearing time of 
shoulder sling, and the difference between usage of 
triangular sling and commercial shoulder sling.  

METHODS 
There were four participants in the research with no 

musculoskeletal dysfunction. There are two kinds of the 
sling for the research. (Triangular bandage and shoulder 
sling). The participants were asked to conduct the static sit 
posture task during the initial position, 5, 10, and 15 minute. 
The initial position were instructed an optimal posture by 
the physical therapist. Then the sling with the long arm 
splint were set after capturing the static initial position. The 
same process above were repeated after completing one kind 
of sling. There were 11 marker sets for measuring the 
posture, top of head, bilateral tragus, bilateral eye, bilateral 
acromion, c7, sternum, t4. The posture angle could be 
defined by four parameter [3]. The head tilt was defined as 
the line from the midpoint of eyes to the midpoint of tragus 
compared to the global vertical line. The neck protraction 
angle was defined as the line from midpoint of tragus to c7 
compared to the global vertical line. The shoulder 
protraction was defined as the line from the right acromion 
to c7 compared to the horizontal line of the global. The 
cervicothoracic angle is defined as the line from midpoint of 
tragus to c7 compared to the line from the c7 to t4. The 
group effect would be analyzed by unpaired T test and the 
time effect would be analyzed by paired T test.  

RESULTS & DISCUSSION 
From the unpaired t-test, first, we found there’s no 

significant differences between groups in head tilt angles. 
Also, for head protraction angle (figure1), significant 
differences (p<0.05) were found between statics and other 3 
groups for wearing triangular bandage, 5 mins and 15 mins 
for shoulder slings. Then, for shoulder protraction angle, 
significant differences (p<0.05) were found between statics 

and other 3 groups for wearing sling, 10 mins and 15 mins 
for triangular bandage. Last, for cervical-thoracic angle, 
there’s a significant difference only between 5 mins and 
15mins using shoulder sling. From our results, we can found 
that for head, neck and shoulder postures, wearing slings or 
bondage will be significant different with the standard 
sitting posture. But we couldn’t find the effort on postures in 
short time factor.   

Figure1 head protraction  

CONCLUSIONS 
Neck pain is one of the major complaints following arm 

sling and long arm splint application, but the mechanism 
was not clear. Postural change after arm sling use is thought 
to be a cause of neck pain, but this hypothesis has not been 
clear studied. There are three main research results in this 
project. First, shoulder slings not only compress the soft 
tissue around the neck, they also change the posture of the 
head and neck, such as head protraction and shoulder 
protraction. The postural change of the head and neck is 
found to be related to chronic neck pain [4]. Second, there is 
no significant difference in postural change and pain 
between using traditional triangular bandage and shoulder 
sling. Third, some kinds of postural change, such as 
cervical-thoracic spine angle, have linear correlation with 
time. Thus, prolong use of shoulder sling and long arm 
splint should be avoided, clinically. There are some 
limitations in our study. First, the free time between two 
different testing is 5 minutes. Second, the testing period is 
only 15 minutes, which may not able to result in significant 
different. However, the linear correlation was noted in some 
kinds of postural change. It implied that the changes may 
worse with time. In conclusion, although arm sling and long 
arm splint can provide stability and immobilization of the 
upper limb, prolong use may cause postural change of the 
head and neck, than result in chronic neck pain. 

REFERENCES 
1. R. L. Pullen Jr, "Using slings without errors," Nursing,

vol. 37, p. 24, 2007 
2. J. D. Hsu et al. Elsevier Health Sciences, 2008.
3. Stephen J. Edmondston et al. Manual Therapy 12 363–

371. 2007
4. Gupta BD, et al. Journal of clinical and diagnostic

research: JCDR.;7(10):2261-2264. 2013



P270 - GAIT MODIFICATION IN PATIENTS WITH KNEE OSTEOARTHRITIS DECREASES THE KNEE 
ADDUCTION MOMENT: A 12 WEEKS PHYSIOTHERAPEUTIC INTERVENTION  

1,2 Tim Gerbrands; 2,3Martijn F Pisters MF; 1Sabine Verschueren; 1,2Benedicte Vanwanseele 
1 KU Leuven, Belgium; 

2Fontys University of Applied Sciences, Eindhoven, The Netherlands; 
 3 University Medical Center Utrecht, Utrecht, The Netherlands;  

Corresponding author email: benedicte.vanwanseele@kuleuven.be 

INTRODUCTION 
Knee osteoarthritis is a chronic and incurable joint disease 
leading to pain, loss of function and high socio-economic 
cost. Its progression seems strongly related to the knee 
adduction moment (KAM), which represents the medio-
lateral distribution of joint loading. Laboratory research 
indicates that gait modification might effectively reduce the 
KAM but that individual selection of the strategy is 
important (1), but the effects of a clinical gait modification 
training have insufficiently been established. The aim of this 
study was to examine the effect of a clinical gait 
modification training on knee adduction moment, pain and 
physical functioning in patient with knee osteoarthritis 

METHODS 
Seven patients with radiographically diagnosed medial tibio-
femoral knee OA were instructed to walk in three conditions 
in a 14m long gait laboratory: comfortable walking (CW), 
medializing the knee at initial contact (Medial Thrust, MT) 
and leaning the trunk laterally towards the affected leg 
during the stance phase (Trunk Lean, TL). Self-selected 
modification amplitudes remained within comfortable 
limits. A wireless active 3D-system (Charnwood Dynamics 
Ltd., Codamotion CX 1, sampling rate: 200Hz) was used to 
determine kinematics of the most affected leg and the torso. 
A recessed forceplate (Advanced Mechanical Technology, 
Inc., OR 6-7, sampling frequency: 1000Hz) measured the 
ground reaction force for one step per trial. Knee pain and 
function in daily life was assessed using the KOOS 
questionnaire. Kinematics of the foot, lower and upper leg, 
pelvis and torso were tracked by 20 infrared markers and 
modelled as rigid bodies using Visual3D (C-motion, Inc., 
Germantown, MD).  
The modification strategy that reduced the KAM peak the 
most was selected for the training program. Patients trained 
their new gait strategy twice per week for six weeks under 
the supervision of a physical therapist. These six weeks 
were followed by one training per week for another six 
weeks to maintain and further improve implementation the 
gait modification into daily life. Patients were considered 
well-trained when they could apply the strategy over ground 
at similar speed as comfortable walking at baseline.  
After the training, patients came back to the gait laboratory 
and were first instructed to walk comfortably (T1_CW) and 
secondly to walk as was taught during the physiotherapy 
sessions (T1_Strat). KAM peak and KAM impulse, defined 
as the area under the addiction moment curve, were 
compared between t0 and t1.  

RESULTS AND DISCUSSION 
Seven patients (4 female, 3 male, age: 61.1±7.1, height: 
1.64±0.09, weight: 72.2±10.1) received training and fully 
completed the program. Two patients trained to walk with 
Medial Thrust, the others with Trunk Lean.  

After training, the KAM peak during comfortable walking 
was reduced by 26% (T0_CW: 0.33±0.08 Nm/(Bw∙Ht); 
T1_CW: 0.25±0.04 Nm/(Bw∙Ht)) and the KAM impulse 
was reduced by 43% (T0_CW: 0.16±0.07 Nms/(Bw∙Ht); 
T1_CW: 0.09±0.04 Nms/(Bw∙Ht)). When asked to walk as 
taught during training, the KAM peak reduced even further 
up to 34% (0.22±0.04 Nm/(Bw∙Ht)), and the KAM impulse 
by 46% (0.08±0.06 Nms/(Bw∙Ht)). KOOS score for pain 
improved by 37% (T0_CW: 54.4±8.9; T1_CW: 73.4±11.3), 
and the score for function improved by 28% (T0_CW: 
59.8±12.2; T1_CW: 73.3±12.5). 

Figure 1: Peak external knee adduction moment 
(Nm/BWHt) during comfortable walking before (T0_CW) 
and after (T1_CW) training and when asked to perform the 
learned strategy (T1_Strat). Data are mean±standard 
deviation. 

CONCLUSIONS 
The results indicate that a gait modification training based 
on an individually selected gait modification strategy 
reduces the knee adduction moment on the long-term and 
improve pain and function of patients with knee 
osteoarthritis. 
As the disadvantages of gait aids such as insoles, walking 
poles and braces often outweigh the advantages, gait 
modification may provide an alternative strategy to reduce 
the knee adduction moment. However, research on the short 
and long-term effects of clinical gait modification training 
should be investigated in a randomised clinical trial. 
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INTRODUCTION: Screw-rod type of spinal 
instrumentation is widely used in the treatment of spinal 
disorders. Despite the advances in medical technology 
innovations, screw looseness remains one of the most 
frequent failures with this type of implantation system. The 
selection of screw size plays a crucial role in the success of 
spinal instrumentation as larger sized screws increase the 
risk of pedicle failure during insertion but small-sized 
screws are thought to compromise the stability of the 
instrumentation. By investigating the relationship between 
screw diameter and the pullout strength of pedicle screw 
after fatigue loading, this study seeks to find quantitative 
biomechanical data to assist surgeon in the selection of the 
appropriate screw. Two hypotheses were proposed for this 
research: 1) the fixation strength of larger screw will be 
higher than that of smaller screws immediately after 
implantation. 2) After fatigue loading, while the fixation 
strength will decrease for all screw sizes, larger screws will 
more effectively retain their fixation strength. 

 METHODS: 27 human cadaveric thoracic spine vertebrae 
(T3-T8) were harvested from 5 human cadavers (2 males & 
3 females, ranged: 52-83 years). The bone mineral density 
(BMD) measurements were obtained by dual-energy 
radiographic absorptiometry (DEXA) using a QDR-4500A 
scanner (Hologic Inc., MA, USA). The mean BMD of the 
specimens was 0.645 g/cm2 (ranged: 0.353-0.848 g/cm2), 
which is indicative of severe osteoporosis. Two sizes of 
poly-axial screws (4.35mm x35 and 5.0mm x35, Depuy 
Synthes Spine Inc., West Chester, PA) were randomly 
chosen and implanted into each of the two pedicles of each 
vertebrae by an experienced surgeon and specimens were 
randomly distributed into control group (n=9), fatigue group 
of 5,000 cycles (n=9) and fatigue group of 10,000 cycles 
(n=9). The fatigue test was conducted by material testing 
instrument (Bose® ElectroForce® 5500, Bose Corporation, 
MN, USA.) with peak-to-peak loadings of 10-100N at 1 Hz 
for 5,000 and10,000 cycles. Each specimen was then 
embedded into the epoxy resin mold with rib before being 
placed in the custom jig for performing the axial pullout 
tests using a material testing instrument (Bose® 
ElectroForce® 3510, Bose Corporation, MN, USA.) at a 
constant pullout rate of 5 mm/min. The ultimate pullout 
strength (N) were obtained for analysis. 
         A paired t-test was conducted to determine the 
differences of pullout strength between the different screw 
sizes. One-way ANOVA was conducted to determine 
difference of pullout strength between the control group and 
the two fatigue groups. If significant differences were 
observed, the post-hoc tests were conducted to determine the 
relationship between each group. A p-value of less than 0.05 
was considered to be statistically significant. 

 RESULTS SECTION: The BMD was of no significant 
different between each group (p=0.492). In the 5.0 mm 

group and the 4.35 mm group, the averaged pullout strength 
were 363.3(138.3)N and 259.0(159.3)N in the control group, 
332.5(165.2)N and 316.1(106.0)N in the 5,000 cycles 
fatigue group, 208.0(90.1)N and 229.3(99.9)N in the 10,000 
cycles fatigue group (figure 1).The difference of pullout 
strength among the three groups were not significant 
(p=0.089, 0.405). In the control and two fatigue groups, 
there were no significant differences between the two sizes 
of screws (p=0.071, 0.716, 0.639). In the control group and 
two fatigue groups, there were no significant differences 
between two different sizes of screws (p=0.105, p=0.118, 
p=0.770). The pullout strength of the larger screws was 
higher than that of the smaller screws in the control group 
but in the fatigue groups, pullout strength was closer to each 
other.  

Fig. 1 The pullout strength between two different sizes of 
pedicle screws (5.0 mm vs. 4.35 mm) in three group. 

DISCUSSION: In terms of the pullout strength, even 
though no significant difference was found in each group, 
our results indicated two tendencies. First, The pullout 
strength of the larger screws was higher than that of the 
smaller screws in the control group but in the fatigue groups, 
pullout strength were closer to each other. Second, for the 
larger-sized screw (5 mm) the pullout strength decreased 
with the number of fatigue cycles. However, the pullout 
strength of smaller-sized screw (4.35 mm) seems to be 
invariant with fatigue cycles. Overall, we proved the first 
hypothesis, but failed the second one. Two main findings 
were concluded in this research: First, the pullout strength of 
the larger-sized screw was higher than that of the smaller-
sized screw right after the implantation. Second, both sizes 
of screws exhibited similar pullout strengths after fatigue 
loading. The pullout strength of larger-sized screws is not 
higher than that of smaller-sized screws. This indicates that 
the smaller-sized screws may be chosen for less risk of 
pedicle breakage without sacrificing fixation strength. 
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INTRODUCTION  

Treatment of Anterior Cruciate Ligament (ACL) injury 
constitutes one of the most studied topics on the scientific 
community of orthopeadic sports medicine. The efficiency 
of the scientific teams in recognizing the risks of an ACL 
injury is of crucial importance for prevention, as 
approximately 350,000 injured individuals receive ACL 
reconstruction in the US annually. Furthermore, more than 
90% of ACL injured individuals develop early knee 
osteoarthritis within 10 years from injury. Despite the 
remarkable scientific advances muscle strength, 
biomechanical and functional asymmetries persist in ACL 
reconstructed patients (Xergia 2013), even more than two 
years after reconstruction and predispose to increased risk 
for secondary injury. Thus, it is of crucial importance for the 
clinicians to have reliable and easily applicable tools in 
order to evaluate functional asymmetries and recognize 
increased risk for a secondary injury. Such tools are 
dynamic functional tests as the hop tests (single, triple, cross 
over hop) and the International Knee Documentation 
Committee 2000 subjective knee form (IKDC 2000). The 
purpose of the present study was to assess the asymmetries 
of three single-limb hop tests (single, triple and cross over 
hop test) as predictors for the functional outcome score via 
the IKDC 2000 (Logerstedt D 2012). We hypothesized that 
the three single-limb hop tests are significant predictors for 
the functional outcome of the IKDC 2000, in ACL 
reconstructed patients 6-9 months after reconstruction. 

METHODS 
Twenty-four men with ACLR age, (26.4 ± SD) at 6 to 9 
months ( 7.0± SD) post-operatively completed functional 
evaluation of the single triple and cross over hop tests and 
IKDC 2000. A backwards multiple regression test was 
performed with IKDC as the outcome variable and the three 
hop tests as the predictors. The cut-offs for entering the 
regression model were set at 0.05 and for removal at 0.15. 
Multicollinearity statistics were produced as the hop tests 
may be highly correlated to each other.  

RESULTS AND DISCUSSION 
All three hop tests were retained in the final model (adjusted 
R2=0.33, p=0.012). The collinearity statistics found that the 
variance inflation factor was <2.5 for each hop test, thus it 
was determined that multicollinearity did not pose a serious 

threat to the validity of the final model. Using a more 
conservative model where variables were removed at the 
0.10 level resulted in a model that included only the single 
leg hop test that was the most predictive of IKDC (adjusted 
R2=0.25, p=0.008).  

CONCLUSIONS 
Single triple and cross over hop tests can predict knee 
function 6-9 months after ACL reconstruction. The single 
hop test is a strong predictor of the self- reported knee 
function but the strongest predictor for self-reported knee 
function is the combination of all three hop test (single, 
triple and cross over hop tests). Performing all three tests is 
relatively quick and simple suggesting that the additional 
explanation of the variance by the triple and crossover hop 
tests may be valuable. It is of importance to mention that ¼ 
of variability of ACLR function can be explained from the 
single hop test, which can be very helpful for clinicians, as 
with only one functional test can identify functional deficits. 
However, stronger prediction for functional outcomes after 
ACL reconstructed can be shown by using the three 
dynamic tests of single, triple and cross over hop in order 
for the clinicians to assess the progression of the 
rehabilitation protocol towards a safe return to sports. 
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INTRODUCTION 
  Collagen is a main protein of connective tissue, 

composed of highly-regular distributed glycine, proline and 

hydroxyproline amino acids. The sequence of those three 

acids create a single chain, which folding with the same two 

others, takes the form of tropocollagen (TC) helix structure. 

At higher level of spatial scale, TC helices are able to 

merge, forming a fibrils and fascicles units present in both – 

animal and human tissues. Although (depending on tissue 

function and location) there might be distinguished over a 

dozen types of collagen, the most common for human 

tissues is collagen type I. This one may be found in skin, 

ligaments, tendons or even within the organic part of bones.  

The studies on collagen type I properties, 

performed at atomic, coarse-grained as well as at macroscale 

level, have already been reported i.e. by Buehler [1][2], 

Mlyniec [3],  Gautieri [4] or Morin [5]. As a result, the 

broad range of biomechanical and chemomechanical 

properties of collagen (elastic and shear modulus, 

persistence length, fracture and self-assembly mechanisms, 

influence of loading rate on collagen viscoelasticity and 

failure behavior) are already well-known.  However, there is 

still lack of thorough studies on kinetics of high-temperature 

degradation of collagen I type. Therefore, the objective of 

this work was to investigate this phenomena at the lowest 

possible spatial scale – at atomic level. Using the reactive 

molecular dynamics (MD) method it was possible to obtain 

all necessary data to employ Arrhenius methodology for 

determining the value of reaction energy barrier. Calculated 

activation energy may be used for future optimization of 

collagen tissues storage conditions.   

METHODS 

The 1QSU collagen-like peptide from the PDB 

database [6], representing TC structure with 1.75 Å 

resolution, was multiplied to obtained a symmetrical matrix 

arrangement of collagen chains. A mutual distribution of 

chains was based on equilibrium simulation results reported 

by Mlyniec et al. [3]. A developed structure was placed into 

a simulation box filled with water solvent. A final model 

was pre-optimized and then subjected to set of high-

temperature NVT-MD simulations A reactive nature of 

simulated phenomenon was included by application of 

ReaxFF force field, developed by van Duin [7].  

RESULTS AND DISCUSSION 

For each simulated temperature, a degradation 

process was confirmed by registering a rapidly increasing 

number of decomposition by-products, among which the 

most numerous were carbon monoxide (CO), carbon dioxide 

(CO2), ethene (C2H4) and propene (C3H6). Due to the stable 

monotonicity for carbon monoxide production, the CO 

concentration was selected for further analysis of the 

temperature influence on the rate of collagen type I 

decomposition.  

After determined the reaction order it was possible 

to calculate a speed of reaction rate k for each case of 

simulated temperature. An obtained Arrhenius plot, together 

with logarithmic form of Arrhenius equation, allowed to 

calculated the value of activation energy as well as the pre-

exponential factor. Moreover, an order of magnitude of the 

results is consistent with reactive MD  studies of other 

natural polymers decomposition [8]. 

CONCLUSIONS 

In the presented work a high-temperature 

degradation of collagen I type was investigated at the atomic 

scale using molecular dynamics approach with ReaxFF 

force field. Based on Arrhenius methodology, for the most 

numerous products od collagen decay (carbon monoxide), 

the potential barrier, which has to be overcome to initiate the 

reaction, was calculated. An obtained results was used for 

further investigation on scalability of developed model and 

validation of periodic boundary conditions. Moreover, the 

results might be used in future to optimize the temperature 

and environmental conditions for collagen tissues storage.   
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INTRODUCTION         
Limb malalignment has been associated with onset and 
progression of knee Osteoarthritis (OA), the leading cause 
of physical disability. A 5 degree varus alignment increases 
compressive medial compartment force from 70 % to 90% 
of the total load in the tibio femoral joint. Excessive stress is 
believed to damage joint tissues. The Atlas™ Knee implant 
is a second-generation device, which uses a compressive 
polycarbonate urethane (PCU) material to function like a 
spring. This technology is designed to offload a portion of 
the medial compartment force (up to 32lbs) exhibited in 
patients with early to moderate medial compartment knee 
OA, while preserving all the natural tissues in the knee joint, 
thereby maintaining joint stability. The aim of this study is 
to investigate the Atlas™ implant’s capability of reducing 
compartment contact pressure and sensitivity to surgical 
placement about the medial tibial-femoral joint. 

METHODS 
A three-dimensional (3D) subject-specific finite element 
model (FE) of a left cadaveric knee joint (male, 50 years 
old, 1.65m, 68-kg) was previously developed and compared 
with in-vitro testing to provide an experimental validation 
(Mootanah, R. et al. 2014). The specimen was imaged using 
a 3T MRI-scanner. CUBE sequencing was used to create 3D 
representations of the menisci and ligaments and SPGR 
sequencing for the bones and cartilage. Tissues were 
segmented in Mimics (Materialise, Leuven, Belgium), 
assembled in CATIA (Dassault Systèmes, France) and 
meshed in Abaqus (Dassault Systèmes, France). Osseous 
and soft-tissues were meshed with linear tetrahedral and 
eight-noded hexagonal elements, respectively. To evaluate a 
range of orientations that may load the Atlas™ implant the 
FE knee model simulated force and moments experienced 
during the gait cycle for a healthy 68-kg subject. The tibia 
was free to move in five degrees of freedom and rotated 
from 0°-60° in the sagittal plane in a physiological manner. 
An array of candidate surgical locations ascribing 
approximately a 1cm circle around the medial femoral and 
tibial condyles were used to simulate different orientations 
of the Atlas. Specifically, the ball and socket joints of the 
femoral and tibial base, were posteriorly, vertically, or 
anteriorly oriented. The coordinates of each candidate 
location were tabulated and analyzed as a function of Atlas 
length change across stance phase during knee flexions 
spanning 0°- 60°.  Upon determining the optimal surgical 
placement of the Atlas™ implant a stress analysis was 
performed with the knee at 20 degrees of flexion simulating 
the instant of maximum varus thrust at weight acceptance 
during stance phase.  Medial compartment stress was 
predicted pre and post virtual surgical installation of the 
Atlas™ implant. Using axial forces from a healthy 68kg 
male during stance phase and a titration of bending moments 
(0, 5, 10, and 15 Nm) the ability of the Atlas™ implant to 
reduce contact pressure was simulated. 

RESULTS AND DISCUSSION
The Atlas™ implant location for the femoral and tibial 
components when positioned with an approximately 
vertical orientation on the medial femoral epicondyle and 
tibial condyle provided the maximum target compression 
(4mm) and produced an acceptable length change during 
0°- 60° of flexion for a size 46 implant.  

Color plots of the tibial contact pressure distributions are 
presented in Figure 1.  The top row illustrates pre Atlas 
contact pressures.  Contact pressures increased with 
increasing bending moments as expected.  The Atlas 
reduced peak contact pressure at the cartilage-cartilage and 
cartilage meniscus interfaces. 

Figure 1: Contact pressure pre Atlas™ (top) and post 
Atlas™ bottom with 0, 5, 10, and 15Nm of bending moment 
for knee simulations at 20 degrees of flexion. 

CONCLUSIONS 
The Atlas implant reduced contact pressure from 9% to 30% 
across a range of bending moments spanning 0 to 15Nm 
under axial load simulating the weight acceptance period of 
stance phase. This implant has the advantage of preserving 
all the natural tissues in the knee joint, thereby maintaining 
joint stability.  
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INTRODUCTION  
Osteoarthritis (OA), a degenerative joint disease, was 
reported to account for 1% of total deaths in 2002 
worldwide [1]. Joint malalignment is a strong predictor of 
the development and progression of OA [2]. As little as 5° 
of varus malalignment increases the compressive forces in 
the medial compartment from 70% to 90% of the total knee 
joint load [3], leading to excessive joint stress and tissue 
damage within the diarthrodial joint. The Atlas™ knee 
implant, placed subcutaneously alongside the medial aspect 
of the knee joint, is designed to offload the medial-
compartment of the knee. This may halt the debilitating 
symptoms associated with OA progression. A polycarbonate 
urethane (PCU) absorber of the implant provides an 
opposing force to reduce a portion of the total compressive 
load experienced at the medial-compartment during the 
weight-bearing phases of gait and posture. The goal of this 
study is to investigate the effect of the Atlas™ knee implant 
on knee joint contact stress. 

METHODS 
A three-dimensional subject-specific validated finite 
element model (FE) of a left cadaveric knee joint [4] was 
used in this study. Computer aided design models of the 
Atlas™ components were meshed, assigned material 
properties and boundary conditions in Abaqus FE software, 
and virtually fixed to the medial aspect of the knee model to 
simulate treatment of medial knee OA. To evaluate the 
compressive and shear stress distribution within the medial 
compartment of the knee in response to the Atlas™ implant, 
the FE knee model was driven by the simulated compressive 
force experienced during the gait cycle of a healthy 68-kg 
subject. The femur was fixed and the tibia was rotated in the 
sagittal plane and free to move in six degrees of freedom in 
response to the loading conditions. Peak shear stress was 
computed in the medial compartment of the knee with and 
without the Atlas™ implant at 10 and 20 degrees of knee 
flexion with the corresponding axial loads of 408N and 
811N, respectively. Varus (adduction) moment at each knee 
flexion ranged from 0Nm to 15Nm to simulate different 
varus angles. Note that the 20 degrees of knee flexion 
corresponds to the end of weight acceptance, when varus 
thrust is maximum. 

RESULTS AND DISCUSSION 
Shear stress in the medial tibial cartilage with and without 
the Atlas™ implant at different knee angles are shown in 
Figure 1, with a representative shear stress distribution with 

and without the Atlas™ implant at 10 and 20 degrees of 
knee flexion angle and varus bending moment ranging from 
0 to 15 Nm. Medial compartment shear stress was 0.88MPa 
without the implant and 0.67MPa with the implant at 20 
degrees without bending moment, demonstrating a 23.9% 
reduction. At 10 degrees without bending moment shear 
stress was reduced by 43.2% from 1.41MPa to 0.8MPa. The 
results show the capability of the Atlas™ implant to 
counteract the increased medial compartmental loading as a 
result of varus malalignment resulting from medial knee OA 

Figure 1: Shear stress reductions in the medial knee 
compartment for 0Nm, 5Nm, 10Nm and 15 Nm at 10 and 20 
degrees in response to Atlas™ knee system. 

CONCLUSIONS 
Stress was reduced in the medial knee compartment with 
various varus moments ranging, 0Nm to 15Nm as a result of 
the Atlas™ knee system. The findings of this study suggest 
that this approach for managing varus knee OA may be a 
viable treatment option. 
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INTRODUCTION 
Estimation of individual muscle forces and their 
contribution to motion is essential for understanding clinical 
conditions affecting the shoulder, including stroke, frozen 
shoulder syndrome and rotator cuff tears; however, it is 
currently impossible to measure muscle and joint loading 
non-invasively. 

A solution to the mechanical indeterminacy problem at the 
shoulder is in the use of electromyogram (EMG)-informed 
neuromusculoskeletal (NMS) models [1-3]. EMG-informed 
models capture muscle co-contractions that purely 
optimization-based methods (i.e. static and dynamic 
optimization) are often not able to reliably predict. 
However, while EMG-informed models have been 
successfully applied to the lower limb, only a limited 
number of studies have employed this approach in the upper 
limb [4]. One major reason for this is the difficulty in 
recording EMG from the deep musculature such as the 
rotator cuff, which require intramuscular fine-wire electrode 
placement [5]. The aim of the present study was to develop 
an EMG-informed NMS model to estimate the individual 
forces produced by 26 major superficial and deep muscles 
surrounding the glenohumeral joint and scapula during 
shoulder movement. 

METHODS 
A healthy 31-year-old female (1.65 m, 58 kg) was recruited 
for testing. The subject was asked to perform a set of active 
shoulder motions at a constant speed (shoulder flexion, 
shoulder abduction, reaching and touching the top of the 
head) and passive dynamic tasks (shoulder flexion and 
abduction), as well as a set of isometric contractions at 50% 
of maximum effort at the midrange of the shoulder motion 
in flexion, extension, abduction, adduction, internal and 
external rotation. Trajectories of 14 reflective markers 
attached to upper-limb bony landmarks were simultaneously 
collected using a motion capture system and EMG recorded 
using 5 surface electrode pairs (pectoralis major, biceps 
brachii, triceps brachii, upper and lower trapezius) and 12 
intramuscular (fine wire) bipolar electrodes (rhomboid 
major, supraspinatus, infraspinatus, serratus anterior, teres 
major, latissimus dorsi, pectoralis minor, subscapularis, 
infraspinatus, anterior, middle and posterior deltoid). 
External forces during sub-maximal contractions were 
measured using an instrumented cable and pulley system. 

A generic upper-limb model developed in OpenSim [6] was 
scaled to the subject’s dimensions using a static pose. Three 
dimensional joint angles and moments were calculated for 
all motion trials using inverse kinematics and inverse 
dynamics, respectively. Musculotendon kinematics were 
calculated using the muscle analysis tool in OpenSim, and 
EMG data were filtered and rectified [7]. Joint angles and 
moments, as well as processed EMG data were used as the 
inputs to a Calibrated EMG-informed NMS framework (i.e. 
CEINMS) [8]. Musculotendon parameters were first 

calibrated to the subject using data from isometric tasks and 
both active and passive dynamic trials. A trial of abduction 
in the scapular plane was then analysed in open-loop and 
used for estimation of joint moments and muscle forces.  

RESULTS AND DISCUSSION 
The clavicular head of pectoralis major during the first half 
of shoulder abduction and the middle deltoid during the 
second half of abduction showed the highest levels of forces 
(Figure 1). The muscle force magnitudes and timing were in 
reasonable agreement with previous modelling data [5, 9]. 
Estimated deltoid forces reflect its role as a major producer 
of shoulder abduction torque. Estimated forces for the 
sternocostal components of pectoralis major reflect their role 
as antagonists of shoulder abduction. The high estimated 
forces in the clavicular head of pectoralis major cannot be 
explained in terms of a role for this muscle in producing 
abduction torque.   

Figure 1: Forces estimated by the NMS model for the 
shoulder  muscles: anterior deltoid (AntDelt), middle deltoid 
(MidDelt), posterior deltoid (PosDelt), clavicular head of the 
pectoralis major (ClavPecMaj), sternal head of pectoralis 
major, and the costal head of the pectoralis major 
(CosPecMaj) over a full range of abduction in the scapular 
plane. 

CONCLUSIONS 
This study presents preliminary data for the first EMG-
informed NMS model of the shoulder using a superset of all 
major shoulder region muscles on one subject for a given set 
of upper limb tasks.  At this stage of its development, the 
NMS model has estimated forces for the majority of muscles 
demonstrating trends that would be expected during 
shoulder abduction.  
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INTRODUCTION 
Visual detection (VD) for the onset of electromyography 
(EMG) data is often the first method taught to students in 
an introductory biomechanics course. However, a selection 
bias does exist with VD [1], which may become even more 
variable when the signal to noise ratio (SNR) is low. 
By using a computer simulated signal, the true onset and 
SNR can be controlled, allowing the user to get feedback to 
see if they are over- or under-estimating the true onset. It is 
expected that individuals with no EMG experience would 
improve, so we wanted to determine if the simulated signals 
could be used to improve experienced EMG users. 
Therefore, the purpose of this study was to determine if 
experienced EMG users would improve their VD ability 
after training with simulated EMG signals.  

METHODS 
Nine individuals with at least 1 year of EMG VD experience 
(7.1±8.8 years) participated in the study and completed two 
sessions separated by 48 hours. In each session, the 
participants completed the three sets of 10 signals each, for 
a total of 150 onset selections per session. 
The simulated signals were designed using the previously 
reported methods [2], which created not only a visually 
similar signal, but with comparable distributions in the 
frequency domain. Noise is calculated by the square root of 
E (power) divided by 2*SNR, this is then scaled by a normal 
random value (from -1 to 1) to create the noise vector. The 
true onset was defined by the muscle relax period and 
signals the beginning of the transient relax-contraction 
period. Using Matlab (R2015b, The Mathworks Inc., 
Natick, USA), 10 signals with five bursts of muscle activity 
in each signal were simulated. Random samples of noise 
were added to create conditions with SNRs of 5, 10, 20, 40 
& 80 dB. Two signals of each SNR were generated. A 
graphical user interface (GUI) was created which displayed 
the signals in a random order and allowed the user to select 
the onset of the signal.  
At the end of each session, participants were allowed to 
view their selected onsets along with the true onset, for each 
signal. The absolute difference for each selected onset was 
calculated and a paired t-test was done to determine if any 
significant differences existed between the two sessions. 

RESULTS AND DISCUSSION 
There was a significant improvement (p < 0.001) in VD 
between the first session and the second session for all 
SNRs. 

As the signals became cleaner (i.e. the SNR became 
greater), absolute onset detection improved. This indicates 
the importance of determining the SNR of all signals when 
processing EMG. When SNR is low (<20 dB), caution 
should be taken when interpreting onset results, as our 
participants had an absolute error of more than 50ms in 
session 1, and an absolute error of approximately 40ms even 
after session 2. 

Figure 1: Absolute difference from true onset (ms) between 
Sessions 1 & 2 for different signal to noise ratio. * 
Significantly different (p < 0.001) from Session 1. 

A third follow-up session, a week or two weeks after the 
second session, would be wanted in order to determine if 
the training benefits remained. Therefore, it is unknown if 
the benefits will remain long term. 

CONCLUSION 
The use of simulated signals can be a valuable training tool 
to improve the visual onset detection in individuals who had 
more than one year of EMG experience. Large errors of 
more than 40ms still remain in SNR of less than 20, so 
caution should be used when interpreting EMG onset data 
on poor quality signals, or on signals with no mention of 
SNR. 
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INTRODUCTION  
Although the research of the biomechanics of the foot is 
widely developed, it still offers further improvements and 
refinements of this structure capturing, particularly in the 
field of mathematical models. The use of anatomically 
accurate finite element (FEM) models of the human foot in 
research studies has increased rapidly in recent years. In 
recent literatures, many other theoretical models, such as 
kinematic models [1], mathematical models [2], and finite 
element models [3] of the foot had been developed. In our 
work, the plaster cast from the foot imprint was created, 
which was possible to scan using stereophotogrammetry. 
The foot 3D mathematical model was then created with help 
of the FEM computer simulation to capture the partial 
pressures on the interface of the foot and imprinting material 
and its surroundings, respectively. 

METHODS 
The objective of this study is to quantify stress distribution 
of the foot during quasi-static stand in 3D using a footprint 
in imprinting material, when knowing its mechanical 
properties. One foot of the subject was chosen for the 
construction of the FEM foot model. The footprint was 
taken by means of sinking both feet in a dental mass, while 
being in the resting stance. From this imprint, the positive 
plaster cast was created, whose surface was possible to scan 
using stereophotogrammetry. The digital model of the 
imprint surface was prepared with the help of triangulation 
laser scanner. After this, the triangular irregular network 
(TIN) was prepared, which represents the surface of the 
scanned object on the basis of measured 3D points of the 
object.  
Extraction of prescribed values of vertical displacements 
from the measured values was another task in the FEM input 
data preparation process. The foot imprint simulation in the 
dental imprint mass was solved as 3D time dependent 
nonlinear mechanical problem in the ADINA software. The 
simulation started from the undeformed state of prismatic 
specimen. The nodes on the specimen bottom surface and its 
sides were fixed during the whole simulation while the 
nodes on the top surface, out of the contact area, were free. 
The nodes in the contact area were subjected to the foot load 
generated as the vertical prescribed displacements that were 
increased gradually in the course of time. These nodal 
prescribed displacements were proportional to the z-
coordinate obtained from the stereophotogrammetric 
measurement. Resulting distribution of vertical stress 
component is depicted in Figure 1. 

RESULTS AND DISCUSSION 
The deformed shape from the ADINA simulation matches 
the measured values almost exactly because these values 
were prescribed directly from the measurement. A minor 
error can be caused because of the linear approximation of 
the z-coordinate due to the transfer of the values from the 

measured mesh to the FEM mesh. Thus the validation of the 
foot imprint model had to be performed with the help of 
knowledge of the total mass of the female subject, which 
was 65 kg. In this case, the sum of vertical reactions 
calculated at the nodes in the contact area was 320.5 N, 
which corresponds to 32.67 kg. This value is in a good 
agreement with the female subject half weight – the load of 
one foot during the quasi-static stand.  

Figure 1: Distribution of the vertical stress component on 
the top surface [Pa] 

CONCLUSIONS 
We can state that the partial pressures resulting from this 
mathematical model match the real pressures on the 
interface of the foot and imprinting material and its 
surroundings, respectively, quite closely. Principally, these 
simulations can be used to determine the contact pressures 
in practical cases, e.g., between the foot and its footwear. 
There are expected further methodological steps with the 
possibility to be used, e.g., in the design of footwear 
construction. 
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INTRODUCTION  
Cell adhesion to the vascular wall is of fundamental 
importance in leukocyte immune function and cancer 
metastasis.  Leukocyte adhesion is a multiple-step 
phenomenon, which is initiated by tethering and rolling via 
PSGL1-P-selectin binding followed by firm adhesion via 
CD11/CD18-ICMA1 binding.  Previous works have 
provided considerable insight into leukocyte and circulating 
tumor cell (CTC) rolling.  However, the size of capillaries is 
often smaller than that of those cells, and the space is not 
large enough for cell rolling.  Despite a lot of works about 
leukocyte and CTC rolling, cell motion in capillaries has 
remained unclear.  In this study, we thus numerically 
investigated the behavior of an adherent cell in capillaries 
whose diameter is comparable to or smaller than that of the 
cell itself.  We present a numerical analysis of the behavior 
of a cell in capillaries under ligand-receptor interactions. 
We showed that cell exhibits “bullet” motion in capillaries 
and this motion effectively decreases the velocity of the cell. 

METHODS 
The cell was modeled as a spherical capsule with radius a = 
4 µm, whose membrane follows the Skalak’s constitutive 
law [1].  An adhesion molecule, P-selectin, was considered 
as a receptor on the capillary wall, with corresponding 
ligand, PSGL1, on the cell membrane.  Assuming that the 
ligand-receptor interaction between these molecules is a slip 
bond, Bell’s model [2] was employed.  Load on the 
membrane was determined by a finite element method and 
fluid flow was solved by a lattice-Boltzmann method, where 
these methods were coupled by an immersed boundary 
method.  Our coupling method was successfully applied to 
simulate the flow of leukocyte [3] and circulating tumor cell 
[4].  In this study, the mesh size of LBM was set to be 125 
nm, and that of FEM was approximately 125 nm (an 
unstructured mesh with 20,480 elements).  Bond parameters 
used in this study are described in [5]. 

RESULTS AND DISCUSSION 
First, we investigated the behavior of an adherent cell 
subjected to 312 s-1 shear rate in a capillary whose radius is 
slightly larger than the cell (R/a = 1.125; R is capillary 
radius).  When the cell was initially placed near the wall, the 
cell showed rolling motion (Fig. 1A).  However the cell was 
placed at the center of the capillary, the cell exhibited bullet 
motion, where the cell deformed into a bullet-like shape 
(Fig. 1B).  When capillary size became smaller, the cell 
always exhibited bullet motion, where the adhered surface 
area of the cell membrane increased (Fig. 1C).  A state 
diagram of adhesion modes as functions of capillary size 
and receptor density (DR) is presented in Fig. 1D, where 
firm adhesion was defined as the condition in which the 
velocity was < 0.1 µm/s.  For R/a = 1.125, the cell exhibited 
both bullet and rolling motions (a transient state), except for 

DR = 1/µm2 in which case only rolling motion was observed. 
For R/a ≤ 1, the cell always exhibited bullet motion, but its 
velocity was low.  In this study, we assumed P-selectin as 
receptor on the wall and PSGL-1 as corresponding ligands 
on the cell.  Because these molecules are mainly responsible 
for leukocyte rolling, the interaction between PSGL1 and P-
selectin has been considered as a weak ligand-receptor 
binding.  However, our results suggest that even under the 
interaction between PSGL1 and P-selectin, a cell 
undergoing bullet motion is able to firmly adhere to the wall 
in capillaries. 

Figure 1: Snapshots of a cell exhibiting (A) rolling motion 
for R/a = 1.125, (B) bullet motion for R/a = 1.125, and (C) 
for R/a = 0.75.  Ligand-receptor bindings are visualized by 
yellow rods.  Flow direction is from left to right.  (D) State 
diagram of adhesion modes in capillaries as functions of 
normalized receptor density (y-axis) and normalized 
capillary radius (x-axis).  The closed squares represent firm 
adhesion, and the open squares are bullet motion.  The open 
circles are transient states, and the closed circle is rolling 
motion.  The dashed line shows the velocity is 0.1 µm/s. 

CONCLUSIONS 
We found that an adherent cell transitions from rolling to 
bullet motion when the capillary diameter is reduced.  Bullet 
motion effectively reduced the velocity of the cell and 
allowed the cell to firmly adhere to the wall even under the 
weak ligand-receptor interaction between PSGL-1 and P-
selectin.  These findings may help in understanding such 
phenomena as leukocyte plugging and cancer metastasis. 
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INTRODUCTION  
Measurement of human posture and movement is an 
important area of research in the physical therapy and 
rehabilitation fields. Various attempts have been initiated for 
different clinical application goals, such as diagnosis of 
pathological posture and movements, assessment of pre- 
and post-treatment efficacy and comparison of different 
treatment protocols. Image-based methods for 
measurements of human posture and movements have been 
developed, such as the radiography, photogrammetry and 
video analysis. In addition, motion analysis for 
measurements of human posture and movements have been 
developed, such as the motion analysis system and floor 
reaction force. However, it is found that these methods are 
complicated to set up, time-consuming to operate and could 
only be applied in laboratory environments. The 
accelerometer and gyroscope are widely used in research 
and clinical applications as easy-to-use, mobile robust and 
cost-effective device. The aim of the present study was to 
assess the validity and reliability of the 3-axis gyroscope 
device for measuring trunk motion. 

METHODS 
Three equipments were used in this study, including (a) 
VICON motion analysis system (Oxford Metrics, Oxford, 
UK), (b) the sensor consists of a 3-axis accelerometer and a 
3-axis gyroscope. The motion analysis system and the 
sensor (a, b) were used to collect the data in dynamic 
calibration. 

(a)VICON motions analysis system with six cameras with 
infra-red light source was used to monitor the three-
dimensional coordinates of the retro-reflective markers 
with 120 Hz sampling rate. The sign of VICON motion 
analysis system was adopted as flexion, lateral bending to 
left, left rotation were considered to be positive, and 
movement in opposite directions were represented by 
negative value for all data. 

(b) Sensor with 120 Hz sampling rate was used to monitor. 
   With the sensor located on the upper (the seventh 

cervical vertebra: C7) and lower (the third lumbar 
vertebra: L3) trunk. The sign of angular velocity was 
adopted as flexion, lateral bending to right, left rotation 
were considered to be positive, and movement in 
opposite directions were represented by negative value 
for all data. 

The postural change of half flexion, flexion, right and left 
rotation flexion, right and left lateral bending from neutral 
standing position (upright standing) on the sagittal and 
coronal and transvers planes in thorax, pelvis were assessed 
simultaneously, using the sensor and motion analysis system 
in eleven healthy subjects {six men and five women, the 
mean and standard deviation (SD) of age, weight, and height 
were 22.1 ± 1.2 years, 62.1 ± 11.5 kg, 1.68 ± 0.07 m 

respectively.} who were without back injury and spinal 
deformity. Written informed consents were obtained from 
all subjects prior to the experiments. Each trunk movement 
was performed for three trials. The angular taken by 
integrating angular velocity were compared with that taken 
by the VICON motion analysis system (Oxford Metrics, 
Oxford, UK).  

RESULTS AND DISCUSSION 
The reliability in each trials was determined by the intra-
class correlation coefficient (ICC) of three times and, in 
each trials, their values were >0.69 and >0.34 for the C7 
angle and L3 angle, respectively. The correlation 
coefficients of the upper trunk measurements are >0.52 for 
the angle measurement of the flex, lateral bending, rotation 
flexion in domain planes of half flexion, flexion, right lateral 
bending, left lateral bending, right rotation flexion and left 
rotation flexion. The correlation coefficients of the lower 
trunk measurements are >0.41 for the angle measurement of 
the flex, lateral bending, rotation flex in domain planes of 
half flexion, flexion, right lateral bending, left lateral 
bending, right rotation flexion and left rotation flexion. 

flexion angle lateral bending angle rotation angle

half flexion r=0.87 r=0.62 r=0.13, p>0.05

flexion r=0.76 r=0.25, p>0.05 r=-0.33, p>0.05

left rotation flexion r=0.86 r=0.66 r=0.59

right rotation flexion r=0.52 r=0.88 r=0.63

right lateral bending r=0.67 r=0.68 r=-0.03, p>0.05

left lateral bending r=0.74 r=0.77 r=-0.19, p>0.05

Figure 1: The correlation coefficients of the upper trunk 
measurements (angle integrating C7 angular velocity and 
thorax angle) 

flexion angle lateral bending angle rotation angle

half flexion r=0.92 r=0.25, p>0.05 r=0.41

flexion r=0.73 r=-0.46 r=0.16, p>0.05

left rotation flexion r=0.94 r=0.68 r=0.89

right rotation flexion r=0.84 r=0.69 r=0.86

right lateral bending r=0.58 r=0.73 r=0.89

left lateral bending r=0.95 r=0.58 r=0.87

Figure 2: The correlation coefficients of the lower trunk 
measurements (angle integrating L3 angular velocity and 
pelvis angle) 

CONCLUSIONS 
In this study, the angle measurement of using the sensor was 
highly correlated in dominant trunk movements of flexion, 
right and left lateral bending, right and left rotation, and 
reasonably close in magnitude to those of the motion 
analysis system. The results of this study demonstrated that 
use of 3-axis gyroscope could estimate the change of the 
thorax angle and pelvis angle. 
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INTRODUCTION 
Advancement of the ongoing interaction between the control 
and dynamics of a system is made possible through study of 
its behavior under different stimuli, conditions, or inputs. The 
purpose of this study is to develop and experimentally 
validate a dynamic model of sufficient complexity to predict 
system behavior during the initial contact and preceding 
flight phase of a foot-first landing. This validated model was 
then used to determine how flight phase and impact phase 
control regulates ground reaction forces (GRFs) during 
normal, soft, and hard two-foot landings. 

METHODS 
A 2D model of the human body with 4-rigid links connected 
by ideal hinge joints, comparable to the jumping model of 
Bobbert & vanSoest [1], was developed using simulation 
software (Simulink/Simscape Multibody, MATLAB). 
Muscle actuators were replaced with uniaxial joint torque 
actuators. Body segment parameters were scaled to the 
subject (female: 1.575m, 64.5kg) [2]. Link lengths were 
determined from segment endpoints digitized from video 
records. The vertical interaction of the foot and the landing 
surface was modeled as a nonlinear spring-damper in parallel, 
with the same mathematical form as Gruber [3].  Horizontal 
interaction between the foot and the landing surface was 
modeled using Coulomb friction with a coefficient of friction 
of 1. Currently, the GRFs acting on the foot are applied at two 
points of contact (toe, heel). Future versions will incorporate 
a moving center of pressure. 

Torque actuators at each hinge used closed-loop feedback 
control to provide phase specific ankle, knee, and hip torque-
time curves as inputs during simulation. These control 
architectures include: joint angle PD-following control 
during flight phase and impedance control during the initial 
phase of contact, impact. The impact phase was defined as 
twice the time duration from contact to peak VGRF. While 
the flight phase following-control uses experimental 
kinematics as reference input trajectories, the impedance 
control uses whole body coordinated joint torques to 
accomplish the kinetic equivalence of simplified spring-
damper systems with piecewise-linear reference trajectories. 

Differences between model-simulated and experimentally-
measured VGRF and Vertical Impulse were used to 
determine the ability of the model to simulate experimental 
results during the flight and impact phase of landings. 
Experimentally measured GRFs (1200 Hz, Kistler, 1200Hz) 
and segment kinematics (ultra-high-speed 11,000 fps, 
Phantom v711) were acquired during land-and-stop tasks 
performed by former gymnast from a 0.445m platform onto 
two force plates using self-selected normal, soft, and hard 
landing techniques [4]. 

RESULTS AND DISCUSSION 

The 4-rigid link model driven with nonlinear multijoint PD 
control produced impact phase VGRF impulses accurate to 
within 3% of their corresponding experimental impulses for 
each condition. The simulated peak VGRFs scaled in 
magnitude across the soft, normal, and hard landing cases 
comparably to those of the experimental peak VGRF, 
matching each condition’s peak within 2%. Experimental 
peak VGRFs varied across the soft, normal, and hard landing 
cases ranging from 4.41-7.61 times body weight (BW), with 
a normal landing peak VGRF of 4.87BW. 

Figure 1: (a) Comparison of experimental (blue) and 
simulated vertical GRFs (red dashed) under hard, normal, and 
soft landings (top to bottom). Minimal differences between 
curves indicate simulated results closely matched 
experimental results throughout the impact phase. (b) Control 
methods used during the flight and landing phases of 
simulation. Note, the effective spring-dampers from using 
multijoint impedance control during impact. 

CONCLUSIONS 
A simple model with multijoint control was developed for 
flight (Joint-following) and impact (Impedance) phases of a 
landing. It was validated by effectively simulating landing 
under normal conditions (< 1.5% differences). Using the 
same validated model with flight and impact phase control, 
the simulations predicted the new experimental GRFs under 
soft and hard landing conditions (< 3% differences) by 
modifying only the control coefficients. Thus, the model 
effectively predicted experimental GRFs in each condition. 
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INTRODUCTION  
Locomotion is a central part of our everyday lives and plays 
a huge role in physical and mental health. Because humans 
are very adept at locomotion as a result of evolution and 
learning, increasing gait efficiency has proven difficult. 
Although several groups have increased human walking 
efficiency using powered exoskeletons, only one unpowered 
device (an ankle exoskeleton) has increased walking 
efficiency [1]. However, no one has yet determined a way to 
increase running efficiency with an ungrounded, unpowered 
device.  

Most of the energy required for running is used to support the 
body against gravity and propel the body forward. However, 
one study suggests that the cost associated with leg swing is 
approximately 20% of the total metabolic cost [2]. This 
finding suggests that a device used to assist leg swing could 
reduce the energetic cost of running, and we wondered if we 
could parametrize a passive device to do so.  

METHODS 
Using OpenSim 3.3 [3], a musculoskeletal model with 23 
degrees-of-freedom and 92 musculotendon actuators was 
scaled to match subject data from Hamner et al. (1.83 m tall, 
65.9 kg) [4]. A linear spring with a dead-zone (our passive 
assistance device) was added to the model as an object in the 
Pathspring class connecting the left and right legs and 
attached to various locations on the ankles, shanks, and knees. 
The optimal muscle activations were then computed using the 
computed muscle control (CMC) tool [5] and experimental 
running data from Hamner et al. (3.96 m/s) [4]. Running 
effort was computed as the sum of the squared muscle 
activations over the gait cycle [6].  

In order to determine the device parameters, experimental 
joint torques were divided by the moment arm between each 
joint and the device’s line of action. These normalized torques 
were plotted against the length of the linear spring to 
determine an ideal resting length and linear stiffness such that 
the device provided assistive torques with a magnitude equal 
to or smaller than experimental joint torques. 

RESULTS AND DISCUSSION 
Most of the various device attachment points reduced running 
effort, but because the most significant decreases were seen 
when the device was attached to the ankles, subsequent 
calculations were performed with this geometry path. Using 
the plots of normalized torque versus length of the linear 
spring, a resting length of 0.5 m was selected because it was 
the minimum length such that the band never resisted 
experimental joint torques. Additionally, a linear stiffness of 
60 N/m ensured that the torque provided was less than the 
magnitude necessary for running.  

Simulations performed with the chosen inputs for the 
parametrized spring attached at the ankle showed a total 
decrease in effort of 7.37%, with a 9.65% decrease for the 
right leg and a 4.96% decrease for the left leg over one gait  

Figure 1: Sum of the muscle activations squared with and 
without the assistive device over one gait cycle. 

cycle (see Figure 1). This difference between the two legs is 
likely due to asymmetric step lengths, which resulted in more 
assistive forces applied to the right leg in swing phase.  

This analysis assumes that our device does not change 
running kinematics and ground reaction forces. Because the 
selected parameters resulted in applied forces under 30 N, 
kinematic changes would likely be small and may even 
improve efficiency as the user learns how to best use the 
device.  

CONCLUSIONS 
Our simulations suggest that it is possible to create an 
assistive device to reduce running effort in the form of an 
elastic band attached between the two ankles, a simple and 
lightweight solution compared to other exoskeletons. 
Assuming a simple model of a linear spring with a dead-zone, 
an ideal resting length and linear stiffness of 0.5 m and 60 
N/m, respectively, were calculated so the device would only 
assist the experimental knee and hip joint torques. 
Simulations with this implemented device reduced running 
effort by more than 7%. 
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INTRODUCTION 
Walking is a challenging motor task requiring sophisticated 
coordination of a large number of body segments and joints. 
Over the past decades, a huge amount of gait measurement 
studies have been conducted using three-dimensional (3D) 
motion analysis technique. However, the results have been 
descriptive in nature, which tells us what happens but not 
why it happens. Predictive gait simulation, which is capable 
of predicting human walking kinematics and kinetics, has 
great potential to improve our understanding of the 
fundamental mechanism underlying human walking. In this 
paper, a 3D whole-body predictive human model has been 
constructed to simulate normal human walking on level 
ground. Combined inverse dynamics and optimisation 
method was used. The performance of different 
optimisation criteria were investigated. 

METHODS 
A 3D whole-body human model was constructed with 13 
body segments (head, torso, pelvis, upper arms, forearms, 
thighs, shanks and feet) and 30 degree of freedoms (DoFs) 
(see Figure 1). The interaction between the foot and the 
ground surface was modelled as a rigid frictionless rollover, 
where the three translational DoFs of the ankle joint centre 
were determined by the foot rollover angle [1]. Quaternion 
“Q” was used to represent the 3D rotation of each joint, of 
which the time trace was defined using a fifth-order Fourier 
series. Then the 3D kinetics of the whole-body system was 
evaluated using a 3D inverse dynamics approach. In this 
study, the human walking behaviour was formulated as an 
optimal control problem by minimising certain criteria “F” 
whilst subjected to multiple constraints “C” as follows: 

Find: Q 
To: minimise F(Q)  
Subjected to: Ci ≤ 0, (i = 1, …, m) 

Two major criteria were investigated, where the first one is 
to minimise the dynamic effort, which is defined as the time 
integral of the absolute value of all joint torques and the 
second one is to maximise the stability, which is defined as 
the time integral of the angular momentum about the body’s 
centre of mass [2]. The weighted sum of the two objective 
functions F1 and F2 (weighted by 1 and 2 respectively) 
was used as the objective function. The kinematic and 
kinetic constraints include joint motion range, segment 
motion range, swing leg condition, stance leg condition, 
double support condition, ground reaction force and 
moment condition and also task constraints etc.  

RESULTS AND DISCUSSION 
3D whole-body gait measurement for a healthy male subject 
(age: 25; weight: 68.8kg; height: 177cm) was conducted to 
support and validate the modelling. The summation of the 
time interval of the difference between the predicted and 

measured quaternion trajectory of the whole body joint was 
calculated for different weighting sets 1 and 2. The 
minimal error was found at the weighting combination (0.65, 
0.35), while the largest error was obtained at the weighting 
combination (0, 1). However, the error of other weighting 
sets from (0.2, 0.8) to (1, 0) have no significant difference 
as long as the dynamic effort is included in the objective 
function, which means the dynamic effort plays an 
important role in regulating dynamic walking motion. On 
the other hand, it indicates that keeping the net moment 
about the body’s centre of mass (CoM) around zero may not 
be critical. Additionally, at the best weighting set, the 
predicted ground reaction forces were in good agreement 
with the measured force plate data. 

Figure 1. A representative normal walking motion 
generated by the 3D whole-body predictive gait model 

CONCLUSION 
In this study, we have used a combined inverse dynamics 
and optimisation method to predict 3D whole-body human 
walking based only on three simple gait descriptors. The 
errors between the simulation results and measurement data 
at different weighting sets 1 and 2 for the two 
performance criteria (dynamic effort and stability) were 
assessed. The minimal error was found at weighting 
combination (0.65, 0.35) implying that minimising dynamic 
effort may be a critical control principle during human 
walking motion. 
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INTRODUCTION  
A critical tool for gait analysis research is the ground installed 
force platform; however, there has been a demand for force 
platforms to be installed within treadmills because this allows 
ground reaction forces collected across multiple strides [1]. 
The main problem with the instrumented treadmill is the 
dynamic behavior (natural frequencies) inherent to its 
structure which induces mechanical vibrations that may affect 
the reading accuracy of the strain gauge (force sensors). 
Depend on its mass and stiffness, the treadmill structure may 
generate vibrations and create small oscillations of the centre 
of mass of the treadmill, that in-turn can induce noise on the 
force measurements [2]. The natural frequencies of the 
treadmill may also amplify the force reading at these 
frequencies. 

Although the noise may disappear when averaging or 
integrating forces over several steps, it can affect gait 
analyses based on step-by-step measurement of force. 
Clinical gait analyses are often interested in derived features 
of the force signals during initial period of foot-to-ground 
impacts (e.g. loading rate and impact peak), which rely on 
accurate representation of a high frequency waveform [3].  

The impact peak is a specific gait parameter that happens at 
an event within the first 50 ms of the stance phase while 
running. Forces are commonly recorded at a sample 
frequency of 1000 Hz; maximum frequency measurable is 
500 Hz (Nyquist frequency). This allows investigation of 
events happening with an as small as 2 ms period without 
potential aliasing error. However, if the force signal is over 
amplified at the same frequencies at which the impact peak 
occurs, a magnifying error is introduced, corrupting the 
results. Aim of this study was to perform an easy test to 
identify the source of error and quantify its magnitude.  

METHODS 
A calibrated impact (modal) hammer (THOREX 708, 218A) 
has been used to produce multiple impacts on the force 
platforms (FPx2) embedded into the treadmill (DBCEEWI, 
AMTI, USA). A set of 20 impacts were generated at five 
locations of each platform.  

The experiment was also performed on over-ground 
embedded force platforms for comparison. The force signal 
from the hammer, and from the force platforms, were 
collected using Nexus (Oxford Metrics Ltd, Oxford, UK) at a 
sample frequency of 2000 Hz. The impact hammer has been 
calibrated using a known mass and accelerometer [4].  

The FRF (Frequency Response Function) between the 
hammer and force platform signals, was examined. This 
function describes the relationship between both force signals 
in the frequency domain [5]. The FRF was also used to 
normalize and average the impulse response over the 20 
impacts. 

RESULTS AND DISCUSSION 
The treadmill/hammer FRF presents three peaks between 
20 Hz and 120 Hz, whereas the over-ground/hammer FRF 
shows a relatively flat response (Figure 1). 

Figure 1: Frequency Response Function of the 
treadmill/hammer (TR, solid red) and of the over-
ground/hammer (OG, dotted blue). 

Figure 1 suggests that the force reading from the over-ground 
is consistent throughout the analyzed frequencies, whilst the 
signal from the treadmill is biased. Any real force applied on 
the treadmill above 10 Hz, will result in a recorded force that 
significantly over- or under-estimates the true force signal. 
For instance, at 30 Hz the ratio is 1.60, therefore the force at 
30 Hz is 37% greater than what it is in reality (i.e. the force 
induced by the hammer). At 32 Hz there is a 10% increase 
with respect to 30 Hz. Thus, between 32 ms and 33 ms of the 
loading phase, the measured signal will show a 10% increase 
in the first peak force that does not exist in reality. At 40 Hz 
(0.68) the recording on the treadmill will underestimate the 
force by 47%. 

Moreover, the natural frequency of the treadmill is around 
32 Hz, which is a significant drop compared to the 59 Hz 
natural frequency reported by the manufacturer [6]. This 
further emphasizes the need to test the FPs in the specific 
environment and condition in which the treadmill is used. 

CONCLUSIONS 
To conclude, test of the treadmill force recording performed 
in the time domain, may hide systematic measurement errors. 
Analysis of the frequency domain may reveal unexpected, 
unwanted, yet crucial, characteristics of the force signal. Such 
an investigation should always be performed as a quality data 
assurance. 
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INTRODUCTION 
Subject-specific neuromusculoskeletal (NMS) models can 
accurately estimate measured in vivo articular contact 
forces [1, 2]. These subject-specific NMS models use 
medical imaging (e.g. magnetic resonance imaging (MRI) 
or computed tomography) to capture anatomical 
characteristics (e.g. bone geometry) and muscle features 
(e.g. origins/insertions, lengths, volumes, and lines of 
action). Standard methods to acquire muscle features from 
MRI involve manual segmentation of individual muscles, 
which is a laborious and time consuming process. 

A novel semi-automated muscle segmentation tool, being 
developed for the Mimics image processing software 
(Materialise NV, Leuven, Belgium), may overcome the 
time demands of manual segmentation. The aim of this 
study is to assess the accuracy of this novel segmentation 
tool by comparing the semi-automated volumes to 
manually segmented volumes for 12 lower limb muscles. 

METHODS 
Twenty participants from a larger dataset of anterior 
cruciate ligament reconstruction patients [3] underwent 
full lower-limb MRI. While participants were in a supine 
position, a 3T scanner (Philips Medical Systems, 
Australia) acquired axial T1-weighted three-dimensional 
fast field echo sequences (slice thickness = 2.4 mm; voxel 
size = 1.2×1.3×1.2 mm3). The images provided excellent 
visibility of the outer margin of the muscles. 

The biceps femoris long head (BFLH), biceps femoris 
short head (BFSH), gracilis (GRAC), rectus femoris (RF), 
sartorius (SART), semimembranosus (SM), 
semitendinosus (ST), vastus intermedius (VI), vastus 
lateralis (VL), vastus medialis (VM), lateral gastrocnemius 
(LG) and medial gastrocnemius (MG) of the unaffected 
healthy leg were manually segmented by a single 
experimenter (JMK) using Mimics. Each manual muscle 
segmentation was added to seed an Atlas database. This 
database is used by semi-automated tool when generating 
muscle volumes. In the semi-automated workflow, the first 
step is to create image masks of all relevant muscles with a 
well-defined outer boundary for each participant. This was 
done by thresholding the MRIs to isolate the entire muscle 
bulk. Subsequently, based on the inertia properties of the 
image mask, the most similar Atlases (n=x) within a pre-
defined overlap threshold (80%) are selected. Based on 
techniques from Redert et al. [4], the semi-automated 
segmentation tool then performs a non-rigid 
transformation and scaling of atlases to the input mask, 
transforming the individual muscles along. Voxels in the 
input mask are then assigned to a transformed muscle or 
not, based on a voting mechanism between the best 
matching atlases. Finally, the tool uses a smart expand, as 
the muscle overlap areas are small.  
We first compared, using mean percentage difference, the 
within-subject manual segmented muscle volumes to semi-

automated segmented volumes generated from the 
participant’s own Atlas. Second, we used the Atlases from 
the other participants to generate muscle volumes for each 
participant, and compared these to manual segmentation 
volumes and expressed the result as mean percentage 
difference. 

RESULTS AND DISCUSSION 
Currently, four participants had been completed. Semi-
automated muscle volumes generated by each individual’s 
own Atlas resulted in a mean difference of 6.28% from 
manual segmentation volumes (Table 1). When the Atlases 
for the other participants were used to segment the 
remaining participant, mean differences nearly doubled 
(11.55%). This increase in mean differences may be due to 
the limited Atlas database size. 

Table 1: Mean percentage differences in muscle volumes 
between semi-automated and manual segmentation. 

Muscles 
% ∆ using own Atlas

(SD) 
% ∆ using alternate 

Atlases* 
BFLH 6.13 (4.34) 13.24 (14.64) 
BFSH 9.99 (6.59) 11.94 (6.67) 
GRAC 7.53 (7.47) 14.40 (3.67) 

RF 8.42 (9.79) 22.65 (3.10) 
SART 6.30 (4.46) 5.24 (5.04) 

SM 7.62 (5.94) 6.34 (4.06) 
ST 10.46 (6.18) 14.49 (1.15) 
VI 1.55 (1.88) 12.21 (2.22) 
VL 4.82 (3.017) 8.39 (8.89) 
VM 6.15 (3.21) 9.18 (7.01) 
LG 2.67 (0.90) 17.52 (0.53) 
MG 3.84 (4.07) 2.99 (3.09) 

Mean 6.28 (2.74) 11.55 (5.52) 
* Two participants who did not reach the 80% overlap
threshold were excluded from this comparison 

CONCLUSIONS 
Semi-automated muscle segmentation has the potential to 
rapidly accelerate the creation of subject-specific NMS 
models. However, the preliminary muscle volumes 
generated through semi-automated segmentation were 
substantially different from manual segmented volumes. 
Accuracy will likely improve as the Atlas database grows. 
The aim of the current work is to perform the comparison 
on a larger dataset (i.e. n=20), apply the tool to new tissues 
(i.e. bone), and extend our study to a pediatric population. 
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INTRODUCTION  
Optical motion capture (OMC) systems are extensively used 
and validated to acquire and analyze both healthy and 
pathological gait patterns, however they are limited to 
laboratory environments and do not allow for analysis in the 
subjects’ daily living environment. Inertial motion capture 
(IMC) systems are an alternative to OMC systems without 
the restriction of a laboratory environment. However, the 
accuracy of the estimated subject kinematics using IMC is 
typically degraded by magnetic distortions present in the 
environment. Recently, new methods for IMC systems have 
been developed that do not suffer from this drawback and 
reliably estimate subject kinematics irrespective of the 
magnetic environment. The purpose of this study was to 
compare the performance of two IMC based methods for 
gait analysis against the OMC system. 

METHODS 
Five trials of ground level walking at self-selected speed 
were collected from 8 healthy young participants (2 females 
and 6 males; age=31.0±8.8 years; BMI=23.8±1.9kg/m2) 
with no history of lower limb injuries. Kinematic data were 
collected using an 8-camera optical motion capture (OMC) 
system (Qualisys) and an inertial motion capture (IMC) 
system (17 sensors, MVN Link, Xsens) with both systems 
sampling at 240Hz. Force data from 3 force plates (AMTI) 
were also collected at 2400Hz and used to identify complete 
gait cycles of each leg.  

Hip, knee and ankle angles (flexion-extension [FE], 
adduction-abduction [AA] and internal-external [IE] 
rotation) from IMC were calculated using two methods; (A) 
the commercially available MVN Studio (Xsens) v. 4.3.1, 
that estimates the relative orientation between segments 
based on the assumption that a homogeneous magnetic-field 
is measured by all 17 sensors [1] and (B) estimation of the 
relative orientation between segments that does not rely on 
this assumption [2]. As a reference, joint angles were 
calculated from the OMC data though inverse kinematics 
performed in AnyBody Modeling software using a lower 
limb stick model [3] with the hip, knee and ankle joints 
modeled as spherical joints and segments’ axis system 
matching the MVN body model.  

Angles calculated using the two IMC methods were 
compared with the angles obtained from the OMC data in 

terms of Pearson’s correlations coefficient (r) and root-
mean-square-errors (RMSE). Differences in r and RMSE 
medians between methods A and B were assessed with 
Wilcoxon signed-rank test. Alpha was set to p<0.05. 

RESULTS AND DISCUSSION 
Both methods A and B showed good performance in 
reproducing the FE angles of hip, knee and ankle with high 
correlations obtained between IMC and OMC and RMSE 
lower than 7.38⁰ in both methods (Table 1). Significantly 
higher correlations between OMC and IMC using method B 
were obtained in the hip and ankle joints for both FE and IE 
rotation angles compared with method A (Table 1). Method 
B presented significant lower RMSE relative to OMC 
compared with method A in adduction-abduction angle in 
all joints (hip, knee and ankle) and in the IE rotation for 
knee and ankle joints. An overall improvement in estimation 
of AA and IE rotations was found with method B. 

Differences between systems, in particular the low 
correlations in IE and AA knee angles might be explained 
by the small values of these angles that are highly affected 
by soft tissue artifacts and likely not accurately measured by 
any of the systems. Also, the assumption of defined joint 
angles during the static calibration in the IMC system and 
differences in AnyBody and MVN model definitions are 
known limitations that need to be further investigated. 

CONCLUSIONS 
In this study we compared two different IMC based methods 
to extract joint angles against an optical reference. Both 
methods show that the joint angles can be estimated with 
good correlation and RMSE, especially for the 
flexion/extension angles. Method B outperformed method A 
on most variables analyzed and showed more consistent 
performance.  
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Table 1: Data correlations coefficients (r) and root-mean-square-errors (RMSE) between OMC and IMC for method A) 
assumption of a homogenous magnetic field (HMF) and B) not assuming a HMF. Significant higher values (*=p<0.05). 

Correlations, r (median) RMSE (median/degrees) 
Joint Hip Knee Ankle Hip Knee Ankle

Method A B A B A B A B A B A B 
Flexion-Extension 1.00 1.00* 1.00 1.00 0.96 0.98* 4.93 5.20 7.38 5.90 5.00 4.74 

Adduction-Abduction 0.89 0.92 0.71 0.50 0.80 0.88 4.41* 3.28 5.94* 2.36 6.30* 4.24 
Internal-External Rotation 0.46 0.59* 0.47 0.44 0.71 0.88* 7.38 5.90 11.17* 4.34 11.94* 6.22 
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INTRODUCTION  
Quantitative and objective assessment of low back pain 
(LBP) functional motion is key to guide targeted treatment 
options. Dynamic assessment of the spine will provide 
information overlooked by static radiographs and contribute 
to our understanding of the mechanical factors that may be 
related to the development and persistence of LBP of which 
the aetiology is still not fully understood [1].   

Spine movement analysis techniques have evolved mainly 
around the use of 3D motion tracking systems and 
electromagnetic tracking devices. These systems provide 
complex description of body segments but are not suitable for 
every day clinical and home settings. The use of wearable 
technologies has gained popularity in movement analysis 
studies due to their versatility, portability and the possibility 
for long-term monitoring [2]. In the context of LBP and in the 
interest of being able to capture spine movement in real life 
settings, this review aims to understand the state of the art of 
current use of wearable technologies for the assessment of 
spine movement. 

METHODS 
An electronic search was performed up until August 2016 in 
PubMed, Embase, ACM, Scopus and IEEEXplore. The 
search strategy combined terms under the following general 
categories: sensors, wearable, outcome, spine (Table 1). 
Reference lists of relevant studies were cross-referenced and 
hand searches were also performed. The articles retrieved 
were included in the review if they assessed the spine using 
wearable, portable technology in an adult population 
performing dynamic movements. For the articles to be 
reviewed the technology described should have been suitable 
for long-term monitoring and used to monitor spine 
kinematics, kinetics and posture parameters. Two reviewers 
independently identified relevant papers. Customised data 
extraction and quality appraisal form were developed based 
on forms previously used in similar studies, to extrapolate key 
details and identify risk of biases of each study. 

Table 1: Specific search terms used in the review. 
General Specific search terms 

Sensors sensor OR sensors OR sensing OR inertia OR inertial OR 
accelerometer OR gyroscope OR goniometer OR goniometry OR 
electrogoniometer OR “smart textile” OR “body sensor network” 

      AND 
Wearable wearable OR portable OR movable OR worn OR ambulatory OR 

“non-invasive” OR “body-mounted” 
      AND 

Outcome kinetic OR kinetics OR kinematic* OR motion OR motions OR 
movement OR assessment OR “joint angle” 

      AND 
Spine spine OR spinal OR back OR cervical OR thoracic OR lumbar OR 

vertebra* 

RESULTS AND DISCUSSION 
The search identified 1837 potentially relevant articles with 
15 articles identified from references of related articles and 
hand searches.1610 articles remained for consideration after 
removing duplicates. Twenty-two articles satisfied the 

inclusion criteria and were included in the review. Twelve 
papers were deemed of medium quality (score 33.4-66.7%), 
and 10 of high quality (score> 66.8%). Comparison with a 
gold standard system was described in 17 articles.  Nineteen 
papers aimed to validate portable tools for spinal movement 
assessment. The sample size of the papers reviewed was small 
with only 4 articles having a population greater than 25. The 
majority focused on healthy young adults. Range of motion 
was the commonest tasks assessed (13/22); 6 articles reported 
data collection outside of a laboratory environment. 

Some of the papers described newly developed systems 
whereas others validated the application of off-the shelf 
technologies (16/22). The type of sensors used varied from 
electrogoniometers, strain gauges based sensors, textile 
piezoresistive sensor and uniaxial to triaxial accelerometers, 
the latter often used in conjunction with gyroscopes and 
magnetometers. The number of sensor units used differed 
across the papers, with on average two sensor units positioned 
on the back of the participants. T12, L1 and L5 spinous 
processes were the preferred spinal landmarks. Data were 
collected at a sampling frequency ranging 3Hz to 100Hz and 
stored for subsequent processing in the majority of studies, 
only one study used real time feedback. The systems 
described results in quite cumbersome devices with cables 
often connecting the sensors. Moreover sensors were 
positioned on the spine with the use of external fixations 
method and rarely embedded into clothing (2/22) affecting 
their wearability and simple everyday use. Outcomes were 
more commonly reported in the sagittal plane of movement 
and relatively to the spine lumbar segment. Outcomes 
included: 3D angles, range of motion, spine curvature sagittal 
angles, angular velocity, joint moments, and joint forces. 
Comparisons among studies in terms of reliability and 
accuracy of systems used are difficult as different measures 
were used to report them, they were calculated on different 
outcomes and during different test circumstances. However, 
all studies showed good agreement between the outcomes 
from wearable tools and the gold standard when used. 

CONCLUSIONS 
This review demonstrates the applicability of wearable 
technology for spine movement analysis. However, 
improvements should be made to enhance ease of use of the 
systems described to facilitate in field measurement. 
Moreover studies are needed to further demonstrate 
applications to clinical populations, such LBP patients.  
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INTRODUCTION  
The ability of an individual to sense limb position and 
movement accurately is essential to the development of 
motor learning as well as the continuous internal 
programing of complex movements [1]. Therefore, the 
ability to assess joint position sense (JPS) with a quantitative 
measurement gives clinicians valuable information as to the 
status of their patients. Currently, most clinical assessments 
of proprioception are either qualitative or require the use of 
equipment that is not readily available [2].  

Therefore, the specific aim of this research study is to test 
the validity and reliability of the iPod touch in measuring 
absolute error in knee joint position sense compared to a 
gold standard (i.e. camera based kinematics). We 
hypothesize that the iPod touch will produce an excellent 
reproducibility in measuring absolute joint position sense 
error with regards to both reliability and validity. 

METHODS 
Forty-one subjects (21 males, 20 females) participated in the 
study; aged 22±3.42yrs, with an average height of 
172.22±8.61cm, and an average mass of 70.53±13.02kg. All 
subjects were recruited from the campus of Western 
Washington University.  

An Apple iPod Touch with a preloaded customized software 
was utilized to measure joint position sense. For the gold 
standard measurement, Qualisys ProReflex high speed 
cameras motion capture system was used to measure joint 
angles.  

All data collection took place at Western Washington 
University over the course of a two-day protocol. Day one 
testing consisted of a standardized warm-up followed by the 
application of the iPod Touch, via a neoprene sleeve, and 
retroreflective markers. Specifically, the retroreflective 
markers were placed on the subject’s right lower extremity 
bony landmark (i.e. greater trochanter, lateral epicondyle of 
the femur, and lateral malleolus). After being outfitted, the 
subject then sat on the edge of a table with shank hanging 90 
degrees from horizontal and including 2cm of space 
between the table and the popliteal fossa. Once testing 
began, the iPod provided all audio feedback to take the 
subject through their position-reposition task. The task 
consisted of three trials to both 30 degrees and 60 degrees of 
knee extension (six trials total) which were randomized by 
the application. Accuracy of the iPod was measured by 
analyzing the difference in absolute error between the iPod 
touch and the Qualisys motion capture system. Day two of 
the testing consisted of the same protocol however, only the 
iPod was utilized to measure JPS. Day two was used to 
assess the inter-day reliability of the iPod to measure JPS. 
Throughout all testing, subjects were asked to wear tight 
clothes as well as keep their eyes closed in order to 
eliminate external cues. 

RESULTS AND DISCUSSION 
After examining the root mean square of the absolute error 
between the iPod and the Qualisys motion capture system, it  
was determined that at 30 degrees of knee extension, the 
iPod is accurate to 0.49 degrees (Figure 1). At 60 degrees of 
knee extension, the iPod is accurate to 0.50 degrees. When 
analyzing the Bland-Altman plots it was apparent that the 
iPod data slightly overshoots that of the Qualisys data. 
Specifically, within the 30-degree condition, the mean 
difference/bias was +0.24 degrees. With regards to the 60 
degree condition the mean difference/bias was +0.21 
degrees. 

The inter-day reliability was measured using an inter-class 
correlation (ICC). The ICC was 0.62 for the 30-degree 
position, indicating a good relationship for reliability. The 
60-degree position exhibited an ICC of 0.77 indicating an 
excellent relationship for reliability.   

Figure 1. Knee JPS Bland-Altman plot at 30° of knee 
extension. The solid line represents the mean difference or 
bias (0.244°) between the Qualisys and iPod and the dashed 
lines represent the 95% limits of agreement (Upper Limit = -
1.09º, Lower Limit -0.61º) 

CONCLUSIONS 
Based on the results, when comparing the Apple iPod to a 
gold standard in measuring knee JPS, the iPod is accurate by 
up to 0.49 degrees at 30 degrees of knee extension and 0.50 
degrees at 60 degrees of knee extension. At smaller joint 
angles the iPod touch will have a slightly higher accuracy in 
measuring joint position sense error. With regards to 
reliability, both elevation angles presented good reliability, 
however at greater degrees of knee extension, the iPod 
software may be more reliable. 
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INTRODUCTION  
The tissue underlying skin mounted accelerometers 
introduces errors to the data they collect [1]. As a 
consequence various data correction attempts have been 
made to minimise the effect of local tissue-accelerometer 
vibration [1,2]. However, accelerometers are not always 
mounted directly onto the skin. It is often impractical to do 
so for studies that measure activities during day-to-day 
living where strap mounting may be a more common 
attachment method. Therefore an understanding of the 
response of strap mounted accelerometers is also necessary. 

As the straps surround irregular shaped body segments strap 
mounted accelerometers may suffer from poor coupling 
when compared to skin mounted accelerometers, as well as 
additional vibration of the strap and pre-loading effects of 
tissue due to strap tension. This can be especially prevalent 
for straps around the waist, mounting accelerometers to 
measure motion at the spine. The aim of this study was to 
investigate whether the damped frequency (fd) and the 
logarithmic decrement (γ) of the local system 
(accelerometer, strap and local tissue) can be estimated so 
that the Smeathers’ method of data correction [2] can be 
applied to strap mounted accelerometers at the lumbar spine. 

METHODS 
Six participants were fitted with tri-axial strap mounted 
accelerometers (GENEActiv, Action; 100 Hz) at the 4th 
lumbar vertebrae (L4). A variation on the nudge test [2] was 
performed whereby the strap was pulled down by 
approximately 2 cm and then released to provide an initial 
high acceleration disturbance whilst the participant was in a 
standing position. Three trials were completed and vertical 
acceleration data was imported into Excel to examine the 
accelerometer response.  

From the decaying sinusoidal wave the fd and γ were 
calculated. The period between the first two successive 
negative peaks (A1 and A2) and their amplitudes from the 
steady state position (-1g) was determined. The fd was 
obtained from the reciprocal of the period and the γ 
calculated from the following equation [2]: 

γ  = loge (A1/A2) 

From the fd and γ the natural frequency and damping ratio 
of the local system was obtained using the equations 
previously reported by Smeathers [2]. 

RESULTS AND DISCUSSION 
Following strap release the initial high acceleration response 
from the accelerometer showed a complex waveform which 
may represent multiple modes of vibration. Thereafter the 
response at lower acceleration levels showed the classic 

decaying oscillation of a simple mass, spring, damper 
system. The fd and γ were therefore obtained from the latter 
section of the accelerometer data (Figure 1). 

 

 

Figure 1: Typical accelerometer output showing the initial 
response to a high acceleration disturbance, the decaying 
oscillations and points of measurement. 

The natural frequency ranged from 10.7 to 22.8 Hz, which 
was within previously reported ranges [2]. The damping 
ratio (0.18 to 0.30) at L4 was lower than reported previously 
(0.45) [2]. This is potentially due to the greater mass of the 
accelerometer (20g v 2.5g) and greater tissue mass due to 
strap mounting in the current study, as similar ranges (0.20 
to 0.38) were reported for an accelerometer and mounting 
system of mass 25.4g attached to the skin at the 3rd lumbar 
vertebrae [1]. From the obtained natural frequency and the 
damping ratio an amplitude correction as function of 
frequency for the path from the spine to the accelerometer 
can be estimated from Smeathers’ transmissibility equation 
derived from a linear spring, mass, damper model [2]. 

CONCLUSIONS 
At lower levels of acceleration it is possible to measure the 
fd and γ for a strap mounted accelerometer system. These 
parameters can be used to estimate an amplitude correction 
as a function of frequency for each individual. Further work 
is needed to validate this transmissibility correction when 
appropriately applied to strap mounted accelerometer data of 
varying magnitudes and frequencies.    
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INTRODUCTION  
About 40% of knee joint injuries cases are related to 

ligament damage single and double bundle reconstruction 
techniques are the most common methods of treatment[1]. 
However, there are controversies on which is more effective 
in restoring the load capabilities of cruciate ligaments. The 
difference of the two treatment methods depends on 
consideration of load capabilities of bundles within the 
cruciate ligaments[2]. The focus of this study will to compare 
the load contribution of the anteromedial (AM) and 
posterolateral (PL) bundles of the ACL and posteromedial 
(PM) and anterolateral (AL) bundles of the PCL. Two 
different approaches will be used to measure the loads of the 
ligament bundles, load estimation through computational 
modelling and a selective desmotomy study using knee joint 
specimens. In both cases, loads induced during anterior-
posterior (AP) translation motion on the femur and tibia. 

METHODS 
・Computational Model: A knee joint numerical analysis 
model OpenSim (v3.2, The National Center for Simulation in 
Rehabilitation Research) was used to create a 
musculoskeletal knee simulator. First, an analytical model 
composed of femur, tibia, ligament bundle (ACL (double 
bundle: AMB, PLB), PCL (double bundle: ALB, PMB), 
MCL, LCL) was prepared (Figure 1). In addition, the relation 
between the strain ε and the force f of the ligament bundle 
were calculated as follows: 

 (1) 

? ?ൌ ሺ݈ െ ݈ሻ/݈    (2) 

Here, k is the ligament stiffness, εl is the spring constant at 
0.03, and l0 is the ligament length under no load. 

・Desmotomy Model: A knee joint biomechanical testing 
platform was designed and developed (Figure. 1) for this 
study. The platform consisted of a 6 axis force/torque 
sensor(DynPick, Wacoh-Tech) attached to a single axis 
material testing machine (EZ graph, Shimadzu) and a 
bespoke DoF passive fixture. 12 porcine stifle joints were 
used as desmotomy knee joint models. The femur bone was 
placed on the force sensor side, and the tibia was placed on 
the side of the testing machine base side.  
The ligament bundles were cut in the order of the MCL, 

LCL, AMB, PLB, PMB, ALB. Before and after each cut, a 6 
mm displacement in the anterior and posterior (AP) direction 
was applied to model and loads measured. In this work, the 
decrease in load was after the cut was assumed as the load of 
the cut bundle. The model placed in the platform at 30, 60, 90 
and 120 deg of knee joint flexion and measurements were 
taken three times at each angle. 

Figure 1: Computational knee joint model and knee joint 
biomechanical testing platform. 

RESULTS AND DISCUSSION 
Table 1 shows the load contribution of each ligament bundle 

obtained from the computational model and desmotomy. The 
load contribution rate (%) of each ligament bundle in the AP 
direction at each knee flexion degree is shown. The upper row 
is obtained from the desmotomy and the lower row is the 
result estimated by computational model. Desmotomy results 
shown here are the mean and standard deviation of 3 trials. 

CONCLUSION 
It was found that each ligament bundle has different 

supporting force contribution ratio in the AP direction. AMB, 
PMB and ALB, the tendency of was consistent between the 
two approaches. However PLB, showed large differences. 
Thus it maybe necessary to consider the attachment position 
and length of the ligament bundles. 
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INTRODUCTION  
Frequency analysis of ground reaction forces (GRF) during 
walking gait has been employed to assess aging [1] and 
injury [2] mostly involving the use of Fast Fourier 
Transformation (FFT). Given that impact during gait 
involves a relatively short time (~50 ms) [3], FFT methods 
are limited because, for a sampling rate of 1kHz, the 
available sampling to transform in frequency units would be 
50 data points. This leads to a poor resolution in the 
frequency domain, with a need for employing time-
frequency methods. 

In this issue, a previous study observed that high frequency 
content during impact phase of walking has been associated 
with a reduced cushioning property of materials used for 
insole mounting [4]. However, no study to date compared 
shoes with different components in terms of frequency 
content of GRF. This information is important because it 
will reflect cushioning properties of the shoe [4]. Therefore, 
the aim of this study was to compare the proportion of high 
frequency content and impact related measures in shoes with 
different midsole structure during walking. 

METHODS 
Ten healthy male subjects participated in the study. They 
performed ten barefoot walking trials over a wooden 
walkway 11 meters long for familiarization. After 
familiarization, participants performed ten trials of barefoot 
walking at the target speed (5 ±0.25 km/h) followed by, in 
random order, ten walking trials using an Adidas Gel 
Mavericks 3 shoe, a Mizuno Prorunner 17 shoe and a 
custom made shoe with styrene-butadiene rubber (SBR) 
midsole. At the center of the walkway, a pair of force plates 
(FP4060-10, Bertec Corporation, USA) were embedded to 
enable measurements of the ground reaction forces at 1kHz. 
Only trials at which each foot contacted each force plate in 
full and that were within the target walking speed were kept 
for further analysis. 

After determining heel strike (using a 20 N threshold), time 
to the first peak force was defined in order to select a range 
between 10-90% of the first peak for assessing loading rate 
and the percentage of impulse at the vGRF above 30 Hz. For 
this latter variable (%>30Hz), a high pass digital filter 
(Butterworth, zero lag) was employed and resulting impulse 
over time (> 30 Hz) were normalized by the total impulse 
between 10-90% of the first peak force. After logarithm 
transformation of data, loading rate and %>30Hz were 
compared among shoes using Student’s t-tests and Cohen 
effect size, assuming significance when p≤0.05 and d>0.8. 

RESULTS AND DISCUSSION 
Lower loading rates were observed for the Mizuno shoe 
compared to the SBR shoe (p = 0.05 and d = 0.94). In 
addition, %>30Hz was also larger for the SBR shoe 
compared to the Mizuno shoe (p<0.01 and d = 1.12). No 
differences were observed comparing the Adidas shoe to the 
Mizuno shoe or to the SBR shoe (see Figure 1). 

Figure 1: Mean + standard deviation for Loading rate and 
Impulse over 30 Hz for the Adidas, Mizuno and SBR shoes. 
Equal “A” letters indicate significant difference for loading 
rate whilst equal “B” letters indicate significant differences 
for Impulse % over 30 Hz (p≤0.05 and d>0.8). 

These results indicate that the use of EVA for the 
construction of the Mizuno midsole resulted in lower impact 
compared to the Adidas and to the SBR shoe. Higher Shore 
A measures for the SBR shoe midsole hardness (60-70) give 
support to these results. However, it is yet to be determined 
if these results would be sustained during running. 

CONCLUSIONS 
Shoes with a component of EVA in their midsole structure 
have the potential to minimize impact during walking 
compared to Gel and SBR. 
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INTRODUCTION  
Upper body motion during gait may be a marker of incipient 
pathology, intervention response and disease progression in 
Parkinson’s disease (PD) [1]. It is unknown whether 
variables obtained from the upper body provide novel 
information of PD gait or merely a reflect of lower body 
mechanics. The aim of this study was to determine if upper 
body variables: 1) can provide unique information from 
lower body measurements; and 2) are beneficial to classify 
early stage PD gait independently and in combination with 
traditional lower body measurements. 

METHODS 
Seventy participants with early stage PD (69.2 ± 9.9 yr, 
Female: 23, UPDRS III: 36.9 ± 12.3) and 64 age-matched 
controls (71.6 ± 6.8 yr, Female: 29) walked for two minutes 
around a 25m circuit. Sixteen spatiotemporal variables were 
measured using a 7m meter Gaitrite mat located along the 
circuit, and were selected a priori according a five-domain 
(pace, rhythm, variability, asymmetry and postural control) 
validated model of gait [2]. Upper body variables proposed 
in the literature to measure different aspects of gait 
(magnitude, smoothness, harmonicity, attenuation, 
regularity and symmetry) were calculated for anterio-
posterio, mediolateral and vertical directions, using three 
inertial sensors (128 Hz, APDM) located at the head, neck 
and pelvis. This process resulted in 78 upper body variables 
[3]. We addressed aim 1 with Pearson’s product-moment 
correlations calculated between upper and lower body 
variables. To address aim 2, we used a univariate (receiver 
operator characteristic (ROC) curve) analysis to quantify 
how well upper body variables alone could discriminate the 
PD group from the controls. Finally, binary logistic 
regression analysis was performed to determine whether the 
upper body variables provide additional discriminative 
information when combined with lower body variables.  

RESULTS AND DISCUSSION 
Apart from the lower body domains of pace being strongly 
correlated with regularity and mildly correlated with 
symmetry, and rhythm being mildly correlated with 
magnitude and smoothness, upper and lower body gait 
domains did not significantly correlate. Therefore, upper 
body variables provided unique information relative to 
traditional lower body spatiotemporal measurements of gait 
and are not merely a reflection of the lower body mechanics. 

The univariate analysis showed that 44 of the 78 upper body 
variables significantly discriminated PD from control 
participants (p<.05). Variables representative of step 
regularity, as taken from pelvis signals in the ML direction, 
discriminated best (greatest area under the curve = 0.81). 
Therefore, on a univariate basis, although regularity and 
pace were highly correlated, the measurements of the upper 
body outperformed those of the lower body.  

When the 16 spatiotemporal characteristics were entered 
(forward stepwise) into a binary logistic regression, the 
model classified group membership with 74% accuracy. 
Upper body variables resulted in a model with 83% 
accuracy, therefore again showing the upper body variables, 
as collected from three locations of the upper body, better 
classified PD gait relative to the lower body variables. From 
single upper body segments alone, the neck best classified 
group membership (78.4%) relative to the pelvis and the 
head (72.4% and 70.9, respectively). This indicates that 3 
sensors are optimal but if multiple sensors on the upper 
body are not available, a single sensor at the neck may 
provide the most discriminative results. Finally, when 
spatiotemporal characteristics entered the model first and 
upper body variables were added as a second step, the latter 
variables significantly contributed (p<.001) to an increase 
of 16% in the accuracy of the prediction model (from 74% 
to 90%).  

CONCLUSIONS 
Most upper body variables provided additional and unique 
information about PD gait with respect to traditional 
spatiotemporal variables obtained from the lower body. 
Univariate and multivariate analyses showed that this 
additional information was increasingly beneficial in 
discriminating/ classifying movements symptomatic to 
early PD. Due to the upper body measurements providing 
additional classification accuracy to the lower body gait 
model, we recommend that if to be used as a biomarker, 
assessing upper body variables in conjunction to traditional 
variables will create a more holistic characterisation of PD 
gait. 
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INTRODUCTION 
Injuries and deaths often occur in the elderly when falls 
happened. Every year, 2.8 million older people are treated 
in emergency rooms for fall injuries [1]. To prevent 
injuries from fall impact, fall should be detected early 
enough to provide sufficient lead time to trigger fall-
protecting device before impact. The application of inertial 
measurement units (IMU) for fall detector can detect 
simulated fall during activities of daily living (ADLs). 
However, there are only few studies working on fall 
detection which are accurate enough and provide sufficient 
lead time in unexpected fall to prevent injuries [2]. 
Therefore, the aim of this study was to develop a real-time 
fall detection system with sufficient lead time for 
triggering fall-protection device before impact.  

METHODS 
We used a smart phone with IMU (combined with a tri-
axial accelerometer and a tri-axial gyroscope) and 
operating system as a real-time fall-recognizing detector 
which can also generate a signal for protection device. We 
recruited 12 healthy adults (height: 1.69 ± 0.03 m; weight: 
67.33 ± 7.52 kg; age ranged from 21 to 25 years) to 
perform ADLs and unexpected falls during the 
experiments. Subjects were asked to perform an ADL 
experiment, including 10 ADLs (sit, sit to stand, squat, 
squat to stand, lying onto bed, rising up from bed, walk, 
jog, going upstairs and going downstairs) for 10 trials. 
Besides, subjects also performed a walking test on a 
walkway with multiple trials. During the trials, one 
unexpected trip and one unexpected slip was induced by 
our custom-made equipment and environment. The aim of 
those experiments was to recognize the unexpected fall 
during ADLs. 
We analyzed the previous ADL and unexpected fall 
experiment data and set up the fall detection algorithm in 
the Android system. The thresholds of the algorithm were 
set to 4.6 m/s2 which calculated by the mean value plus 
with 3 times standard deviation from minimum 
acceleration in 3 axis superposition accelerations in all fall 
trials and 3.6 rad/s angular velocities in pitch and roll 
directions which was from the previous study [3]. The 
time delay between two thresholds was set to 225 ms to 
ensure trip or slip occur. We recruited 30 young healthy 
subjects (height: 1.69 ± 0.04m; weight: 63.17 ± 7.37kg; 
age ranged from 20 to 28 years) to perform unexpected 
falls and real-time fall recognition tests. Subjects were 
asked to perform the same walking test and smart phone 
alarmed when detecting a fall. The aim of this experiment 
was to improve the real-time fall detection system through 
a smart phone. 

RESULTS AND DISCUSSION 
Figure 1 showed that sensitivity and specificity of 
unexpected fall recognition from ADL were 90.24% and 
94.75%. Lead time of the trip and slip (lying down) was 

156.50 ± 18.34 ms. The minimum was 135 ms. 95% 
confidence interval (CI) was (119.82, 193.18) ms. Lead 
time of slip (sitting) was 94.71 ± 27.96 ms. The minimum 
was 51ms. 95% CI was (38.79, 150.63) ms.  

Figure 1: Recognition rate of fall. First category shows the 
sensitivity in both slips and trips, and others show the 
specificity in each ADL. Three bars in each category 
represent the recognition rate of accelerometer (acc), 
gyroscope (gyro) and combination of accelerometer and 
gyroscope (both). 

Real-time fall recognition test results show 100% 
sensitivity in trips and 91.67% sensitivity in slips. Lead 
time of trips and slips (lying down) was 175.96 ± 53.07 
ms. The minimum was 100 ms. 95% CI was (69.81, 
282.10) ms. Lead times of slip (sitting) was 107.71 ± 
45.51 ms. The minimum was 67ms. 95% CI was (13.68, 
195.74) ms. The real-time recognition was corresponded to 
the experiment of the previous stage on unexpected fall 
and ADL recognition tests. 

CONCLUSIONS 
We developed a fall detection system with enough lead 
time to trigger protector in unexpected fall through a smart 
phone. All of above lead time are smaller than 35 ms that 
sufficient protector triggering on the market. 
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INTRODUCTION  
Previous studies have indicated that at similar inclination 
angles, slope walking has a greater fall risk than stair 
walking [1]. Within the current built environment research, 
although there have been some studies on human 
locomotion in inclined surfaces, there is still a paucity of 
structured research to understand the intersegmental foot 
motion whilst walking on an incline. This understanding is 
very important in terms of not only ergonomics and 
designing structures, but also to contribute to the clinical 
management in musculo-skeletal and neurological 
rehabilitation. The purpose of this paper is to explore the 
relationship between medial-forefoot and rear-foot 
movement during walking on an incline slope. 

METHODS 
Eight male participants with no history of musculoskeletal 
impairments participated in the study. Ethical Approval was 
sought and received from the University Research Ethics 
Committee.  

An eight-camera motion capture system (VICON, Oxford, 
UK) was used to collect rear-foot and medial fore-foot 
kinematic data over five trials for each walking condition; 
level over-ground and 13° incline. We employed a 
previously described multi-segment foot model [2] and the 
marker coordinate data was processed in Visual3D (C-
motion-Inc, MD) using a low-pass Butterworth filter with a 
cut-off frequency of 6Hz. Data was normalized for time to 
100% of the stance phase. 

RESULTS AND DISCUSSION 
Figure 1 – 3 provides an outline of the results. The solid 
black line indicates the movement in three planes during 
level-ground walking and the red line indicates the 
movement during incline walking. In terms of the sagittal 
plane data, dorsiflexion is represented by a negative value. 
In terms of the frontal plane, positive values indicate 
inversion. On transverse plane movement, a positive value 
specifies adduction. The shaded area indicates the standard 
deviation band. Statistical parametric mapping (SPM) 
analyses were applied to kinematic waveform data to 
compare medial-forefoot angles between walking conditions 
[3]. 

There is a significant difference in the intersegmental 
movement between the medial fore-foot to rear-foot in the 
frontal plane (Figure 1D). The figures clearly indicate that 
the SD band is wider for the incline walking condition when 
compared to over-ground walking which could be an 
indication of higher variance between individuals. One 
could argue that individuals use differing movement 
strategies for adapting to various foot – floor interaction.    

Figure 1: Mean forefoot relative kinematic waveforms in the sagittal (A), 
frontal (C), and transverse plane (E) (black - level / red – 13° incline / 
shaded area denotes standard deviation across time) representing walking 
data from 8 participants. SPM t-test outputs for the sagittal (B), frontal (D) 
and transverse plane (F) are presented.

Although we have shown a significant difference in frontal 
plane angles which could be used as a surrogate measure to 
indicate balance or the lack of it, we are yet to establish 
which segment contributes more to the change in this 
relative movement. This needs further structured 
examination. Such knowledge of the intersegmental foot 
movement can also have implications in designing 
prosthetic foot as well as ankle foot orthotics that are best 
suited for walking on an inclined surface. Furthermore, the 
reported information has significant relevance to both sport 
and clinical interventions.  

CONCLUSIONS 
There is a significant difference in the intersegmental range 
of motion in the frontal plane during walking on an inclined 
surface.  
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INTRODUCTION  
Ankle-foot orthoses (AFOs) are prescribed to help children 
with cerebral palsy (CP) improving gait mechanics. 
However, the clinical outcomes from AFO use are not 
always predictable due to variations in design, fitting, and 
patient pathology. Currently, prescription of AFOs relies on 
clinical assessments and 3D gait analysis (3DGA). 
However interpretation of 3DGA data is subjective and it is 
not clear how 3DGA features quantitatively inform the 
prescription of AFOs. Consequently, AFO prescription is 
inconsistent, depending heavily on the expertise and 
knowledge of the orthotist or prescribing clinician and 
requires a process of trial and error. Classifying children’s 
gait pattern based on their 3DGA could help in prescribing 
alike AFOs to children that display similar gait pattern. 
Data-driven modelling approaches to complex data-sets 
have the potential to reveal non-intuitive relationships 
between 3DGA parameters in children with CP [1,2].  

The aim of this study was to investigate whether a data 
driven modelling approach could be used to classify 
patients and predict outcomes of AFOs using 3DGA. 

METHODS 
Computational model: A Self Organizing Map (SOM) was 
used to cluster patient’s gait pattern [3] based on their 
barefoot 3DGA (Figure 1). SOM visualizes high 
dimensional data in 2D representation preserving the 
topological features of the original input. Once we 
identified clusters on the SOM, a k-mean classifying 
algorithm was used to classify patient’s gait pattern based 
on the SOM. Input for the SOM were the gait variable 
scores (GVS) described by Baker et al. [4] from the 9 
kinematics variable (3 pelvic rotation, 3 hip rotation, knee 
and ankle flexion extension and foot progression). GVS are 
described as the RMS difference across time between a 
patient gait cycle and the average gait cycle from people 
with no gait pathology. The output are the coordinate of 
each patient on the SOM and assigned class determined by 
the k-mean. 
Modelling sample: 200 limbs from patients with CP were 
included in the study. They had a diagnosis of spastic 
diplegia or hemiplegia, a GMFCS ranging from I to III and 
had been prescribed either unilateral, bilateral or no AFOs. 

RESULTS AND DISCUSSION 
Heatmaps derived from the SOM (figure 1A) allow to 
explore the relationship between input variables. Hip and 
pelvis flex/ext display similar heatmaps pattern which 
means that they are correlated and therefore can be 
considered redundant for the model. The same happens at 
the foot, ankle flex/ext and foot progression appears to be 
correlated. The k mean model implements the results from 
all input variables to classify each patient into 5 groups 
(Figure 1B). Each new patient seen in the clinic will be 
positioned on the SOM in the group that display the most 
similarity based on its 9 GVS. The next step will be to  

determine the best AFO that will produce the highest 
improvement for patients in each group. 

Figure 1: A) Heatmaps showing the distribution of each 
variable across the SOM. Warmer colors represent higher 
RMSE and colder colors represent lower RMSE. B) 
Classification map, which isolated 5 groups of patients. 

CONCLUSIONS 
Previous classification algorithms are mainly based on 
postural and gait observations which remain highly 
subjective. This data-driven model is an unsupervised data 
visualization technique which has potential to group 
patients that display gait similarities using high-
dimensional data set. Future work should concentrate on 
finding overlapped between 3DGA input and easy-to-obtain 
clinical parameters to remove the need for 3DGA in the 
prescription of AFOs. 
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INTRODUCTION  
Deterioration of mediolateral (ML) balance has been 
associated to an increased risk of falling in older adults’ 
population [1]. Clinically, one of the most used tests for ML 
balance assessment is the lateral reach (LR), a modified 
version of the reach test, which is performed in the sagittal 
plane [2]. During the LR a subject raises the arm (left or 
right) at shoulder level and leans sideward to reach the 
maximum distance possible. Low scores in the LR have 
been associated with reduced mobility and increased risk of 
falling in the elderly. Musculature acting in the frontal plane 
is most likely to be involved during the LR performance. 
However, it is not known which specific muscles may 
explain low LR performance with ageing. The latter is of 
relevance as it may allow better targeting interventions 
aimed at improving ML balance in this population. 
Therefore, the aim of this study is to determine the effects of 
ageing in frontal plane muscle activation during the LR.  

METHODS 
Eight healthy older adults (OA) and eight young adults (YG) 
participated in this study. Each participant performed 3 LR 
trials in each direction (left and right) with at least 30 sec 
rest in between. The best LR performance was selected for 
further analysis. Surface electromyography (EMG) from 4 
bilateral lower limb muscles were collected at 1000Hz 
during the LR using a Delsys Trigno system (Natick, MA, 
USA):  erector spinae (ES), gluteus medius (GM), lateral 
gastrocnemius (LG) and soleus (SO).  Maximum voluntary 
contractions (MVC) were assessed for each muscle. 
Maximum activation during the LR task was calculated and 
normalized to the MVC for each of the muscles. The LR 
distance was calculated using a reflective marker placed at 
the distal end of the middle finger using a 3D Vicon system 
(Oxford, UK) and normalized (LRn) to subject’s height. 
Multiple ANOVAS were performed to determine 
differences in LRn and muscle activation patterns between 
older and young adults Since 8 muscles were analyzed, 
significance level was set at p<.006 (.05/8).  

RESULTS AND DISCUSSION 
The OA exhibited a significantly lower LRn performance 
than the YG (p<.01). Significantly greater ipsilateral GM 
(p<.01) during the LR was found in the OA compared to the 
YG. Although not significant after Bonferroni correction, 
OA also exhibited greater PL activation than the YG.  
The results of the present study are in line with previous 
literature showing lower LR performance in older adults [2, 
3]. OA greater GM activation is a novel finding that may 
indicate greater reliance on more proximal ipsilateral 
musculature to perform the test. Previous studies in ageing 

gait have proposed a distal-proximal deterioration of motor 
function with ageing, which may also explain the present 
findings [4]. However, no significant differences were found 
in distal musculature and, interestingly, OA showed greater 
PL activation. All muscles analyzed showed greater 
activation in OA than YG, except contralateral LG, and 
greater activation in the ipsilateral than the contralateral 
musculature. A possible explanation is that OA compensate 
deterioration of other systems involved in balance control by 
enhancing proprioceptive inputs when muscles are activated 
[. This compensation, however, may not be sufficient to 
achieve same LRn than YG. Since differences in reaching 
strategy may have affected our results further studies will 
explore joint kinetics and kinematics as well as sagittal 
plane musculature that may also affect LR performance. 

Older Adults Young Adults 

mean sd mean sd p 

LRn 12.3 0.8 15.8 0.8 <.01 
Ip

si
la

te
ra

l ES 4.9 0.8 3.3 0.8 .20 

GM 7.8 0.8 3.2 0.8 <.01 

LG 8.3 1.7 7.6 1.7 .79 

PL 5.5 0.9 2.6 0.9 .04 

C
on

tr
al

at
er

al
 

ES 5.5 1.3 5.0 1.3 .81 

GM 9.3 2.0 8.1 2.0 .68 

LG 3.5 1.2 4.1 1.2 .72 

PL 3.4 0.7 2.5 0.7 .39 

Figure 1: Descriptive statistics for older and young adult’s 
lateral reach normalized (LRn) performance and maximum 
muscle activation (MVC normalized) for each ipsilateral and 
contralateral muscle analyzed. Significant between-groups 
differences are highlighted in bold.   

CONCLUSIONS 
Compared to the young, older adults exhibit an increased 
activation of the ipsilateral gluteus medius during the LR yet 
a lower LRn distance.  
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INTRODUCTION  
During pregnancy, there are physical and hormonal 
modifications, including weight gain [1], increased ligament 
laxity [2], alterations in skeletal alignment [3,4], disturbed 
neuromuscular control and muscle strength [5]. These 
mechanical and hormonal changes can lead to pelvic girdle 
pain (PGP) [6]. The prevalence of PGP is by 20% on 
average during pregnancy [7]. PGP are the results of an 
increase in pelvic instability due to the decrease of the force 
closure system during pregnancy [8,9]. Daily activities and 
gait could be affected by this type of pain [10]. Clinically, it 
is important to objectify the biomechanical changes during 
pregnancy in order to justify reeducation and follow-up 
clinic. Thus, it is essential to know if healthy pregnant 
women have a specific gait pattern and if PGP induces 
changes on this pattern. 
Previously, we evaluated temporal and spatial parameter, 
plantar pressure and the evolution of the center of pressure 
during gait in healthy pregnant women. The pattern of gait 
displayed significant modifications during pregnancy as 
compared to nulliparous women.  This suggests that 
pregnant women establish specific and individual strategies, 
with the aim of maintaining stability during gait with a 
lower variability [11-12]. 
The present study analyzed the same gait parameters on 
pregnant women with PGP. The purpose of this study was to 
analyze the effects of pregnancy and PGP on temporal and 
spatial parameters and gait variability at different speeds. 

METHODS 
Fifty-eight healthy pregnant women (H-PW), forty-six 
pregnant women with PGP (PGP-PW) between 22 and 32 
weeks of pregnancy and twenty-three healthy non pregnant 
women (control group – CG) walked at 3 different velocities 
(slow, preferred and fast) on a Gaitrite® walkway with 
built-in pressure sensors. An analysis of variance (ANOVA) 
was performed to determine the effect of gait speed and 
group on parameters.  

RESULTS AND DISCUSSION 
For PGP-PW compared to H-PW (Fig. 1), cycle time was 
decreased by 5% (p=0.040) and stance time by 2% 
(p<0.001). Single support time was increased by 3% 
(p=0.004). A lower variability of gait parameters was 
observed in PGP-PW, indicating a high reproducibility of 
gait. 

For PGP-PW compared to CG, gait velocity and step length 
were reduced (p<0.001). Consequently, cycle time was 
longer. The gait cycle was modified by an increase of stance 
time by 2% (p=0.001) and of double support by 18% 
(p<0.001).  

Figure 1: Comparison of gait cycle timing between PGP-
PW and H-PW. 

CONCLUSIONS 
In conclusion, pregnant women with and without pelvic 
girdle pain had the same gait adaptations during pregnancy. 
No increase of gait instability was found in women with 
PGP. Parameters related to an improvement of stability were 
not changed. However, results suggest a specific strategy for 
PGP related parameter variability. The low variability of 
gait parameters may be a form of strategy by which 
pregnant women take care to reproduce the steady pattern in 
order to avoid pain and increase the stability of gait. 
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INTRODUCTION  
Ageing is associated with a decline in muscle strength and 
impaired sensory mechanisms which contribute to an 
increased risk of falls. Common footwear types have been 
suggested to limit sensory feedback, contribute to foot 
muscle weakness and an increased likelihood of foot 
problems. Conversely, walking barefooted has been 
suggested to promote muscle strengthening and improved 
proprioceptive sensibility through better activation of foot 
and ankle musculature [1, 2]. Barefoot-like footwear has 
been marketed as a method of reaping the benefits of 
barefoot walking whilst still providing a protective surface.  

The aims of this study were to investigate if wearing 
barefoot-like footwear is equivalent to walking barefoot, if 
increased muscle activation is provoked and if there are any 
differences with respect to age and years spent wearing 
conventional footwear.  

METHODS 
Seventy healthy adults (age range 20-87) volunteered for 
this study. All participants walked along a 7m walking lane 
at their self selected speed five times in four different 
footwear conditions (barefoot, barefoot-like shoes, their own 
shoes and control shoes). Kinematics (Vicon MX), kinetics 
(Kistler force platform) and muscle activity (Wave Wireless 
surface EMG) of their tibialis anterior (TA), gastrocnemius 
medialis (GM) and peroneus longus (PL) were recorded 
simultaneously. 

EMG data was rectified and filtered before being time 
normalized to the duration of the gait cycle (right heel-strike 
to right heel-strike) and amplitude normalized to the average 
activity across the gait cycle. The gait cycle was divided into 
swing and stance phases with the stance phase divided into 
initial and mid-stance. For age comparisons, participants 
were grouped into Young (20 - 40 yr), Middle (40-70 yr) 
and Old (> 70 yr) age categories. Multiple mixed design 
repeated measures ANOVA were completed for each 
variable to determine differences between footwear and age.  

RESULTS AND DISCUSSION 
Walking barefoot lead to reduced step and stride length, 
increased ankle plantar flexion at foot-ground contact and 
reduced peak loading ground reaction force (GRF) 
compared to walking in footwear. These observed 
differences in kinematics were reduced when wearing 
barefoot-like footwear.  
There were no differences in muscle activation patterns 
between barefoot and barefoot-like footwear but walking in 
these footwear conditions resulted in an increase in GM 
activation during stance (Figure 1). An increase in PL 
activity was observed in the initial stance phase in the older 
age group compared to the young age group (Figure 1). 

Walking barefooted or in barefoot-like footwear resulted in 
a reduction in PL activation during the mid-stance phase in 
the older age group (Figure 1). 

Figure 1: The average activity across the gait cycle of the 
GM (top) and PL (bottom) normalised to the average 
activity across the gait cycle in each footwear condition for 
the young and old age groups. 

Aside from the PL activation during mid-stance, the 
kinematic and muscle activity differences witnessed when 
walking barefooted or in barefoot-like footwear are 
consistent across age. 

CONCLUSIONS 
Walking in barefoot-like footwear is intermediate between 
barefoot and conventional footwear. Removing supportive 
structures from footwear appears to increase the balance 
modulation role of the triceps surae potentially leading to 
strength increases and improved proprioceptive sensibility. 
Walking barefooted or in barefoot-like footwear appears to 
improve lateral ankle stability in older age during the single 
support phase of gait. This could be due to the increased 
activation of intrinsic foot muscles. 
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INTRODUCTION  
Plantar pressure measurements are commonly used to 
determine abnormal patterns of foot loading. Interpreting the 
pressure profile can be difficult as plantar pressure is a 2D 
representation of a complex 3D structure. Analysis software 
available with many commercial pressure platforms can aid 
in interpretation by subdividing the foot into multiple 
regions of interest, however these methods become 
inaccurate once the foot and/or footprint deviates from 
typical [1, 2].  

Footprint anatomical masking based on the multi-segment 
Oxford Foot Model (OFM) was developed to allow accurate 
regionalization in the presence of footprint alterations. This 
masking method has been effectively applied for the 
investigation of paediatric clubfoot [1, 2] but to date, has 
only been applied to isolated steps.  

The aim of this preliminary study was to implement 
pressure-kinematics integrated methodology to assess its 
feasibility and usefulness for the analysis of the entire gait 
cycle.  

METHODS 
Pilot pressure and multi-segment foot kinematic data were 
collected from two participants, i.e., a typical adult male and 
a child with cerebral palsy (CP). Pressure data were 
collected using a 2.0m pressure platform (Tekscan Walkway 
System, 150Hz) and synchronized with 3D marker 
trajectories captured using a 10-camera motion capture 
system (Vicon Motion Systems, 100Hz). Reflective markers 
were attached to the lower limbs and feet according to the 
OFM. Participants were barefoot and performed six walking 
trials at a self-selected speed along a 10- metre walkway. 
The pressure platform was positioned in the centre of the 
walkway. A dedicated Matlab code was prepared and tested 
to automatically re-align the reference systems as in [1, 2], 
superimpose the markers onto the acquired footprints, 
identify the five regions of interest (ROIs) as in [1], and 
properly process all the extracted parameters associated with 
both the single steps and the whole gait cycle.  

The procedure to optimize the matching between marker 
configuration at midstance and maximum pressure footprint 
was slightly improved with respect to [1, 2] by also 
minimizing marker displacement in the horizontal plane. 

RESULTS AND DISCUSSION 
The method was found reliable and repeatable for both 
participants. Furthermore, parameters from the child with 
CP were in agreement with those reported in [1]. Work is 

still in progress to select the most appropriate parameters for 
the characterization of the whole gait cycle, both in terms of  
pressure-related parameters and segmental kinematics. 
Preliminary observations, however, seem encouraging.  

As an example, figure 1 compares total and regional loading 
during a double step phase for the child with CP (top) and 
the healthy adult (bottom). Interestingly, the findings reveal 
different loading strategies between the healthy and the 
impaired participant, both during single support and while 
transferring load from one side to the other. Specifically, the 
child shows a higher medial-lateral asymmetry in the 
forefoot, a greater midfoot loading during both single 
support phases, and a longer double stance. 

Figure 1: vertical force profiles of the total foot and the five 
ROIs during a double step phase for the child with CP (top) 
and the healthy adult (bottom). 

CONCLUSIONS 
Preliminary findings indicate that the pressure-kinematic 
integrated methodology can be applied not only to isolated 
steps but also across multiple steps revealing potentially 
clinically meaningful information. The greater accuracy of 
anatomy-based ROIs with respect to geometry-based ROIs 
seems to help improving knowledge in regional load transfer 
during double stance especially in the presence of foot 
deformity. The eventual added value of the new matching 
procedure will thus be further verified in children with 
varying levels of foot deformity. 
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INTRODUCTION  
Diabetic individuals present retraction of axons in the motor 
plate, triggering a process of denervation and reinnervation 
of muscle fibers, which affects the neuromuscular activity 
[1] and, consequently, the motor patterns of walking [2]. 
Muscle force estimation could advance the comprehension 
of the mechanical and muscular strategies that diabetic 
patients adopt to preserve walking ability and to guarantee 
their independence as they deal with their neural and 
muscular impairments due to diabetes and neuropathy. Our 
aim was to estimate and compare the lower limb’s muscle 
force distribution during gait in diabetic patients with and 
without polyneuropathy. 

METHODS 
Data from ground reaction force (AMTI OR61000 force 
plate at 100Hz) and three-dimensional kinematics of ankle, 
knee and hip (eight-camera Optitrack® at 100 Hz) of 10 
neuropathic (DNG), 10 diabetic non-neuropathic (DG) and 
10 healthy individuals (CG) were used as input variables for 
the musculoskeletal model gait 2392 (23 degrees of freedom 
and 92 musculoskeletal actuators) in the OpenSim software. 
The standard generic model was scaled to fit the 
anthropometry of each individual collected, prior to the 
execution of the simulations. The musculoskeletal model of 
neuropathic individuals presented maximum isometric force 
reduced in 30% for ankle extensors and 20% for ankle 
dorsiflexors to mimic the atrophy of ankle muscles due to 
diabetic neuropathy. The force time series of lower limb 
muscles were calculated using the static optimization 
procedure. The peak muscle forces were calculated during 
selected time bands of the gait cycle. The peak force was 
compared between groups using MANOVA for the flexor 
and extensor muscle groups of hip, knee and ankle joints 
followed by ANOVA and post-hoc of Newman-Keuls 
(p<0.05). 

RESULTS 
DNG showed higher peak muscle forces at the hip (psoas / 
p=0,05) and knee flexors (biceps femoris short head / 
p<0,001, semitendinous / p<0,001 and semimenbranous / 
p<0,001) compared to DG and CG. DNG also presented 
lower peak force for gastrocnemius medialis and soleus, as 
well as higher peak force for gastrocnemius lateralis 
compared to DG and CG (figure 1).  

Figure 1: Mean (± 1 SD) of the muscle force time series of 
the control group (CG - green), diabetic group (DG – blue) 
and diabetic neuropathic group (DNG – red) during gait. 

DG exhibited lower peak force for the hip extensor muscles 
(semitendinous and semimembranous) and hip abductor 
muscles, as well as higher peak force for the knee extensor 
muscles (vastus medialis and lateralis / p=0,004) compared 
to DNG and CG. 

DISCUSSION AND CONCLUSIONS 
Diabetic patients with and without neuropathy appear to 
adopt different muscle force distribution strategies in spite 
of the progressive worsening in their health condition. While 
reducing ankle extensor forces, DG increased knee extensor 
muscle forces at early stance and reduced the hamstrings 
force at the end of swing phase, whereas DNG increased the 
hamstrings and psoas muscle forces at push-off. The 
individual contributions of distal and proximal muscles in 
the push-off phase of DNG suggest the existence of the hip 
strategy. Maintaining or improving the function of the hip 
flexors and of the hamstrings could help diabetic 
neuropathic patients to keep their independency in 
performing daily living activities by compensating distal 
losses in muscle forces. 
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INTRODUCTION  
   Ministry of Health, Labour and Welfare in Japan reported 
that the population 65 years of age and older became 27% of 
the whole population in 2016, and estimated to become 
approximately 40% in 2055.  The ratio of elderly people in 
Japan is the highest in industrialized countries, followed by 
Italy, Germany, and France.   
   Elderly people who have problems with walking, use a 
stick or a walker for the elderly, but their gait and twisted 
posture have not improved.  Therefore, we have developed 
the Kawahara Walking (Kenkojumyo Walking, meaning 
gerontologic walking technique) with two poles to improve 
the elderly’s gait and posture.  We have been encouraging 
the elderly to walk with their own feet and to live a cheerful 
life by solving the problems concerning their posture and 
feet.  In this presentation, the method of Kawahara Walking 
and the normal pole walking were compared, and we report 
the effects of Kawahara Walking in a verification test.   

METHODS 
I.  The mechanism of pole walking and the influence on the 
body were compared between normal pole walking and 
Kawahara Walking.   
1. Normal pole walking [1]
Sports type: Strike a pole around the tiptoe of the opposite 
side.  Push the ground with a pole and move forward. 
Rehabilitation type: Strike a pole vertically around the step 
of forefoot of the opposite side.  Pull the pole centering on 
the elbow.   
2. Kawahara Walking
Firstly, set the length of poles approximately 10 cm longer 
than those used in normal pole walking.  Then, strike a pole 
vertically at 3-20 cm over the step of forefoot of the 
opposite side.  Not widen the step length and follow slowly 
from the heel.   

II. Effect of Kawahara Walking
Elderly subjects (n=21, males and females, 59-87 years old) 
who exercised routinely were divided into KWG group and 
CTL group.  Subjects exercised for 20 minutes a day for 
three weeks using the Kawahara Walking method in the 
KWG group and by free walking in the CTL group.  Gait, 
muscular strength, and flexibility of subjects before and 
after exercise period were measured.  The measured values 
before and after intervention were evaluated by paired t-test 
with 5% significance level.   

RESULTS AND DISCUSSION 
  Figure 1 shows function of force in pole walking.  By 
normal pole walking, we receive floor reaction force by 
pushing poles backward.  The components of the floor 
reaction force of a vertical direction and the line make 
walking easy, and momentum is increased.  However, it is 
considered that the posture is not improved because the 
body is bent forward.   

   By using the Kawahara Walking method, the force is 
applied in horizontal and vertical directions.  In the 
horizontal direction, when a pole is struck in front of the 
body, the uniform linear motion in a walk is inhibited.  The 
kinetic energy is converted into backward force and places 
load on a walk.  In the vertical direction, floor reaction force 
rises directly above by the pole being placed vertically.   

Figure 1: A comparison in function of force between 
normal pole walking and Kawahara Walking 

   As a result of the verification test, the angles forward-bent 
posture from the vertical axes in the both legs support period 
statistically decreased after intervention in the KWG group 
(p<0.001).  The cadence decreased after intervention 
(p<0.001).  The leg extension static maximum muscular 
strength significantly increased after intervention (p<0.01). 
There was no significant difference in walking speed, steps, 
grips or ante-flexion.  There is no difference in any 
measurement in CTL group. [2]   
   Furthermore, single stance phase in the free gait before 
and after the intervention was determined in this study. 
Single stance phase was significantly extended from 
0.3630.037 sec to 0.3930.031 sec after intervention in the 
KWG group (p<0.05).  Single stance phase after 
intervention showed good correlation with leg muscular 
strength and forward-bent angles.  Cadence also showed 
good correlation with forward-bent angles.   

CONCLUSIONS 
   The improvement of posture, extended single stance phase 
resulted from decrease in cadence, increase in leg muscular 
strength were shown in the 20 minutes of the Kawahara 
Walking for three weeks group, suggesting the exercise 
effects.   
   The results of this verification test suggested that the gait 
and posture of the elderly are improved with function of the 
pole force in horizontal and vertical directions by the 
Kawahara Walking method.   
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INTRODUCTION  
Decline of the postural control is one of the major cause of 
elderly falls. The ability to maintain balance in normal 
standing is important as itself and as a pre-requisite for 
locomotion. Combination of various sensory functions, e.g., 
vestibular, visual, somatosensory functions are used in 
postural control [1]. Among these sensory functions, 
somatosense especially the proprioception is of special 
attention, since proprioceptive exercise can enhance balance 
control [2].  
Age-related decline in the proprioception was reported [3], 
but the investigations were limited to single joint under non-
standing postures, e.g., sitting or lying with the other body 
parts constrained. It is unclear these findings are valid under 
normal standing conditions, where the proprioception is 
integrated from multiple joints. Therefore, this study aims to 
investigate the age-gender difference in proprioception 
under normal standing.  
Specifically, we investigated the perception of support 
surface rotation during normal standing. Eyes were closed to 
exclude visual function. The role of vestibular function was 
assumed to be negligible, because its sensitivity in normal 
standing is much lower compared to the proprioception [4]. 
Hence, the major perception of surface in this study could be 
attributed to the proprioception.  

METHODS 
Fifty-two subjects participated in the study. Subjects were 
divided into 4 groups (12 young men, 21.6±1.6 yrs; 14 
young women, 20.5±1.3 yrs; 12 elderly men, 79.0±5.5 yrs; 
14 elderly women, 76.5±5.6 yrs). Subjects stood on 
rotatable platform with their eyes closed. The plate rotated 
at 0.2°/s at an unexpected timing. Subjects were instructed 
to press a button if surface rotation is perceived, and the 
corresponding rotation angle (perception threshold) was 
recorded. Three trials were repeated for each of pitch and 
roll direction rotation in random order. Repeated-measures 
2-way ANOVA (factors: age and gender) and post-hoc 
pairwise comparisons (Bonferroni correction) was 
performed. The significance level was set to 0.05. 

RESULTS AND DISCUSSION 
Fig. 1 shows the threshold angle of perception. ANOVA 
showed interaction of age and gender, so that a post-hoc 
analysis was added. Perception threshold of the young was 
lower than that of the elderly, irrespective of gender. In 
addition, perception threshold in elderly men was lower than 
elderly women. The results indicate that the perception of 
support surface rotation is degraded with aging and the age-
related decline is more severe in women. 

Fig. 1 Threshold angle of perception with eyes closed 

Since the somatosensory information is mainly used for the 
perception of body orientation in quasi-static conditions [4] 
and the vision was excluded in this study, the surface 
rotation would be perceived mainly by somesthetic cues 
(proprioception) integrated from multiple joints of lower 
limbs. Therefore, the results suggest that the integrated 
proprioception from lower limb declines with aging and 
more in women. This may explain the age-related decline in 
postural control and worse balance in elderly women, which 
is supported by the increased postural imbalance with the 
decline in single joint proprioception [5]. 

CONCLUSIONS 
The perception of support surface rotation (mainly affected 
by the integrative proprioception of lower limbs) is 
degraded with aging and the age-related decline is more 
severe in women.  
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INTRODUCTION  
As an inverted pendulum, the human body needs to 
constantly work against the forces introduced by gravity and 
locomotion to maintain a stable posture. Muscle spindle and 
cutaneous afferents provide the neural substrates required for 
detecting the position of the body in space (proprioception). 
It has been shown that absence of these inputs in the feet leads 
to increased postural instability [1]. The distribution and 
behaviour of skin afferents in the foot has been reported [2], 
but not during standing. Moreover, no studies have yet 
characterized the behaviour of muscle spindles in the intrinsic 
muscles of the foot, either at rest or during standing. In the 
present study, we aimed to investigate the behavior of muscle 
and cutaneous afferents in the foot and identify temporal 
correlations between adjustments in posture and neural 
activity in unsupported freestanding and in response to 
postural perturbations. We achieved this by recording, for the 
first time, from the posterior tibial nerve,  

METHODS 
Sensory nerve activity was recorded via a fine tungsten 
electrode inserted into the posterior tibial nerve, located 
posterior to the medial malleolus of the ankle. This was 
performed while the subject was seated above a motorized 
platform with their knee and ankle joints at ~90 degrees. Once 
a satisfactory nerve signal had been obtained, afferents were 
characterized by muscle supplied (muscle spindles) and type 
and receptive field (cutaneous afferents). Nerve activity was 
recorded (NeuroAmpEX, ADInstruments) under the 
following conditions: 1. transition from seated to standing, 2. 
natural freestanding for 5 minutes, 3. sinusoidal linear motion 
at 0.2 Hz and 5 mG in the X (antero-posterior) direction and 
4. in the Y (mediolateral) direction.

Throughout the protocol, the subjects’ feet were placed on a 
force plate that determined centre of pressure and z-axis 
forces. A goniometer on the contralateral foot detected 
changes in ankle angle. Surface electrodes on the ipsilateral 
tibialis anterior and soleus muscles recorded 
electromyographic information. Video capture was used to 
interpret natural foot movements. 

RESULTS AND DISCUSSION 
Successful recordings were obtained from 16 muscle spindle 
afferents supplying the intrinsic muscles of the foot, and 15 
cutaneous afferents supplying the plantar surface of the foot, 
from 16 healthy subjects across 25 experiments. Preliminary 
assessment of the recordings revealed that muscle spindle 
afferents encoded postural perturbations (Figure 1). 
Conversely, many cutaneous afferents were silent at rest but 

were excited by compensatory movements of the toes during 
platform motion. Detailed analyses will need to be performed 
on a larger sample to allow us to identify specific patterns of 
behavior during postural sway and imposed perturbations, but 
nevertheless, these findings demonstrate the importance of 
sensory information from the foot in the detection in 
variations in posture from a stable state.  

Fig. 1: Nerve recording from a single muscle spindle afferent 
supplying abductor hallucis in freestanding with postural 
perturbations (A). Also shown is ankle angle (B), EMG 
activity of tibialis anterior (Ca) and soleus (Cb), acceleration 
of the platform (D), force in the Z-axis (Ea) and centre of 
pressure in the X (Eb) and Y (Ec) directions. Highlighted in 
red is a compensatory response to platform acceleration. 

CONCLUSIONS 
For the first time, we have recorded from muscle spindle 
afferents supplying the intrinsic muscles of the foot, 
identifying patterns of behaviour during freestanding and 
postural perturbations. We have also recorded from 
cutaneous afferents from the sole and toes for the first time 
and, in these conditions, shown neural correlation with 
changes in posture during natural freestanding and postural 
perturbations. This novel data is the foundation for further 
exploratory studies examining the role of proprioceptors in 
the posture maintenance. 
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INTRODUCTION  
Information about center of pressure (COP) displacement 
during gait is of interest to evaluate postural control and 
physical function [1-3].  

The Zeno Walkway® is a pressure-sensor carpet similar to 
GAITRite® that identifies static and dynamic pressure data 
and computes spatio-temporal and COP gait parameters. 
Contrasting with pedobarography or force plates that evaluate 
single steps, several gait cycles can be completed on the Zeno 
which allows the assessment of numerous footprints 
representing a more natural gait [4]. But while the reliability 
and the validity of spatio-temporal parameters were broadly 
investigated [5-7], there is little information available 
concerning those of the COP parameters processed by the 
Zeno [8]. 

The aim of this study was to evaluate the reliability and the 
validity of the Zeno Walkway® for the measurement of center 
of pressure progression during barefoot walking in healthy 
subjects and subjects with low back pain. 

METHODS 
25 healthy subjects (HC) (females: n=16; age: 24±5 years; 
males: n=9; age: 25±4 years) and 8 patients with low back 
pain (LBP) (females: n=5; age: 28±9 years; males: n=3; age: 
43±9 years) walked 3 times at 3 different self-selected speeds 
(slow, preferred, fast) over a 11 m long path containing a 6 m 
long electronic walkway (Zeno Walkway®, ProtoKinetics:) 
and 2 pressure plates (0.5 m long Footscan®, RSscan 
International). The order of gait speeds was randomized and 
the process was repeated 2 weeks later. 

The posterior-anterior, medial–lateral and resultant 
displacements (COPx, COPy, COPxy) and velocities 
(VxCOP, VyCOP, VxyCOP) were computed from contact 
data during stance phase of gait. For each group, ICC of type 
(3,1) and (2,k) were used to evaluate respectively the test–
retest reliability between the 2 sessions and the level of 
absolute agreement between the 2 instruments. 95% of limits 

of agreement (95% LoA) and mixed-model ANOVA were 
completed. 

RESULTS AND DISCUSSION 
Concurrent validity. For each speed condition, COPx, 
COPxy, VxCOP, VyCOP and VxyCOP differed between 
instruments (p=0.00) and ICC (2,k) demonstrated poor to 
fair-to-good reliability (ICC=0.30-0.73). The Footscan 
computed greater COP values, especially those related to 
posterior-anterior axis (COPx and VxCOP). 

Test-retest reliability. At slow speed, stance time was 
significantly longer at the first session (p=0.00). For each 
speed condition, ICC values were excellent for COPx, COPy, 
COPxy and VyCOP (ICC=0.81-0.95) and fair-to-poor for 
VxCOP and VxyCOP (ICC=0.41-0.73). VxCOP and VxyCOP 
presented at preferred speed the lowest ICC values 
(ICC=0.41-0.44). 95% LoA and mean differences between 
tools and sessions are reported in Table 1. Bias and LoA 
showed better agreement than reported for the comparison 
between Zeno and force plates [8]. 

CONCLUSIONS 
Zeno appears to be a reliable tool for measuring COP 
displacement at 2 weeks interval in HC and patients with 
LBP. A previous study established good concurrent validity 
for Zeno [8]. Our results suggest the need of further 
investigations to evaluate Zeno, force plates and Footscan 
concurrent validity. 
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Table 1: Mean difference (Md), standard deviation of the difference (Sd) and 95% limits of agreement (95%LoA) for the 
Footscan and the Zeno and for the 2 sessions at slow, preferred and fast speeds. 

Slow Preferred Fast
Md (Sd) 95%LoA Md (Sd) 95%LoA Md (Sd) 95%LoA 

Concurrent 
Validity 

Stance Phase (s) 0 (0.2) -0.4 to 0.3 0 (0.1) -0.1 to 0.2 0.0 (0.1) -0.1 to 0.1 
COPxy (cm) 4.9 (1.6) -1.8 to 8 5.4 (1.4) 2.7 to 8.1 5.2 (1.3) 2.6 to 7.8 
VxyCOP (cm/s) 4.8 (2.6) -0.3 to 9.9 7.4 (2.3) 2.9 to 11.9 11 (4.1) 2.9 to 19 

Test-retest 
Reliability 

Stance Phase (s) 0.1 (0.1) -0.2 to 0.4 0 (0.1) -0.1 to 0.1 0 (0.03) -0.1 to 0 
COPxy (cm) 0.1 (0.8) -1,4 to 1,6 0.1 (0.6) -1,1 to 1,3 0.1 (0.4) -0.7 to 1 
VxyCOP (cm/s) -1 (3.3) -7.4 to 5.4 0.4 (3.2) -5.8 to 6.6 1.2 (3) -4.6 to 7.1 
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INTRODUCTION  
Leg discrepancy is an important factor to cause the gait 
asymmetry [1]. This change may affect not only the 
appearance but also the biomechanics of the whole body [2], 
then leading to the musculoskeletal dysfunction. For 
example, low back pain is often seen in the long leg in the 
patient with leg discrepancy [3]. In clinical practice, many 
ways are used to correct the leg discrepancy that including 
full-length padding or insole, shoes with additional height, 
arch support, and surgery. The insole and shoes are common 
solutions to solve the problem [4]. However, some insoles 
are too expensive and they need a larger pair of shoes for 
fitting the insole and foot simultaneously. Hence, the aim of 
this study was to use an adjustable motion control shoes to 
correct the leg discrepancy and gait pattern. The adjustable 
motion control shoes can offer the arch support by inserting 
some card-shape support in the bottom of the shoes, and 
increase the shoe height by locking some screws under the 
bottom of the shoes without sacrificing the foot space. It was 
expected that the ground reaction force (GRF), the lower 
extremity kinematic and the shoulder height difference 
might be corrected with this adjustable motion control 
shoes.  

METHODS 
Ten participants were recruited for this study (Female: N=4; 
body height: 162±4.24 cm, body weight 54.75±10.24 kg; 
Age: 23.5±4.36 years; L’t leg length: 87.25±3.59 cm; R’t 
leg length 87.25±2.36 cm; Male: N=6; body height: 
170±4.67 cm, body weight 69.33±6.59 kg; Age: 21.67±1.21 
years; L’t leg length: 87.75±4.08 cm; R’t leg length 
88.92±3.44 cm). All of the participants received the basic 
data measurement that including body height, leg length, 
body height, age, history taking). They are also evaluated 
with medial longitudinal arch. After history taking, physical 
therapist would evaluate walking pattern. Then the 
participants were attached for 46 markers to the bony 
landmark of the whole body. The participants were asked to 
perform the level walking in three different conditions: 
walking with adjustable motion control shoes (Adjusted), 
walking with unadjusted motion control shoes (Unadjusted), 
and their own running shoes (Own) under random order. 
The ground reaction force during walking was collected 
with two fixed forced plate (Type 9281B, Kistler Inc., 
Switzerland ) and the kinematic data was measured by the 
motion capture camera (Motion Analysis Eagle System). 
The shoulder height difference angle was the angle between 
the line connecting left acromion to right acromion and the 
line parallel to the global horizontal. The lower extremity 
kinematic data were sagittal plane hip angle, knee angle, and 
ankle angle and frontal plane ankle angle at the maximum 
GRF time. All the kinematic data was calculated with the 
3D Euler angle method. The one way ANOVA was used to 
compare the condition effect in these parameters. The 
statistical difference was set at p<0.05.  

RESULTS AND DISCUSSION 
No significance was found in the range of shoulder height 
difference among three groups (Adjusted: 5.53±2.37 degrees; 
Unadjusted: 6.30±4.16 degrees; Own: 5.93±2.37 degrees). 
No significance was found on the vertical ground reaction 
force among three groups (Adjusted: 1.44±0.35 Kg/BW; 
Unadjusted: 1.41±0.25 Kg/BW; Own: 1.40±0.47 Kg/BW). 
A significant difference was found in the ankle pronation (+) 
/ supination (-) angle among three groups (Adjusted: -
1.96±1.4 degrees; Unadjusted: 2.37±0.18 degrees; Own: 
5.79±1.1 degrees). 
Although no significance was found among some 
parameters, a trend of these data may suggest that the 
adjusted motion control shoes have certain effect on 
modifying the shoulder height and ankle pronation 
/supination angle. The decreasing shoulder height difference 
(or increased shoulder symmetry) may further affect their 
body image as well as the loading over the lumbar spine.  In 
addition, participants also gave feedback that wearing 
adjusted motion control shoes decreased their “medial-
lateral body sway” during level walking, though this 
feedback cannot be quantified.   

Figure 1. Definition of shoulder height angle difference. 

CONCLUSIONS 
The adjustable motion control shoes decreased the ankle 
pronation angle and may have effect on decreasing shoulder 
asymmetry.  
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INTRODUCTION  
The variability of human movement could be explained as 
the normal variations that occur in motor performance in 
some repetitions of a task [1]. If a person tries to repeat the 
same movement more than once, the second and subsequent 
movement is not necessarily identical. Gait variability 
becomes one of important parameters in understanding the 
human movement. It may serve as a sensitive and clinically 
relevant parameter in the evaluation of mobility, fall risk 
and the response to therapeutic interventions [2]. In one 
study, the increase of complexity and variability of limb 
segment motion during gait due to injury has been observed 
with phase portrait analysis [3].    

Phase portrait on gait analysis is defined as the curve 
between the joint angle and angular velocity. Quantifying 
gait variability of normal subjects can be done by using 
phase portrait parameter. The average value of phase portrait 
in the gait cycle is represented by the value of its centroid. 
Gait variability is indexed by measurements of the motion of 
centroid points from cycle to cycle. 

METHODS 
In this study, gait analyses were conducted on 10 normal 
subjects. Subjects were instructed to walk on a treadmill 
with a speed comfortable to each of them. Data were taken 
up to six gait cycles. Gait variabilities were then analyzed on 
hip, knee, and ankle segment. 

RESULTS AND DISCUSSION 

Figure 1: Phase portrait of knee joint. 

Figure 2: Phase portrait of hip joint. 

Figure 3: Phase portrait of ankle joint. 

Based on the results of 10 subjects, it is seen that for the 
majority of them the variability of the hip segment is higher 
than variability of ankle segments, and variability of ankle is 
higher than the variability of knee.  

Variabilities in each segment were also compared against 
the anthropometry value of lower limbs and body mass 
index (BMI). However the results did not reveal any 
correlation between the variability of each segment against 
the lower body anthropometry and BMI. 
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INTRODUCTION  
Stair negotiation has been associated with a higher fall and 
injury risk, especially for older adults [1]. Although several 
risk factors have been reported for falling, gait/balance 
disorders or weakness seem to be particularly important [2]. 

During stair negotiation, older adults appear to have a lower 
sagittal plane range of motion and to produce lower joint 
moments in the knee and ankle, as well as higher sagittal 
plane range of motion and joint moment at the hip, than 
younger adults [1]. These differences have been associated 
with the decrease in strength and changes in coordination, 
which occur with ageing [1]. However, in most of these 
studies, older adults aren’t characterized/distinguished in 
terms of physical function or balance. The purpose of this 
study was to verify the correlations between lower limb joint 
impulses, produced during stair descent transitions, age, 
balance and cadence, in a sample of community dwelling 
older adults. 

METHODS 
This study followed a cross-sectional design. The sample 
included 33 healthy, community-dwelling older adults, with 
60 or more years and able to climb and descend a flight of 
stairs without using the handrail. Subjects’ balance level was 
defined by summing the scores obtained on items 4 – step 
up and over, 5 – tandem walk, 6 – stand on one leg and 7 – 
stand on foam eyes closed, from Fullerton Advanced 
Balance (FAB) Scale [3]. 

Kinematic and kinetic data were collected using 8 infrared 
cameras (Qualisys Oqus 300) working at a frequency of 
200Hz and synchronized with 2 Kistler force plates (9281B, 
9283U014), one in front of the stairs and the other 
embedded below the first step. The passive markers were 
placed following the CAST marker set [4]. Participants 
walked at their comfortable pace. Three trials from each 
subject were processed in Visual 3D software (Professional 
Version v5.02.27, C-Motion, Inc). A 10 Hz 4th order 
Butterworth filter was applied to both kinematic and kinetic 
data. An 8 segments model (feet, shanks, thighs, pelvis and 
trunk) was built and optimized using global optimization 
[5]. Rotational impulses were obtained from lower limb 

joint moments, which were computed using standard inverse 
dynamics. 

After checking for normality assumptions, Spearman 
correlation coefficient was determined using the software 
IBM SPSS Statistics (version 23). The significance level 
was set at p ≤ 0.05. 

RESULTS AND DISCUSSION 
The tested older adults had, on average, 71.6 ± 4.5 years 
(63-81) a balance score of 14.7 ± 1.4 points (11 – 16) and 9 
(57.6%) were female. Cadence was shown to be negatively 
correlated to the ankle and knee joint impulses produced on 
the trailing limb, which controls the lowering of the center 
of mass (Table 1), and positively correlated with the leading 
leg knee and hip joint impulses, which accept the weight on 
the ground. Further, moderate negative correlations were 
also found between joint impulse produced in the hips on 
both legs and balance level. No correlations were found 
between joint moments and age. 

CONCLUSIONS 
This study shows that, within a subsample of older adults 
living in the community, lower limb joint rotational 
impulses, produced during stair descent, seem to be more 
related with cadence and balance level than with age. Thus, 
subgroup analysis rather than the typical young vs older 
adults’ comparisons, may be important in order to have a 
better comprehension about functional decline in the elderly. 
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Table 1: Correlations between lower limb joint impulses, Age, Balance and Cadence: trailing leg: right; leading leg: left 
Age Balance Cadence 

Right Plantar flexor rotational impulse (Nms/kg) 0.18 -0.11 -0.88† 

Left Plantar flexor rotational impulse (Nms/kg) -0.25 0.27 0.37* 

Right Knee extensor rotational impulse (Nms/kg) 0.10 <0.01 -0.67† 

Left Knee extensor rotational impulse (Nms/kg) 0.21 -0.16 0.12 

Right Hip extensor rotational impulse (Nms/kg) 0.26 -0.47† -0.04 

Left Hip extensor rotational impulse (Nms/kg) 0.15 -0.35* 0.48* 

*p<0.05; †p<0.01
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INTRODUCTION  
Carrying a backpack or pulling a school trolley with 
different loads has been previously related with changes in 
spatiotemporal gait parameters. With respect to gait 
asymmetry (GA) analysis, previous authors computed the 
use of ground reaction forces to analyze the GA while 
carrying a backpack [1] or carrying a bag on the shoulder 
[2]. No previous studies analyzed GA in children using the 
spatiotemporal gait parameters, and are neither there any 
previous studies about school trolleys and GA analysis.  
Therefore, this study analyzed the GA while carrying a 
backpack or pulling a trolley with different loads in 
children. 

METHODS 
Fifteen students from an elementary school (aged 10.06 + 
1.70 years) participated in this study. The average body 
mass was 42.37 + 14.11 kg, and the average height was 1.47 
+ 0.14 m. The participants were healthy and did not report 
any history of orthopedic trauma or neurological problems. 
Each child was measured with a scale and measuring rod 
(SECA769, Hamburg, Germany). Participants walked under 
seven experimental conditions: no bag condition (control), 
carrying a backpack and pulling a trolley, both with 10%, 
15% and 20% of the participant´s body weight (BW). 

A 3D motion capture system (Qualisys AB, Göteborg, 
Sweden) was used to analyze the gait variables with a 
modified CAST model marker set without head or upper 
extremity markers. The reflective marker locations were 
collected through nine infrared high-speed cameras 
recording at 250 Hz. Each participant walked at their usual 
speed along a 15 m walkway. First, children walked with no 
bag to familiarize themselves with the protocol. Then, 
children completed the experimental condition in a random 
order. Children walked for one minute under each condition. 
Three minutes of rest was given between each of the 
experimental conditions to avoid fatigue.  
This study analyzed the ratios, indexes, and GA of the 
following parameters: step length, swing time, and stance 
time, according to the equations proposed by Plotnik et al. 
[3] and Patterson et al. [4] 
The Shapiro–Wilk test was used to determine the normal 
distribution of the different variables. The comparisons of 
GA parameters were analysed using a repeated measures 
ANOVA. The level of statistical significance was set at p < 
0.05. 

RESULTS AND DISCUSSION 

Any of the GA values analyzed in this study showed 
significant differences between the experimental conditions 
(Table 1).  

Table 1. Symmetry values of gait for the different 
experimental conditions expressed as mean (standard 
deviation)  

In spite of the fact that previous studies reported an increase 
in the asymmetry index (analyzing ground reaction force) 
while carrying an asymmetrical bag [2], in the present study, 
a non significant increase or decrease in GA parameters 
were obtained. Those results could indicate that carrying a 
backpack or pulling a trolley did not make children walk 
asymmetrically even when they used a school trolley.  

CONCLUSIONS 
Carrying a backpack or pulling a trolley with different loads 
(range from 10% to 20% BW) did not produce an increase 
in GA in children.  
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INTRODUCTION  

A typical gait collection involves a subject walking from one 
end of a capture volume to the other. This process begins with 
the initiation of gait, followed by steady walking, where data 
is captured. Following capture, gait is terminated and the 
process is repeated until the desired number of gait cycles is 
collected. Outside the laboratory people generally engage in 
steady state walking. In the laboratory, gait parameters 
measured during discrete walking are considered 
representative of steady state walking.  

Walking speed and walking speed variability are global 
descriptors of gait quality, and affect gait kinematics and 
kinetics [1]. Walking speed variability has been reported to 
be higher during discrete trials than during continuous 
walking [2]. Accordingly, outcome variables may be affected 
simply by the choice of protocol. Therefore, the purpose of 
this study was to investigate the effect of discrete walking 
versus continuous walking on walking speed and walking 
speed variability. We hypothesized that walking speed would 
be faster and inter-trial speed variability lower during 
continuous walking than during discrete walking trials.  

METHODS 

Skin-mounted marker trajectories were captured with a 12-
camera Qualisys system, while 12 males and 13 female adults 
performed two walking tasks. The first task represented a 
typical gait collection procedure, where beginning from a 
stand-still, the participants walked 12 m from one end of the 
capture volume to the other and then stopped. Each completed 
six trials. Data were recorded in the center 4 m of the capture 
volume. The second task involved continuous walking, where 
the subjects walked the lab in a “figure of eight” shape that 
included the discrete trial walkway. Data were collected 
through the same portion of the capture volume as for the 
discrete trials for the second through the seventh lap. The trial 
order (discrete, continuous) was counterbalanced between 
subjects.  

A pelvis segment was modelled (C-Motion), and walking 
speed defined as the mean forward center of mass velocity of 
this segment through the collection volume. Walking speed 
variability was defined as the inter-trial variability of walking 
speed. Comparisons were made using repeated measures 
ANOVA, with sex and trial type as factors. 

RESULTS AND DISCUSSION 

Walking speed was significantly affected by trial types (p < 
0.001, d = 0.4), with no effect due to sex. Participants walked, 
on average 0.06 m/s faster during the discrete trials. Walking 

speed variability was not affected by trial type or by sex (p = 
0.14). There were no interaction effects between terms (p = 
0.33). 

Figure 1: Laboratory schematic showing “figure of 8” 
walking pattern, and discrete walking pattern (between A and 
B). 

Our initial hypothesis, that continuous walking would be 
faster than discrete walking was made due to the presence of 
gait initiation and termination phases during discrete trials, 
was not supported as participants walked significantly faster 
during the discrete trials. Although we do not have any data 
to explain why participants walked faster during discrete 
trials, we postulate that this increase may be a result of the 
control system used to determine self-selected walking speed, 
which we suggest is underdamped. In such a system, an initial 
overshoot, followed by modulation around the self-selected 
speed occurs. It is possible that the collection procedure was 
capturing a portion of such an initial speed overshoot. 

Our second hypothesis, that walking speed variability would 
be higher in discrete trials versus continuous walking was 
also not supported, with no significant variability differences. 
This hypothesis was based, again, on the presence of the 
initial and termination phases of the cycle possibly 
introducing more variability into the data. Increases in 
variability can affect the statistics of outcome variables; 
however, regardless of the control mechanism governing 
walking, this demonstrates that inter-trial walking speed 
variability is not affected by trial type.  

CONCLUSION 

Significant differences in walking speed were found between 
the continuous and discrete trials, indicating that protocol 
may influence variables sensitive to walking speed, such as 
joint kinetics, ground reaction forces and minimum toe 
clearance. 
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INTRODUCTION  
In human knee osteoarthritis (OA), local changes in bone 
mineral density in the tibia as measured by dual X-ray 
absorptiometry are suggested to be related to abnormal in 
vivo joint loading [1]. The relationship between in vivo 
measures of knee joint loading and changes in subchondral 
bone 3D microarchitecture, however, has not yet been 
explored. The subchondral bone, a shock absorber, protects 
the overlying cartilage against damage due to excessive 
loading. The aim of this study is to examine, on end-stage 
OA patients undergoing total knee replacement (TKR), the 
relationships between knee joint loads measured in vivo 
using gait analysis prior to surgery, and variations in bone 
microarchitecture of their excised knees quantified with 3D 
micro-computed tomography (micro-CT). 

METHODS 
Patients: Twenty-five knee-OA patients scheduled for TKR 
surgery (age 68±7 years, mass 92±18 kg) underwent pre-
operative gait analysis. This study has received ethics 
approval from the Institutional Research Ethics Committees 
and all patients provided written informed consent.  

Gait Analysis: The following kinetic variables were 
collected with 12 Vicon cameras and 4 force platforms and 
analysed with Visual3D v5 (C-motion Inc., MD, USA): 
knee external (ERM) and internal rotation moments (IRM), 
knee adduction moment (KAM) and knee adduction 
moment impulse, all normalized by bodyweight. The peak 
tibio-femoral joint contact force was calculated with a 
musculoskeletal model [2].  

Micro-CT Analysis: After surgery the entire tibial plateaus 
were retrieved and scanned with micro-CT (17 μm/pixel, 
Skyscan 1076, Skyscan-Bruker, Belgium). The following 
subchondral bone 3D microarchitectural parameters were 
analysed in 4 cylindrical subregions of interest (ROIs, 10 
mm diameter, 5 mm length) selected via software (CT 
Analyser, Skyscan-Bruker) in the antero-medial (AM), 
antero-lateral (AL), postero-medial (PM) and postero-lateral 
(PL) condyle (Fig. 1): bone volume fraction (BV/TV), 
trabecular thickness (Tb.Th), number (Tb.N), separation 
(Tb.Sp), and structure model index (SMI).  

Statistics: Subregional differences in microarchitectural 
parameters were tested by Kruskal Wallis followed by 
Mann-Whitney U tests with Bonferroni correction. 
Associations between measurements from gait analysis and 
bone microarchitecture were investigated using Pearson’s 
correlations. 

RESULTS AND DISCUSSION 
Statistically significant differences (p< 0.05) in subchondral 
bone microarchitecture were found among the ROIs. The 

AM ROI exhibited highest BV/TV (up to +75%, Fig. 1a), 
Tb.N (up to +41%), and lowest SMI (up to -69%), compared 
to the other three ROIs. The Tb.Th was greater (+26%), and 
Tb.Sp lower (-25%) in the AM than in the AL ROI. The 
BV/TV in the AM and PM ROIs was negatively correlated 
with the peak ERM (r= -0.74, p< 0.01, Fig. 2b, and r= -0.56, 
p< 0.01) and with KAM impulse (r= 0.42, p< 0.05 and r= 
0.42, p< 0.05). 

Figure 1: (a) average BV/TV and standard deviation (error 
bars) in the four proximal tibia ROIs (*p< 0.05, **p< 0.01); 
(b) Scatter plot with best fit line for ‘BV/TV AM vs. peak 
external rotation moment (ERM)’ 

CONCLUSIONS 
The four anatomical regions of interest showed significant 
differences in bone microarchitecture among each other. In 
particular, our results suggest that, during stance, the peak 
ERM is negatively related with BV/TV in the AM and PM 
tibial plateau. These significant associations with bone 
volume fraction found in the medial tibial plateau regions 
could be linked to a microstructural adaptation of the bone 
due to altered loading patterns that generate increased 
stresses in this condyle [3]. Analysis is ongoing to elucidate 
these relationships. 

This study is the first to investigate relationships between 
measures of joint loading in vivo and knee bone 
microarchitecture, on the same patient. If confirmed, ERM 
could be suggested to be used as a non-invasive indicator of 
disease progression.  
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INTRODUCTION  
As a result of injury or pathology, subjects frequently adopt 
altered gait modes [1] such as stiff knee gait (SKG) at lower 
velocities or slow running (SR) for higher velocities due to 
difficulty in performing normal gait (NG) or to preserve 
body physical integrity. Despite the large number of studies 
on normal gait and running [2,3] the effects of adopting 
adapted locomotion modes such as SKG and SR in relation 
to NG are not clear, especially in what concerns the changes 
on the pattern of lower limbs joint coordination. Recently, 
tools from dynamical systems theory, such as phase space 
analysis, have been contributing to the detection of limit 
cycle patterns whose variability points according to the level 
of detected order for the existence of chaotic behaviors of 
motor control. The aim of this study is to apply phase space 
analysis to assess specific subject joint coordination through 
hip, knee and ankle angular phase variability during SKG 
and SR when compared to NG. 

METHODS 
According to the interest on case study in pathology and 
lesion and the difficulty of the sample means in representing 
pathological cases and lesions, attention was focused on 
individual study of a subject. Data was obtained from 
simultaneous recordings during one stride of NG, SKG and 
SR of skin markers at right and left anterior superior iliac 
spines, thigh superior, knee medial and lateral, shank 
superior, ankle medial, lateral and toes recorded with 8 
camera Qualisys system at 100 Hz. Stick figure model was 
morphed with Twente Lower Extremity Model (TLEM) to 
match size and joint morphology. Inverse kinematics was 
performed to obtain joint angles and dynamic analysis based 
on joint angles and kinetic boundary conditions. Phase angle 
was obtained from angle and angular velocity for hip, knee 
and ankle joints during NG, SKG and SR. Variability was 
assessed with continuous relative phase standard deviation 
(CRPsd) for each pair of hip, knee and ankle joints during 
NG, SKG and SR.  

RESULTS AND DISCUSSION 
SKG presents lower values of maximum hip and knee joint 
angles (0.48 and 0.70 rad) when compared to NG (0.65 and 
1.06 rad), with similar maximum ankle joint angles 
(0.40 rad). Hip, knee and ankle present lower maximum 
joint angles at NG (0.65, 1.06 and 0.40 rad) and SKG (0.48, 
0.70 and 0.40 rad) when compared to SR (0.63, 1.52 and 
0.61 rad). SKG presents lower amplitudes of hip (-2.9, 
2.9 rad/s), knee (-2.6, 4.6 rad/s) and ankle (-3.6, 2.5 rad/s) 
joint angular velocities when compared to normal gait and 
normal gait presents lower amplitudes of hip (-3.0, 
3.5 rad/s), knee (-6.1, 6.0 rad/s) and ankle (-4.9, 2.9 rad/s) 
joint angular velocities when compared to slow running 
(-3.0, 5.0; -10.0, 7.5 and -6.7, 6.9 rad/s). SKG presents 
lower amplitudes of hip (-32.0, 39.0) rad/s2, knee (-50.0, 

52.0) rad/s2 and ankle (-44.0, 84.0 rad/s2) joint angular 
accelerations when compared to normal gait and normal gait 
presents lower amplitudes of hip (-34.0, 46.0 rad/s2), knee   
(-72.0, 120.0) rad/s2 and ankle (-54.0, 104.0) rad/s2 joint 
angular accelerations when compared to slow running   
(-68.0, 46.0), (-118.0, 147.0) and (-109.0, 119.0) rad/s2. 

Figure 1: Angular phase of hip, knee and ankle joint during 
NG, SKG and SR. 

At NG, SKG and SR the hip presented higher CRPsd than 
the knee. At NG the knee presented higher CRPsd than the 
ankle with SKG presenting similar CRPsd for this joints and 
SR presenting lower CRPsd at the knee in relation to the 
ankle joint. The higher CRPsd at the hip was observed 
during SKG whereas the lower CRPsd for the knee was 
observed at SKG. The higher CRPsd at the ankle was 
detected at SR 

CONCLUSIONS 
Phase space analysis presents as an adequate tool to assess 
lower limb joint coordination during altered gait modes. 
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INTRODUCTION  
Different types of squat exercises under stable and unstable 
conditions are widely applied in fitness and rehabilitation 
training in order to improve or maintain individual 
performance levels. Trunk muscles and spinal stability are 
considered key factors of load support during squat 
exercises. Varying levels of stability while performing 
squats can notably affect core muscle activity [1,2] and 
training impacts. Thus, the purpose of this study was to 
examine whether different types of squat exercises under 
stable and unstable conditions alter lumbar spine curvature 
and trunk muscle activation. 

METHODS 
Healthy females (N = 6, age: 29.4 (SD 9.0) y, height: 169 
(6) cm, body mass: 64.0 (7.1) kg) and males (N = 6, age: 
28.8 (8.0) y, height: 178 (3) cm, body mass: 76.2 (6.6) kg) 
completed four repetitions of each squat type (back squat 
(BS), front squat (FS) and overhead squat (OS)) in a 
randomized order under stable and unstable conditions, 
barefoot, with additional external loads (female 12.5 kg / 
male 20 kg). An internal knee angle of 100° at the lowest 
point (turning point) and a 2 s up and 2 s down phase were 
required. After the stable trials were completed, unstable 
trials were performed with a reduced base of support by 
standing with the ball of their feet on a 1.6 cm high wooden 
board and their heels off the ground. 

Surface electromyography of internal (IO) and external 
oblique (EO), rectus abdominus (RA) and erector spinae 
(ES) was recorded during each squat type and normalized to 
maximal voluntary isometric contractions performed in 
crunch and prone plank positions. 3-D motion of the 
participants was determined using an optoelectronic motion 
capture system with 56 reflective markers placed on lower 
limbs, hip, spine, thorax, shoulder and hands. Spine 
curvature was evaluated by measuring the angle between 
specific spinal segments at the start, turning point and end of 
the squat. Anterior-posterior motion of the centre of mass 
(COM) during squatting was also measured for all 
conditions. Two (condition: stable vs. unstable) × three 
(type: BS, FS, OS) repeated measures ANOVAs were 
calculated for each muscle, body sway and spine curvature 
at different squatting positions. The outcome measures were 
to evaluate trunk muscle activity, lumbar spine angle and 
body sway for the different squatting conditions. 

RESULTS AND DISCUSSION 
For all muscles significant condition-effects (p<0.02) with 
large effect sizes were observed for squatting down 
(0.55<ηp²<0.74) and up (p<0.03, 0.49<ηp²<0.80) except for 
the rectus abdominis (Table 1). Significant differences 
between stable and unstable squatting were only observed 
for IO and ES during the downward movement. A 

significant stability (stable vs. unstable) × condition (squat 
types) interaction effect was only observed for IO (Table 1). 
Spinal curvature showed significant condition effects at all 
movement positions. COM motion during the downward 
phase showed increased motion in the stable compared to 
unstable underground (p<=.001). 

back squat front squat
overhead 

squat
back squat front squat

overhead 
squat

p-value ηp² p-value ηp² p-value ηp²

IO 11 (8) 12 (7) 18 (13) 13 (11) 13 (1) 22 (16) .03 .36 .01 .61 .04 .46

EO 4 (1) 7 (3) 11 (3) 4 (1) 7 (3) 12 (5) .16 .17 <.001 .83 .44 .15

RA 6 (7) 9 (8) 11 (1) 12 (18) 14 (2) 12 (12) .22 .13 .02 .55 .51 .13

ES 72 (39) 103 (59) 114 (52) 91 (43) 118 (63) 129 (63) .02 .40 .001 .74 .34 .19

IO 11 (8) 12 (8) 13 (7) 10 (7) 10 (7) 14 (8) .94 .00 .03 .49 .10 .37

EO 3 (1) 4 (1) 6 (2) 3 (2) 4 (1) 7 (3) .87 .00 <.001 .80 .66 .08

RA 5 (6) 6 (7) 7 (7) 9 (15) 9 (12) 7 (6) .38 .08 .39 .17 .30 .21

ES 49 (23) 61 (27) 58 (28) 60 (28) 69 (31) 58 (23) .18 .16 .01 .61 .44 .15

168 (5) 163 (8) 167 (6) 167 (4) 163 (7) 166 (6) .35 .09 .03 .56 .51 .14

170 (5) 165 (6) 163 (7) 169 (6) 165 (8) 163 (8) .10 .25 <.001 .82 .40 .19

168 (6) 165 (6) 166 (5) 168 (5) 165 (7) 165 (6) .29 .11 .001 .78 .64 .09

56 (11) 65 (16) 67 (14) 47 (14) 55 (12) 53 (16) .001 .70 .004 .70 .60 .11

58 (16) 61 (16) 73 (15) 49 (17) 50 (19) 48 (14) <.001 .77 .28 .25 .06 .47

Total Sway 
Center of 

Mass in mm

Squat down

Squat up

Mean Spine 
curvature in ° 

start position

turning point

 end position

rANOVA

underground condition
underground x 

condition

stable unstable

sEMG in     
% MVIC

Squat
down

Squat 
up

Table 1: Muscle Activity of IO (internal oblique), EO 
(external oblique), RA (rectus abdominis) and ES (erector 
spinae) during different types of squatting (back, front, 
overhead) and stability (stable, unstable) with lumbar spine 
curvature measured as the angle between segments T12-L2 
and L2-L4 and total motion of center of mass. 

CONCLUSIONS 
Trunk muscle activity is altered by performing different 
types of squatting exercise. However, only IO seemed to 
respond with higher muscle activation under unstable 
standing conditions compared to stable conditions. As squat 
conditions also influences spinal curvature and COM 
motion, the implications for the prescription of squat 
exercises to be performed during athletic training has to be 
considered differentiated with respect to trunk loading and 
trunk muscle activation. 
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INTRODUCTION  
Higher brain centers are heavily involved in processing the 
sensory information available to plan and execute the best 
motor strategy for controlling upright posture [1]. Postural 
control demands attention in healthy young subjects [2] but 
it is known that additional cognitive loading affects balance 
stability [3]. The processing of painful stimuli is also 
cognitively demanding [4], and therefore, disrupts attention 
from other tasks [5]. The effects of pain, cognitive load and 
balance stability is still to be fully understood. The aim of 
this study is to quantify the effects a cognitive (dual) task on 
postural stability during pain. 

METHODS 
Fifteen healthy young adults (8 males, age=27.1±3.4 yrs; 
height=1.72±0.08 m; weight=72.2±10.9 kg) participated in 
the experiment (N-20120077). Pain was induced via 
intramuscular injection (1ml, 6% hypertonic saline solution) 
into the vastus medialis and vastus lateralis muscles 
subsequently (0.9% isotonic saline was used as control). 
Pain intensity was evaluated with a 10-cm visual analogue 
scale (VAS) immediately after each injection and balance 
measurement (0=“no pain”; 10=“maximum pain”). The 
participants stood still barefoot during 1 min on a force plate 
(Good Balance system, Metitur; 50Hz) with the feet placed 
in a tandem position. Center of pressure (COP) was 
recorded before and during each injection, during 2 
cognitive tasks: (i) counting forward by adding one; (ii) 
counting backward by subtracting three. The order of 
injections and cognitive tasks was randomized. 

COP total area (TA) of displacement and the COP velocity 
in anterior-posterior (APvel) and medial-lateral (MLvel) 
directions were extracted. Mean VAS scores were compared 
between conditions (isotonic or hypertonic injections) with 
paired T-tests. The difference between before and during 
both injections conditions for COP parameters where 
compared between cognitive tasks with repeated measures 
ANOVA. Bonferroni post-hoc tests were applied to correct 
for multiple comparisons (p < 0.05). 

RESULTS AND DISCUSSION 
Pain during hypertonic injections was significantly higher 
compared with isotonic injections (4.8±1.7 cm; 0.7±0.8 cm, 
p=0.011). Table 1 shows the results for the COP variables.  

A significant interaction was found between the injection 
type and cognitive task for TA and MLvel.  Post-hoc 
comparisons showed that both TA and MLvel was increased 
during backward counting in comparison to forward 
counting during pain (p<0.05). Both variables were reduced 
during pain in comparison to non-painful conditions when 
subjects were counting forward (p<0.05).  MLvel decreased 
during counting backward in comparison to forward during 
control (non-painful) conditions, but not TA. 

Postural sway during pain was affected by the difficulty of 
the cognitive task performed. When the subjects counted 
backwards (difficult task, requiring more cognitive 
resources), both COP area and velocity in the medial-lateral 
direction increased. This probably indicates that a 
significant amount of resources have shifted from postural 
control to the cognitive task, increasing postural sway. 
Interestingly, the direction where the control is altered by 
the cognitive load is the medial-lateral direction, which is 
prone to changes given the standing position (feet tandem) 
as it reduces the dimensions of the base of support in the 
same direction, making it probably more difficult to control. 

CONCLUSIONS 
These findings indicate that during pain postural sway 
increases during the performance of the more difficult 
cognitive task (counting backwards). Furthermore, 
performing a simple cognitive task during pain improved 
balance compared with control condition.  
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Table 1: Mean (±SD) COP variables subtracted from baseline and ANOVA results (F; p). 
COP Variable Painful injection Control injection F; p 

Counting 
forward 

Counting 
backward 

Counting 
forward 

Counting 
backward 

Interaction 
task x injection 

Injection 
Cognitive-

Task 
Total area (cm²) -92.3±147.1a,b 15.3±54.8b 34.4±77.9a -33.6±139.1 11.495; 0.004* 1.706; 0.213 0.549; 0.471 
Velocity AP (cm/s) -0.60±1.68 1.03±2.43 -0.10±2.06 -0.03±1.67 3.141; 0.098 0.202; 0.660 4.469; 0.053 
Velocity ML (cm/s) -1.94±2.52c,d -0.51±1.87d 1.26±1.62c,e -0.82±2.28e 8.756; 0.010* 7.315; 0.017* 0.550; 0.471 

* Statistically differences detected. a,b,c,d,e Statistically significant difference between conditions.
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INTRODUCTION  

Parkinson's disease (PD) is a progressive neurological 
condition, characterized by a dopamine deficiency causing 
tremor, rigidity, bradykinesia and gait problems mainly 
arising from dopamine deficiency [1]. Gait disturbance is a 
key component of motor disability in PD patients, therefore 
there is a wide literature describing walking abnormalities in 
PD, most often carried on through motion analysis techniques 
[2], despite this, works focused on surface emg (Semg) 
analysis are lacking. Hydrotherapy has been proposed as an 
innovative rehabilitative strategy for the treatment of motor 
symptoms and quality of PD. In particular water buoyancy 
abolishes gravity thus reducing the weight that joints, bones, 
and muscles have to bear; consequently, an underwater (UW) 
training allows early active mobilization and dynamic 
strengthening. This work aims to evaluate improvements in 
muscular activation and joints kinematics in 10 PD patients 
before and after a hydrotherapy program, and compared to 
healthy subjects (Control group=CG). 

METHODS 

20 subjects participated in the study divided in two groups: 
PD patients (mean ± standard deviation (SD) BMI: 28±3, age: 
71±6 years), and CG (mean ± standard deviation (SD) 
BMI:28±3, age: 65.5±7 years). Subjects were asked to walk 
barefoot at their preferred walking speed on the gait 
laboratory of GVDR (Cadoneghe, Padova, Italy). A 
minimum of three walking trials per subject were collected. 
Gait analysis was performed with 8 cameras 
stereophotogrammetric system (300 Hz) synchronized with 2 
force plates (BTS, Italy) and the protocol reported in Volpe 
et al 2016 [3] was applied. The electrical activity of 6 muscles 
for each lower limb were collected by means of a portable 
SEMG system (FREEEMG1000, 1000 Hz, BTS Padova) 
together with the ground reaction forces. Surface EMG 
signals of the following muscles were recorded: Rectus 
Femoris (RF), Tibialis Anterior (TA), Bicipes Femoris (BF) 
and Gastrocnemius Lateralis (GL). Sensors were positioned 
according to Blumenstein [4] after appropriately cleaning and 
preparing the skin. Sensors were 3 cm of diameter and 
positioned 1 cm apart. The right and left muscle activation 
patterns were analyzed and the envelope of the signal 
computed (the peak (POP) and the position of the peak with 
respect to gait cycle (POP%) [5].  

Figure 1: A) Example of superimposed raw signal of GL and 
TA of the same leg side, B) pre-post PD patients underwater 
gait normative bands vs CG, C) results of One Way Anova 
between: PD pre water training and CG, D) results of Paired 
Ttest between PD pre and post water training. *= p < 0.05  

RESULTS AND DISCUSSION 

A significant reduction in Joints kinematics differences was 
observed at all joints in the comparison between PD post and 
CG. sEmg results showed significant improvement in muscle 
activation timing after underwater training. A significant 
earlier activation was detected at all levels in PD patients, 
which was not present after the training period.  

CONCLUSIONS 

Underwater training played an important role in restoring a 
PD patients gait pattern not only in term of joints kinematics 
but also in term of muscles activation timing. These results 
may impact positively on the development of underwater 
gait treatments in PD. 
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INTRODUCTION  
Balance boards of different types are routinely used to 
develop balance, motor coordination skills and core stability 
in young and older persons [1] as well as persons with low 
back pain [2]. Their functions and/or training progress are 
often estimated by the centre of pressure (CoP) movements 
as recorded by a force platform. Although this is a well-
established method the exact experimental procedure still 
widely varies between the authors, especially regarding the 
time lengths of the measuring sequences, ranging from 7s 
[3] to 50 s [2], as well as the length of initial practicing 
trials. 

For the planning of a reliable experimental procedure it was 
thus of great importance to study the learning effects as 
determined from the temporal behavior of CoP movements. 

METHODS 
For our purpose a simple rocker type of a balance board was 
chosen which allowed only one degree of movement. It 
consisted of a sitting platform mounted on two wooden 
rockers that were parallel to each other and parallel to the 
board's length. The rockers were semicircular with the 
radius of 18 cm thus allowing unstable medio-lateral 
movements of the sitting person. Rocker board was placed 
on a force platform which was positioned at the edge of a 
firm support 60 cm above the ground.  

After they were seated on the board the participants were 
asked to put their hands on the thighs and the CoP recording 
was immediately started for one minute. The participants 
were instructed to maintain their balance while sitting. For 
each participant the same procedure was repeated five times 
with standing up and immediately followed by sitting down 
between the trials. 

Fifteen healthy young persons participated in this study, 11 
females and 4 males, aged 20.3 ± 1.9 years, with body mass 
of 70.81 ± 3.9 kg and height 172.6 ± 7.5 cm. They had no 
previous experience with sitting on balance boards. 

Force platform Kistler 9286AA (Winterthur, Switzerland) 
with the corresponding data acquisition software served to 
assess the CoP movement during unstable sitting using 200 
Hz sampling rate. The analyses of the acquired data were 
performed on a Linux server (Fedora 24) with a specially 
developed software [4].  

RESULTS AND DISCUSSION 
All participants managed to complete the sitting sessions 
without touching the supporting surface. The medio-lateral 
CoP path lengths (Figure 1) were analyzed using one-way 
repeated measures ANOVA. The comparison of the five 
consecutive measurements showed that at least two group 

means were statistically significantly different from each 
other (F = 8.36, p < 0.001). Post hoc test identified pairwise 
difference between the first and last three measurements (p 
< 0.1) and no statistical significant difference between the 
last three measurements (p > 0.78). These results indicate 
that persons adjust to sitting on the rocker board within first 
60 to 120 seconds. Once the process of adjustment to a new 
postural experience is completed, the CoP movements 
become comparable (the third to fifth consecutive 
measurements).  

To get additional information about the first two trials they 
were further divided into 20 s intervals. It was found that the 
CoP path lengths of only the last one differed from the 
previous ones (F = 6.44, p = 0.006). These results indicate 
that the first 100 s of rocker board sitting is dominated by 
learning effects and reflect the ability of initial postural 
stabilization while the rest is mainly related to the 
maintenance of sitting balance. 

Figure 1: Average medio-lateral CoP path lengths for five 
consecutive 60 s measurements with standard errors. 

CONCLUSIONS 
At least 60 s, or even better 120 s, practice session of rocker 
board sitting is required prior to attain steady state results. 
Further research is needed to more precisely differentiate 
temporal effects.  
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INTRODUCTION 
Manual mobilization of ankle and foot has been shown to 
influence proprioception [1], one of the important com-
ponents of postural stability. However, there is a limited 
number of research investigating the role of manual 
mobilization techniques of feet and ankles on postural sway 
of elderly persons, and their results are inconclusive. In 
general, increased postural stability was often reported in 
more demanding conditions such as with eyes closed [2,3]. 
Therefore, the purpose of our study was to systematically 
investigate the immediate effect of manual mobilization of 
ankle and foot joints on postural sway of elderly community 
dwelling women in four sensory conditions. Additionally, 
the purpose was to define the sample size for a randomized 
controlled trial (RCT).  

METHODS 
Participants: 20 elderly women participated in the study 
(age 68.3 ± 6.2 years, BMI 26 ± 3.9). 
Procedure: Mobilization of the foot included gliding of big 
toe, metatarsal, tarsal and talocrural joints and lasted for 5 
minutes on each leg. A modified sensory interaction test 
(mSIT) on force platform was used to quantify postural 
sway in four sensory conditions [4]. The sequences of the 
trials were randomized, by using random blocks. The main 
outcome measures were mean velocity and medio-lateral 
sway of the center of pressure (CoP).  Participants stood 60 
seconds on a force platform (Kistler Winterthur, 
Switzerland), on a hard and compliant surface with their 
eyes open and closed.  For the compliant surface a 40 x 60 x 
6 cm Airex® mat was positioned on the force platform.  All 
the analyses of CoP time series were performed with 
specially developed software [5]. The G*Power software [6] 
was used for sample size calculation. 

RESULTS AND DISCUSSION 
A 4 x 2 (sensory condition x pre/post treatment) repeated 
measure ANOVA was calculated comparing the sway 
velocity and medio-lateral sway of CoP.   A significant main 
effect for the sensory condition was found   indicating that 

there is an effect of sensory condition on the postural sway 
velocity and medio-lateral sway (F = 147.17, p < 0.001, and 
F = 138.22, p < 0.002) respectively. A significant main 
effect for the pre and post treatment condition was also 
found (F = 28.69, p < 0.001 and F = 19.84, p < 0.001 
respectively), indicating an effect of treatment on postural 
sway. The interaction, however, was not significant (F = 
1.039, p = 0.378), indicating that the effect of mobilization 
is significant in all test conditions and is not dependent on 
sensory condition. Detailed results are presented in Table 1. 

The calculated sample size for the two postural sway 
variables for the 80 % power is 41 participants in opened 
eyes conditions and 58 participants in closed eyes conditions 
in both groups. 

CONCLUSIONS 
The results indicate that the immediate effect of manual 
mobilization of ankle and foot joints significantly decreased 
postural sway and was more pronounced in more demanding 
conditions, such as standing on a compliant surface. This 
results support the hypothesis that manual mobilization 
influences the joint position sense and thereby enhances 
peripheral mechanisms of postural control. To be able to 
generalize this observation a RCT with at least 58 
participants is needed.  
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Table 1: Average values of mean velocity and medio-lateral sway of CoP in four mSIT sensory conditions before and after 
ankle and foot mobilization.  

Condition Mean velocity 
(cm/s) 

Protected t-test (p) Medio-lateral sway 
(cm)

Protected t-test (p)

Before mobilization 
After mobilization 

HS EO 1.66 ± 0.51
1.46 ± 0.31 

0.03 69.8 ± 24.2 
62.67 ± 12.32 

0.126

Before mobilization 
After mobilization 

HS EC 2.19 ± 0.70
2.04 ± 0.60

0.075 92.73 ± 28.81 
87.40 ± 26.84 

0.250

Before mobilization 
After mobilization 

CS EO 2.74 ± 0.67
2.53 ± 0.61

0.002* 112.61 ± 6.64 
104.34 ± 27.93 

0.018*

Before mobilization 
After mobilization 

CS EC 6.43 ± 1.98
5.74 ± 1.63

0.001* 258.03 ± 79.77 
243.96 ±  70.72 

0.005*

HS hard surface, CS compliant surface, EO eyes open, EC eyes closed 
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INTRODUCTION  
Altering the foot progression angle during the stance phase 
of gait has been shown to reduce knee loading and pain for 
individuals with knee osteoarthritis in laboratory studies 
using motion capture systems [1,2]. To enable widespread 
benefits of gait retraining in practical applications, a 
portable solution is needed to accurately estimate foot 
progression angle outside the laboratory. The purpose of this 
paper is to present a customized smart shoe for estimating 
foot progression angle during walking for normal, toe-in, 
and toe-out gait patterns. 

METHODS 
A. Smart shoe design 
An electronic module was inserted into the sole of a 
standard walking shoe (M18972, LZBU) (Figure1, top) and 
is composed of: microcontroller (STM32, 
STMicroelectronics), 3-axis accelerometer, 3-axis 
gyroscope and 3-axis magnetometer (MPU9150, 
Invensense), microSD card (microSDHC Class4, 
Transcend), 1000 mAh lithium-ion battery, and wireless 
charging receiver (Qi, WPC). The smart shoe charges 
wirelessly, the battery lasts 16 hours between charges, and 
160 hours of continuous data can be stored on an 8GB 
microSD card. A foot progression angle algorithm [3] was 
programmed onto the electronic module to enable 
continuous foot progression angle measurements during 
walking while sampling at 100Hz. 

Figure 1: (top) Customized smart shoe made by inserting an 
electronic module in the sole of a standard walking shoe. 
(bottom) Average foot progression angle estimation from 
the smart shoe and motion capture system for all subjects for 
all walking conditions. Overall average absolute estimation 
error was 1.50±1.07deg. 

B. Experimental validation 
Seven participants (7 male, age 25.3±2.8 years, height 
1.73±0.08m, mass 65.2±10.6kg, foot size 42.3±1.3EUR) 
participated in a treadmill walking trials. Raw sensor data 

from the smart shoe and motion capture data (Vicon, 
Oxford, UK) were both collected simultaneously at 100Hz 
as subjects walked on a treadmill (Bertec, Ohio, USA). 
Reflective markers were placed on the head of the second 
metatarsal and the calcaneous, and the difference between 
the line between these markers and the direction of forward 
progress was defined as the foot progression angle [2]. 
Participants performed three 2-minute walking trials (self-
selected toe-in, normal and self-selected toe-out) in random 
order at a self-selected walking speed. One-way ANOVA 
was used to determine if there was any difference in 
absolute errors of foot progression angle estimation based 
on three different walking conditions (p=0.05). 

RESULTS AND DISCUSSION  
Average foot progression angle estimations from the smart 
shoe closely followed motion capture estimations for all 
subjects under all walking conditions (Figure 1, bottom). 
There were no significant differences in foot progression 
angle accuracy based on study condition (p=0.75). 

Results demonstrated that the smart shoe accurately 
measured foot progression angle as compared to the “gold 
standard” motion capture system for all participants under 
all walking conditions.  One limitation of this study is that 
we only tested healthy participants with normal gait 
patterns, thus the accuracy of the smart shoe for movement 
disorders involving abnormal gaits like foot drag or 
indistinct heel strikes remain unknown. Also, walking trials 
were only performed at subjects’ self-selected speeds, thus it 
is possible that accuracy results could differ for significantly 
slower walking or faster walking and running gaits. More 
research is needed to explore smart shoe accuracy for 
different gait speeds and abnormal gait patterns. 

CONCLUSIONS 
This abstract presents a smart shoe for estimating foot 
progression angle, which could potentially be used for knee 
osteoarthritis or other clinical applications requiring foot 
progression angle assessment in daily life or in clinics 
without specialized motion capture equipment. Future 
versions of the smart shoe could potentially add feedback 
functionality through a wireless connected smart phone or 
embedded vibration devices in the shoe for real-time gait 
retraining to enable individuals to modify their gait outside 
of traditional laboratory settings. 
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INTRODUCTION  
  Children with cerebral palsy often have limited walking 
ability and this is considered a key target of rehabilitation. 
While surgical intervention may improve gait, the extent 
of motor plasticity in children with CP is considered to be 
limited [1]. However, children with CP show the ability to 
adapt and improve hip and knee extension when 
challenged with real-time feedback during walking [2].  
  Virtual reality (VR) presents a promising platform for 
development of engaging and immersive rehabilitation, 
particularly for children, where interactive environments 
can maintain attention over a longer period. The GRAIL 
(Motekforce Link, Amsterdam) consists of an 
instrumented dual-belt treadmill, motion capture and VR 
screen. Gait parameters from biomechanical analysis can 
be calculated in real-time and displayed to the subject in 
VR. With the visualization of real-time feedback on gait 
performance, patients may be challenged to improve a 
range of key parameters such as knee extension, ankle 
power generation and step length.  
The potential for training benefits of feedback are perhaps 
more apparent, however, it may also be a tool for 
advanced gait analysis through testing hypotheses of an 
individual’s gait aetiology. Comfortable walking may 
allow for compensations that mask the gait limitation. By 
challenging specific aspects of gait, with feedback, the 
strategy used to reach the goal may highlight the gait 
limitation. 
  The aim of this research is to further explore the use of 
real-time feedback in children with CP to improve gait 
training and analysis.  

METHODS 
  An real-time feedback game was developed for the 
GRAIL (Motekforce Link, Amsterdam). Gait was 
visualized by an avatar and allowed for feedback on a 
range of gait parameters often affected in CP (Fig. 1). Nine 
children with CP (Age: 10.5±3.3yrs/GMFCS: I-II) were 
included in an ongoing study. Baseline gait (BG) was 
initially measured and used to tailor feedback targets to an 
individual’s ability. Targets were then adapted throughout 
feedback trials to maintain engagement. Three trials were 
then carried out with feedback on a single parameter; knee 
extension (KEFbk), ankle power (APFbk) and a further 
patient specific parameter (step length/pelvis tilt/foot 
progression). 

Fig. 1. GRAIL with VR environment with step length feedback. 
RESULTS AND DISCUSSION 

  With feedback on knee extension, children were able to 
reach clinically important [3] and significant 
improvements in peak knee extension around initial 
contact of 8° (BG:30.0±11.9°, KEFbk:22.0±12.0°, 
p=0.005, Fig. 2) . In response to feedback on ankle power, 
peak ankle power at push off increased significantly by 
54.5% (BG:0.75±0.34 N/m2, APFbk: 1.20±0.64 N/m2, 
p=0.003). With patient specific feedback, improvements 
were found in 5° reduced anterior tilt, step length 
increased 10.8% and a modest improvement of foot 
progression during stance (2.4° reduced out-toeing). 

Fig. 2. Group mean knee flexion/extension during BG 
(blue) compared to KEFbk (red), vertical bars show SD. 
(Shaded: typically developing children ±SD)   

CONCLUSIONS 
  This study demonstrates the potential for real-time 
feedback during treadmill walking to drive clinically 
relevant improvements of a range of key gait parameters in 
children with CP. This short term adaptability suggests 
some motor plasticity may be retained in children with CP. 
Future research should investigate if this improvement can 
persist to over ground walking with a feedback enhanced 
gait training programme. Additionally, patient specific 
compensations that may have clinical diagnostic 
importance were observed during some trials.    
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INTRODUCTION  
Several studies have demonstrated that after anterior 
cruciate ligament (ACL) reconstruction gait deficits persist 
more than 3 years after surgery [1-3]. Reconstructed knee 
showed lower flexion [4] and extension [4,5] moment than 
healthy knee, lower flexion [5], adduction [2,5] and external 
rotation [5] moment than individuals without lesion.  

However, it is unclear if joint moments are affected by gait 
speed differently in ACL reconstruction individuals. The 
purpose of this study was to compare peak joint moments of 
all lower limb joints in two gait speeds between a control 
group and a group of participants who had ACL 
reconstruction more than 4 years ago.  

METHODS 
Twenty-four men between 30 and 45 years old took part in 
the study. Twelve of them had ACL reconstruction between 
four and eight years ago (ACLG) and twelve men did not 
have any lesion in lower limbs (CG). Participants were 
asked to walk on a 10m walkway at two different velocity 
conditions: their preferred walking speed and 30% faster 
than the preferred speed. 

Six infrared cameras (VICON system) captured the motion 
of 16 markers (PlugInGait Model) attached to body 
landmarks with acquisition frequency set at 200 Hz. Two 
force plates (AMTI) recorded the kinetic data at 1000 Hz 
sampling rate. Kinematic and kinetic data were filtered by a 
4th order Butterworth low pass filter, with cut-off frequency 
of 6 Hz. Walking speed was monitored during the data 
collection using two photocells positioned six meters apart 
but also assessed by tracking the average velocity of a hip 
marker.  

Three successful trials (total landing of the foot upon the 
force plate and gait velocity within 5% of target) for each 
condition were used in the analysis. Joint moments were 
calculated with inverse dynamics equations of motion 
(NEXUS 1.8.5, VICON) and were normalized to body 
weight. Two peaks (1st and 2nd half of stance) that 
characterized the maxima of each of the three moment 
components (adduction/abduction, flexion/extension, 
external/internal rotation moments) were analyzed for all 
lower limb joints. 

Descriptive statistics (mean and SD) were produced for all 
peak moment. The data were inspected and tested to ensure 
that the assumptions for data sphericity were not violated. 
One repeated-measures MANOVA procedure was 
conducted for each joint, to determine the effects of the 

independent variables (leg, gait speed and group) on the 
dependent variables (peak moments in all planes for the hip, 
knee and ankle joints). ANOVA tests were performed if the 
MANOVA reached statistical significance (p ≤ 0.05) to 
identify the significant kinetic variables. The α level was set 
a priori at 0.05. 

RESULTS AND DISCUSSION 
The MANOVA was statistically significant for the effect of 
speed for knee (p = 0.023) and hip (p ≤ 0.001). Univariate 
repeated-measures ANOVA tests were performed for speed. 
They revealed that gait speed had a significant effect in the 
ACLG on flexion, extension and abduction in knee (p 
≤0,004), and flexion, extension, adduction, external and 
internal rotation in hip (p ≤ 0.016); in the CG on flexion, 
extension, adduction and external rotation in hip (p ≤ 0.029). 
All variables were greater in fast speed. 

ACLG showed gait patterns different than CG when gait 
speed increased, suggesting different joint compensation. 
Kuenze et al. [3] found exercise-related adaptations in hip 
and knee biomechanics different in individuals with a 
history ACLR when compared with healthy controls despite 
a return to recreational activity, suggesting one potential 
source of elevated knee injury risk and reduced long-term 
knee joint health after ACLR. 

Patients after ACL reconstruction present greater risk of re-
injury, increase of cartilage degeneration, affecting athletic 
activities [6]. Elevated joint moment during tasks can be 
contributor for this evolution [7]. In this study, while CG 
showed difference only in hip, ACLG showed difference in 
knee and hip when speed was increased. This can be a 
possible responsible for the degeneration process. 

CONCLUSIONS 
The ACL reconstruction generates different long-term gait 
patterns when the speed is increased than healthy 
individuals, suggesting protection mechanism. 
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INTRODUCTION  
The measurement of human kinematics is fundamental in 
rehabilitation, training, and injury prevention. Inertial 
Measurement Units (IMUs) are a promising and less 
resource-demanding alternative to stereophotogrammetry 
motion capture systems. However, their use is still limited 
because of the inaccuracies in the estimation of joint angles. 
A possible source of error is the use of simplified 
anatomical models that do not correctly reflect the real 
kinematics of human joints. Also, orientations calculated 
from IMUs are often directly applied to the model segments 
in a direct kinematics fashion [1], which can be susceptible 
to noise and errors in IMU placement and registration. 
Alternatively, inverse kinematics (IK) algorithms use a 
global optimization to estimate joint angles and overcome 
the major limitations of direct kinematics [2]. However, IK 
is commonly used to track the three-dimensional (3D) 
position of markers [2], and its potential in tracking 3D 
orientations from IMUs to estimate human kinematics is 
largely unexplored.  

OpenSim [3] is a popular open-source software for 
biomechanical analysis that permits using realistic 
representations of joint kinematics and personalized 
musculoskeletal anatomy [4]. This study is (1) developing 
an OpenSim plugin to estimate joint angles in the lower 
limbs by solving IK from 3D orientation provided from 
IMUs, and (2) evaluating the proposed method by 
comparing orientation-based and marker-based IK estimates 
of joint angles during gait in the lower limbs. 

METHODS 
A single healthy subject was recruited for this study. Eight 
IMUs (Noraxon, Scottsdale, AZ, US) were placed each on a 
single body segment (thorax, pelvis, thighs, shanks, and 
feet). Reflective markers were placed on the subject’s bony 
landmarks and rigid clusters of 3 markers were attached to 
each IMU. A 12-camera motion capture system (Vicon, 
Oxford, UK) was used to collect marker trajectories through 
Vicon Nexus (v. 2.3), while IMU orientations were acquired 
through Noraxon myoRESEARCH (v. 3.8) software and 
exported as quaternions. Marker and IMU data were 
synchronously collected via a common trigger signal, and 
sampled at 200Hz and 100Hz, respectively. 

The standard OpenSim gait2392 model was scaled to match 
subject’s anthropometry using bony landmark markers from 
a static pose trial. Position and orientation of IMUs were 
registered to the model using the data from the marker 
clusters. IMU orientation-based IK [5] was implemented in 
an OpenSim plugin in which a global optimization 
calculates joint angles minimizing errors between 
experimental IMUs and virtual IMUs placed on OpenSim 
model. 

Hip and knee flexion-extension, and ankle plantar-
dorsiflexion angles were estimated for seven gait cycles 
using both IMU orientation-based and marker-based IK and 
then time normalized to the gait cycle. Root Mean Squared 
Error (RMSE) and coefficient of determination (R2) were 
used to compare the results. Averages and standard 
deviation (SD) were reported in a plot as time-series. 

RESULTS AND DISCUSSION 
Sagittal plane joint angle estimates from IMU orientation-
based and marker-based IK showed good agreement (Figure 
1), with RMSE±SD of 4.34±0.56 deg for hip, 6.18±1.62 deg 
for knee, and 4.29±1.11 deg for ankle; and with R2±SD of 
0.93±0.03 for both hip and knee, and 0.75±0.08 for the 
ankle. Further investigations are required to assess the IMU 
orientation-based IK in other planes of motion and during 
different tasks. Also, more care in avoiding magnetic 
interference during data collection (i.e. force platforms) will 
potentially improve the quality of the results. 

Figure 1: Joint angles: marker-based IK (blue) and IMU 
orientation-based IK (red) averages. Standard deviations are 
shown as shaded bands. 

CONCLUSIONS 
During gait, sagittal plane joint angles estimated via the 
IMU orientation-based IK OpenSim plugin closely matched 
results from marker-based IK. While further validation is 
needed, these results could lead to exciting and innovative 
out-of-the-laboratory applications.  
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INTRODUCTION  
Gait analysis is a widely used clinical tool for quantifying 

human walking ability. Recently, the authors have developed 
a wireless three-dimensional gait analysis system using 
wearable inertial sensors based on quaternion calculations 
(H-Gait, Hokkaido University) [1]. This system proved useful 
in clinical situations where it was capable of quantifying 
differences in various spatio-temporal parameters of normal 
and pathological gait [2]. However, the physiological causes 
for these differences were not fully explored. 
EMG is a popular method for recording the electrical 

activity of skeletal muscles during human motion. Since 
walking motion relies on the selective timing and intensity of 
appropriate muscles of the lower limb at various phases 
within a gait cycle, EMG can be used to associate muscle 
activity to gait parameters. However conventional methods 
using EMG and gait analysis systems were limited to short 
walking distances and few number of EMG electrodes due to 
the usage of camera based motion analysis and wired EMG 
setups. Thus, measurement in everyday environments proved 
difficult. 
As a solution this problem, the current study combined the 

previously mentioned wireless gait analysis system and a 
wireless multi-channel surface EMG telemeter system. The 
objective of this work is to propose a novel system capable of 
simultaneous measurements of gait analysis and EMG to 
associate muscle activity timings and intensity to lower limb 
postures during various phases of a gait cycle.  

METHODS 
Three healthy volunteers were recruited for this study. 

Seven H-Gait sensors were attached to seven lower limb body 
segments (pelvis, both thighs, both shanks and both feet) 
(Figure 1: S1-S7). The EMG telemeter bipolar surface 
electrodes were attached to seven muscles of the lower legs 
(gastrocnemius lateralis (GL), gastrocnemius medialis (GM), 
biceps femoris (BF), semitendinosus (Sem), vastus lateralis 
(VL), vastus medialis (VM) and rectus femoris(RF)), the 
ground(GND) was attached to the patella  (Figure 1).  
The acceleration and angular velocity data of each sensor 

were measured at a sampling rate of 100Hz, while the EMG 
of the seven muscles were measured at 1000Hz during level 
walking. Three-dimensional kinematic parameters of the 
volunteers were obtained from the H-Gait system and heel 
contact timings were used to divide the measurement data 
into gait cycles[1,2]. Synchronization of the H-Gait system and 
EMG telemeter in the time domain was achieved via 
electrical triggers at the start and end of the swing phase. 

RESULTS AND DISCUSSION 
The activity of the seven muscles during a gait cycle of a 

volunteer are shown in Figure 2.  BF and Sem were active at 

the initial stance phase. VL, VM and RF were active at the 
mid-stance phase. GL and GM were active during toe off. 

CONCLUSION 
The results proved that the proposed system was capable of 

associating timing and intensity of clinically relevant muscles 
activity to lower limb postures at various phases within a gait 
cycle. The findings of this study were as follows: BF and Sem 
function to stabilize posture during early stance, while VL, 
VM and RF resist body weight in mid-stance. This method 
has the potential of assessing muscle activity differences to 
pathological gait abnormalities and also evaluate the risk of 
fall during specific gait phases. 

Figure 1: EMG electrode and sensor attachment locations. 

Figure 2: Surface EMG normalized into 1 gait cycle. (a)GL, 
(b)GM, (c)BF, (d)Sem, (e)VL, (f)VM and (g)RF. 
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INTRODUCTION 

Variability always exists during human movement, therefore it is 

difficult to repeat the same movement exactly each time. Such 

variability can be observed not only in the inexperienced movement, 

but also in the reaching movement performed by arms, as well as in 

the locomotion of walking or running performed by the lower limbs. 

Such kind of variability in movement is regarded to be the stability 

of motion. The improvement of stability had a great influence over 

the locomotion of the lower limbs both in daily life and in sport 

activities. Up to now, there has been a large body of literature related 

to spatial stability, but only a few reports have focused on time 

stability in the lower limbs during dynamic tasks. The purpose of 

this study is to evaluate the time stability and spatial stability of the 

lower limbs during steeping motions, and the influences on these 

two stabilities were analyzed and compared by groups of sex, age 

as well as muscle strength. 

METHODS 

The motion stability test was conducted by examining 82 subjects 

ranging from teenagers to the elderly, both male and female. In 

order to evaluate the influence on motion stability by the process of 

aging, a wide range of age groups of subjects was assessed. The test 

was conducted in stepping motion in place with the highest speed 

for 15 seconds. Since the elderly were included in the test subjects, 

instead of fast running, a safer way of stepping motion was used. 

Each subject was videotaped with a video camera operating at 60Hz 

set about 10m in front. The stability of time and the stability of space 

were evaluated by the change of coefficient of variation of the knee 

joint during the stepping motion. The time coefficient of variations 

(TCV) was calculated on the ratio of the standard deviation to the 

mean time of the knee joint reached at each step. The TCV was 

compared with the DCV (The distance coefficient of variations) that 

reported by Tang et al. 

RESULTS AND DISCUSSION 

Compared with youth and middle-aged groups, the TCV appeared 

bigger in teenager and the elderly groups for both male and female. 

On the other hand, no significant differences could be observed in 

all male and female in all age groups. The results also indicated that 

significant differences of TCV could be not be observed relating to 

muscle strength both in males and female. The  means  

of  TCV of male group appeared bigger in significance difference 

in female groups , which proved that sexual differences exist 

between male and female groups. 

Figure 1:  Corporation of the TCV and DCV 

From Figure 1, the value of DCV was bigger than the TCV. For the 

teenager group, its value appears to be three times bigger than the 

middle-aged group, and about four times bigger than the elderly 

group. Furthermore, significant differences were recognized in all 

age groups. 

This study proved that changes of muscle strength have no 

influences on the time stability, and the superiority of time stability 

is obvious in high-speed motion. From the results, among all the 

different age groups both for male and female, no any significant 

differences could be observed in time stability, it means, the time 

stability kept unchanged in spite of different ages and sexes. In 

contrast according to Tang el al［１］ report, the spatial stability 

declined together with the decline of the body functions due to aging. 

There have also been a lot of studies about the big influences in body 

movement of muscular strength. Consequently, the study suggested 

that in order to prevent the loss of body balance in movements, the 

human body system prefers to keep time stability than to keep 

spatial stability which appears to be less important in keeping body 

balance.  

CONCLUSION 

The study result showed that the muscle strength and body decline 

due to aging have little influence on the time element. That is to say 

the time element kept to be more consistent than spatial element in 

movement. Such phenomenon of spatial stability and time stability 

can be regarded as one of the important basic characteristics of 

human physical movement. 
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INTRODUCTION  
In track and field, ‘middle-distance’ events include races 
that cover between 800m and 3000m. Despite established 
research on long-distance runners (>10km) and male-only 
athletes [1-3], there is a dearth of knowledge related to the 
running technique of female middle-distance runners.  Even 
fewer studies have investigated how specific kinematics and 
kinetics interact with economy and performance among this 
cohort. To improve current training programs among 
middle-distance runners there is a need to enhance our 
understanding of the biomechanical factors associated with 
superior performance. For developing athletes, the 
identification of representative or efficient movement 
patterns could be used to guide technique training. At a 
more competitive level, identifying differences in running 
mechanics among varying levels of runners may provide an 
opportunity for additional performance improvements once 
the rate of physiological adaptations begin to plateau. 
Therefore, this study aimed to identify movement patterns 
most related to performance and economy among trained 
female middle-distance runners. 

METHODS 
Nine female middle-distance runners participated in this 
study (age: 21 + 3 years, body mass: 53.3 + 4.1 kg, height: 
167 + 0.03 cm). Biomechanical data were collected using a 
VICON motion analysis system (Oxford Metrics Ltd, 
Oxford, UK) and in-ground Kistler force plates (Kistler, 
Winterthur, Switzerland). Athletes completed trials at a 
representative race pace (6.84 + 0.65 m·s-1) and speed 
effects were controlled for. This data was then compared in 
relation to athletes 1500m race time (4:23.31 + 9.65 min), as 
well as their running economy. Running economy was 
determined by measuring submaximal VO2submax at 
16km/h, using a customized, indirect calorimetric system 
and motorized treadmill. Sixty-four kinematic and kinetic 
variables occurring in the sagittal plane were included in the 
analysis. A paired-samples t-test (p > 0.05) was used to 
establish gait symmetry; and the right side was used for 
further analysis. A Partial Least Squares Regression was 
used to reduce data down to a subset of variables with the 
best predictive power for race time or running economy. 
Variable subsets were analyzed using multiple regression to 
determine the strength and predictive power of each model. 

RESULTS AND DISCUSSION 
The results of this study showed that running economy 
measured at 16km/h on a treadmill cannot predict 1500m 
race performance among our sample of trained female 
middle-distance runners (R2 < 0.00, p = 0.97). 
Consequently, no biomechanical variables could mutually 
predict both 1500m performance and running economy. 
This unexpected finding may be a negative outcome of 
using running economy to measure middle-distance runners’ 

overall efficiency, since middle-distance runners depend on 
unique contributions from the aerobic and anaerobic energy 
systems during racing [3]. Alternatively, athletes may not 
have run a race time that was a true indication of their 
physiological capacity in a time frame close enough to the 
physiology testing session. Consequently, their running 
economy was associated with a slower race time. 

Similarly, no individual variable or linear combination of 
variables could account for the variation in female 
performance when significance was set at p < 0.05. In 
contrast, a range of individual variables demonstrated 
significant relationships with running economy. More 
economical runners demonstrated a larger plantarflexion 
ankle angle during stance (R2 = 0.51, p = 0.07) suggesting 
that efficient athletes tend to run with more of a forefoot 
strike than a neutral foot strike. This is in agreeance with 
past research [4], and may improve efficiency by facilitating 
the ankle joints ability to absorb, store and return elastic 
energy. Economical runners also had a slower flexion 
velocity of the hip during swing (R2 = 0.67, p = 0.03) and 
flexed their knee less during swing (R2 = 0.75, p = 0.01). 
This may suggest that these runners minimize unnecessary 
concentric movements in the sagittal plane following toe-
off, thus lowering the energy required to bring the leg 
forward in preparation for ground contact. Finally, more 
economical runners also had a smaller total range of thorax 
motion (R2 = 0.65, p = 0.03), which is in contrast with past 
research [1]. It appears that reducing excessive movements 
in the sagittal plane may play a role in reducing the energy 
demand during running. 

A range of nonsignificant trends were also identified in this 
study, which may be the consequence of our small sample 
size. Future research is needed to investigate these trends 
and their potential impact.  

CONCLUSIONS 
The results of this study provide the first substantial 
evidence for the relationship between running mechanics 
and economy among female middle-distance runners. Future 
research should aim to address the limitations in this studies 
design to determine if nonsignificant trends represent a 
legitimate relationship with female performance and/or 
economy.  
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INTRODUCTION  
The gait rhythm is generated by the function of the central 
nervous system and is included the fractal fluctuations. Age-
related changes in fractal fluctuations in stride time interval 
will cause instable gait. Since the gait stability is established 
by mutual cooperation between the musculoskeletal and the 
central nerve function, these two factors need to be evaluated 
together.  

The purpose of this study was to examine the relationship 
between the fractal fluctuations of stride interval and both 
quantity and quality of the quadriceps muscle. 

METHODS 
The subjects were 18 healthy older women with regular 
exercise habits (Mean age 72.5 ± 5.6 years) (Table 1). 
Subjects were instructed to walk continuously on level 
ground at their self-determined usual pace for 4 min. Foot 
switches were taped beneath both shoes to measure the stride 
interval. The data from sensors was recorded at 1000 Hz on a 
data logger fixed on the waist with a belt. To evaluate the gait 
rhythm, the fractal fluctuations was evaluated using the 
scaling index (α) as calculated with detrended fluctuation 
analysis method for stride time interval. The α value closer to 
0.5 represents a complete randomness (white noise) of the 
gait rhythm. Long-range correlation is presented when α 
value is between 0.5 and 1.0 [1]. To minimize any start-up 
effects, we removed the first 10-stride of all subject's time 
series. 

Transverse images of the anterior compartment of the right 
thigh were obtained with a B-mode ultrasound imaging 
device. An electric caliper was used to evaluate the muscle 
thickness (MT) of the anterior compartment of the thigh on 
the resultant transverse ultrasound images. MT was defined 
as the sum of the thickness of the rectus femoris muscle and 
the vastus intermedius muscle. Echo intensity (EI), defined as 
the mean pixel intensity in the muscle, of the rectus femoris 
muscle was assessed from the ultrasound images. The value 
for EI was determined by gray scale analysis using the 
standard histogram function. Higher EI values are considered 
to reflect higher proportions of non-contractile elements (e.g., 
fat and connective tissue) in the muscle [2]. 

Table 1: Summary of the results. 

RESULTS AND DISCUSSION 
The scaling index (α) of stride time interval during gait 
widely ranged from 0.07 to 1.29, indicating that individual 
variability of α is large for older adults. The relationships 
between α and MT, and EI across all subjects were shown in 
Figure 1. There was no significant correlation between α and 
MT (p>0.05, left panel), whereas a significant negative 
correlation was found between α and EI (r=-0.618, p<0.01, 
right panel). The finding that fractal fluctuations during gait 
were not correlated with MT suggests that muscle quantity 
does not contribute to gait rhythm in older adults. However, 
the finding that fractal fluctuations during gait were 
negatively correlated with EI, which is a measure of muscle 
quality, suggests that high quality muscle contributes to a 
stable gait in older adults. Thus, interventions aimed at 
improving muscle composition may assist in maintaining gait 
stability in older persons. 

Figure 1: Relationship between α and MT (left), EI (right) in 
older adults. 

CONCLUSIONS 
In conclusion, fractal fluctuations in gait were not correlated 
with MT but with EI of the quadriceps muscle in older adults. 
These findings suggest that gait stability for older adults is 
related not to muscle quantity but to muscle quality. 
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N=18
Mean ± SD

  Height (cm) 151.5 ± 6.6 134.5 - 163.5
  Weight (kg) 53.9 ± 7.8 38.5 - 67.0
  BMI 23.5 ± 3.0 18.6 - 30.6
  Muscle thickness (cm) 4.41 ± 0.36 3.82 - 5.09
  Echo intensity 25.95 ± 4.48 17.73 - 33.0
  Stride time (msec) 970.1 ± 59.3 884.9 - 1126.6
  Fractal index (α) 0.66 ± 0.34 0.07 - 1.29

Range

r=-0.618
p=0.006

r=0.148 
p=0.559
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INTRODUCTION  
Control of standing requires feedback from a variety of 
sources including the visual, vestibular and proprioceptive 
systems. To control balance, sensory information is 
dynamically weighted and interpreted against an internal 
upright reference [1]. Ageing is associated with diminished 
somatosensory functioning and elderly take longer to adapt in 
changing sensory conditions [2]. Both would affect balance 
control and increase falls risk. 

Vibration of postural muscles is a potent stimulus 
(perturbation) of proprioception, resulting in an illusion of 
muscle lengthening [3], and posture is adapted to counteract 
illusory movement depending on the weight assigned to 
proprioception [4]. In an optimally functioning system the 
unreliable postural information from proprioception during 
and after vibration (post vibration effects) would lead to 
reduced weighting of distorted proprioceptive input to 
maintain balance.  

We hypothesized that elderly may have two changes in 
proprioceptive function; reduced sensitivity and reduced 
capacity for reweighting. In comparison to young individuals, 
this would present as both lesser response to vibration to the 
ankle or lumbar muscles, and poorer quality of balance 
control during the period after vibration in elderly 
individuals. We further hypothesized that these differences 
between elderly and young would be emphasized more in 
individuals who go on to fall than those who do not 

METHODS 
Twenty-one young (21(2) years), and 106 elderly (78(16) 
years) people volunteered to participate. Elderly were 
followed for 1 year to assess falls incidence. Forty-four 
elderly reported 1 or more falls (fallers), and 62 reported no 
falls (non-fallers). Analysis was focused on AP movement.  

Participants stood barefoot, blindfolded on a force plate for 
135s. Vibrators (60Hz, 1mm) attached to triceps surae or 
lumbar erector spinae were activated twice for 15s, after 15s 
and 75s (45s for recovery). Center of pressure (CoP) 
excursion was assessed at baseline (15s) and during vibration 
(15s). A 1-s sliding window (15s) was used post vibration to 
assess recovery.  

Recurrence Quantification analysis (RQA [6]) assessed the 
deterministic (DET) and laminar (LAM) structure of CoP. 
Higher laminarity relates to balance states that do not change, 
or change little over time. Entropic half-life [6] assessed 
temporal correlations of CoP in each 15-s window. 
Differences between groups were assessed using wavelet 
based one-way ANOVA. Relative proprioceptive weighting 

was expressed as amount of CoP displacement during 
vibration (compared to baseline) relative to the summed CoP 
displacement during ankle and lumbar vibrations. 

RESULTS AND DISCUSSION 
At baseline (first 15-s before vibration), compared to the 
elderly, the CoP of the young was more deterministic and 
laminar, and Entropic half-life was ~0.04s longer (more 
temporal correlation). Fallers and non-fallers were not 
significantly different at baseline. 
CoP displacement due to ankle vibration was not different 
between groups. CoP in elderly moved less during lumbar 
vibration than young, i.e. young weighted lumbar 
proprioception more than elderly. Relative proprioceptive 
weighting between ankle and lumbar regions was not 
different between fallers and non-fallers (P>0.05). 

Most differences between fallers and non-fallers were 
observed after the 2nd ankle vibration and after the 1st lumbar 
vibration; fallers exhibited lower DET (for 11 and 7 15-s 
windows after ankle and lumbar vibration, respectively) and 
lower LAM (for 7 and 9 15-s windows after ankle and lumbar 
vibration, respectively) than non-fallers. Young exhibited 
significantly higher DET and LAM, and significantly lower 
entropic half-life than elderly during these time windows. 
Taking the lower temporal correlations in consideration in 
elderly compared to young, lower DET could be interpreted 
as more disorderly balance control in elderly than young. 

CONCLUSIONS 
Fallers and non-fallers displaced CoP similarly with both 
ankle and lumbar vibrations suggesting that peripheral 
proprioceptive function was not different between these 
groups. Post vibration differences suggest that the 
reweighting of proprioceptive information was affected in 
elderly. In elderly compared to young, control was more 
random (lower DET), and observed lower LAM might be 
interpreted as balance control with a degraded sense of 
internal upright reference or lesser control about this internal 
reference. These differences between young an old are more 
emphasized in fallers than non-fallers post vibration.  
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INTRODUCTION  
Gait variability has been used to evaluate the ability to 
optimally control gait from one stride to the next [1]. Many 
studies tested gait variability under different conditions, such 
as different walk speeds or age groups [2], or to evaluate the 
impacts of impairments or diseases in human gait [3].  

The aim of this study was to develop a new method focused 
on evaluating gait cycle variability using Hilbert Transform’s 
property of easily creating a bi-dimensional space from a 
single time series. 

METHODS 
The proposed method was validated by comparing its results 
with a control method, by using a data set of a previous study 
concerning gait on inclined surfaces. The control method 
used was the one presented by Dingwell et al. [4]. This data 
set comprised 49 healthy young subjects (26 males and 24 
females, 24.5±5.5 years old, 68.1±10.8 kg, 1.70±0.08 m). 
Reflective markers were attached to the heels, and spinous 
process of the first thoraric vertebrae (T1) of all subjects. The 
reflective markers were used for movement registration with 
a 3D motion capture system using ten infrared cameras 
operating at 100 Hz (Vicon Nexus, Oxford Metrics, Oxford, 
UK). 

Subjects walked on a level and inclined treadmill at their 
preferred walking speed. Then, the subjects performed seven 
trials of 4 min in -10%, -8%, -6% (walking down), 0% 
(horizontal), 6%, 8% and 10% (walking up) treadmill 
inclinations. Subjects rested 2 min between trials. 

Before data analysis, kinematic data were low-pass filtered 
with a fourth order, zero-lag Butterworth filter with a cut-off 
frequency of 6 Hz. The initial and final strides were discarded 
in order to select the middle 150 strides of each trial. The right 
leg heel-strikes, which were detected as the zero-cross of its 
heel markers velocity determined the gait cycles. 

In order to remove the drift of the signal, the medial-lateral 
(ML), anterior-posterior (AP) and vertical (V) T1 marker 
velocity was calculated using the three points method from 
the T1 marker position data. Then, the Hilbert Transform [5] 
is calculated for each T1 direction velocity series. A plot of 
this transformed signal in a real vs imaginary axis forms a 
circular shape that represents each stride.  

The center coordinates of each one of these circular shapes 
were estimated as the mean of each cycle’s real and imaginary 
parts. In addition, the center coordinate of the mean stride 
cycle was estimated as the mean of the  real and imaginary 
components of the time series. Finally, the Euclidian distance 
of each stride’s center coordinate to the mean stride cycle’s 

center coordinate was calculated. This result shows the 
dispersion of each cycle in relation to a mean cycle along the 
trial. The mean distance along the 150 cycles was then used 
to evaluate gait variability. 

RESULTS AND DISCUSSION 
Results were normalized to better comparison of both 
methods in a single plot. As seen in Figure 1, the proposed 
method showed very similar results to the control one. The 
same “V” pattern found in the inclined surface data set is 
observed using both the proposed and control method. 

Figure 1: Comparison of gait variability on inclined surfaces, 
obtained using the proposed method (blue-squares) and 
control method (red-circles) [4]. 

CONCLUSIONS 
Although both methods showed similar results, it is important 
to notice each one have its own focus. While the proposed 
method focus on analyzing variability of each gait cycle, the 
control method focus on the variability within gait cycles. 
The proposed method, however, showed smaller standard 
deviation and it is a good alternative to evaluate gait 
variability. 
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INTRODUCTION  
The structural and temporal characteristics of center of 
pressure (COP) sway data are often visually apparent, but 
not captured by conventional measures such as the area of 
confidence ellipse or average amplitude of the signal. COP 
sway can show a scale invariant structure so that the 
structure repeats itself on subintervals of the signal [1]. The 
scale invariant structures of physiological phenomena like 
inter-spike-interval of neurons [2], inter-stride-interval of 
human walking [3] and inter-beats of the human heart [4] 
have been previously and successfully assessed in order to 
differentiate healthy from pathological conditions. In this 
study, we computed multifractal detrended fluctuation 
analysis (MDFA) and multiscale entropy (MSE) as 
measures of nonlinear variability of COP sway to test the 
postural control in response to disturbance during bipedal 
standing of healthy young individuals. 

METHODS 
Thirty healthy and active young individuals (23.0±4.7 years 
old, 67.4±16.1 kg, 1.71±0.10 m) gave written consent to 
participate in this study. The participants stood on an AMTI 
force plate operating at 100 Hz and were exposed to an 
external disturbance induced by a pendulum. A load (3% of 
body weight) was attached to the extremity of the pendulum 
[5]. The participants were required to receive the pendulum 
impact, applied in anterior-posterior direction, with their 
upper limbs extended at the shoulder level. COP sway was 
acquired during 120 s before and 120 s after the disturbance. 
The participants performed three trials. Fractal dimension 
was estimated by using MDFA; regularity of COP sway was 
tested using MSE. For MDFA calculation, we have used 
intervals ranging from 12 to data length/4 data points and 7 
time scales [6]. For MSE (12 time scales), we used an 
adapted practical solution [7] for the determination of the 
suitable parameters. We found r=0.2*data standard 
deviation, m=3, and =12. The data were analyzed in four 
60-s time intervals before and after the disturbance: 1 to 60 
s, 21 to 80 s, 41 to 100 s and 61 to 120 s. A customized 
MatLab code was written to calculate the variables. 
Significant differences between before-after disturbance 
conditions and among the four 60-s time intervals were 
analyzed by repeated measures ANOVA, with p<0.05. 

RESULTS AND DISCUSSION 
MDFA was significantly larger (Fig. 1A) and MSE 
significantly smaller (Fig. 1B) after than before disturbance, 
i.e. COP sway is less random and more regular after than 
before disturbance. MDFA was significantly different 
among time intervals (p=0.003), with significant interaction 
effect between before/after disturbance and time intervals. 
Pairwise comparisons revealed that MDFA after disturbance 
was significantly larger during 21 to 80 s, 41 to 100 s and 61 
to 120 s time intervals compared to the remaining ones 
(p=0.003). 

The results suggest that after disturbance there is an active 
effort to stabilize the body, leading to a less random and 
more regular and long-range correlated COP sway. 

Figure 1: (A) MDFA curve. (B) MSE curve. Blue: before, 
Red: after disturbance. : 1 to 60s, �: 21 to 80s, : 41 to 
100s, and : 61 to 120s time intervals. 

CONCLUSIONS 
The disturbance appears to lead to a more active and long-
range correlated control of upright posture that lasts 2 min 
after disturbance. 
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INTRODUCTION  
Speed walking, which is the walking with a speed at the 
upper end of the individual range, is a popular fitness 
exercise in many cities in China. However, most participants 
only concern about the gait speed but receive little attention 
on knee joint loading, which may result in higher risk of 
knee joint injuries. The researchers [1,2] have found that 
when walking at fast gait speed, the walking kinematics and 
kinetic would be changed. In brief, higher gait speed was 
associated with  larger step length, knee flexion angle, and 
peak plantar pressure, but smaller ankle angle and shorter 
stance and total contact times. 

Nevertheless, TF is the resultant knee force (KF) exerted on 
the knee, it is believed that three-dimension KF information 
can provide additional information for better estimation of 
knee joint loadings during walking of different speeds.  

METHODS 
Fifteen young healthy male participants (mean age 24.6 ± 
1.19 years; height 1.76 ± 0.02 m; 68.3 ± 1.72 kg) and fifteen 
female participants (mean age 24.8 ± 1.13 years; height 1.64 
± 0.02 m; 54.0 ± 1.92 kg) were recruited to perform five 
successful barefoot walking trials in different speeds 
(normal 1.1 m/s, medium 1.4 m/s, and fast 1.7 m/s). Ground 
reaction forces were recorded at 1,000 Hz using force plate 
(AMTI, Watertown, MA, USA), Synchronized motion data 
were captured at 250 Hz using Codamotion infrared 
capturing system. All the GRF and lower limb kinematics 
information were input to determine 3 dimensional knee 
joint forces using the AnyBody musculoskeletal model 
(AnyBody Modelling System v.6.0.3, Anybody Technology 
A/S, Aalborg, Denmark) in all speed conditions. 

In order to minimize the body mass effect, we normalized 
all KF with body mass. All statistical analyses were 
performed with SPSS 19.0 (SPSS, Chicago, IL, USA). We 
performed one-way repeated measures ANOVA to assess 
the speed effect on each of the KF components. All data 
were presented as mean ± SD and Significant level was set 
at P = 0.05.  

RESULTS AND DISCUSSION 

Table1 showed that participants walking at fast speed 
experienced higher both proximo-distal and anterior-
posterior KFs during early heel contact phase compared to 
the normal and medium speed conditions (P < 0.01). 
However, medial-lateral KF was not different among speed 
conditions (P > 0.05).During fast walking, the proximo-
distal and anterior-posterior KF were more than 3 and 1 BW 
in the present study, which is in line with Derek and Haight 

[2] study, which had obese and non-obese participants 
walking at fast speed (1.75 m/s) and at slow speed uphill 
(0.75 m/s, 6°) and results in peak TF with 3.12 BW.  

Table1.  The peak knee contact forces in different walking 
speeds 

Force 
Normal 
(1.1 m/s) 

Medium 
(1.4 m/s) 

Fast 
(1.7 m/s)

Proximo-distal 
KF(N/BW ) 

2.12±0.51  2.56±0.48
△△

 3.49±0.53** 

Anterior-
posterior 
KF(N/BW) 

0.70±0.15  0.81±0.17
△△

  1.23±0.26** 

Medial-lateral 
KF(N/BW) 

0.43±0.09  0.45±0.12 0.45±0.10 

In addition, the present findings showed the maximum knee 
contact force had two obvious peaks, which supported the 
findings measured using embedded sensors [3, 4]. With the 
increase of walking speed, the KF become larger and time 
for reaction become shorter, which is challenge for skeletal 
muscle system to react and attenuate impact forces. From 
this perspective, the participants might expose to higher risk 
of knee joint. If one 70 kg-person walks at the high pace for 
an hour every day, the distance is equivalent to 8000 steps 
and his knee joint would sustain more than 2,000 N per a 
step (or 1,600 tons/hour). 

CONCLUSIONS 
Fast walking characterizes as longer step length, faster step 
frequency, and shorter stance time. With the increase of gait 
speed, both proximo-distal and anterior-posterior GRFs 
were increased significantly, which suggests that the 
stability is more demanding and therefore require stronger 
muscle forces. Although fast walking is encouraged for 
building up fitness, the potential risk of knee cartilage and 
ligament injuries associated with increased knee contact 
forces should require further attention. 
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INTRODUCTION  
Skin marker-based stereophotogrammetry has been widely 
employed in dogs for the quantitative assessment of 
orthopedic abnormalities and treatment outcomes. 
However, soft tissue artifacts (STA) as a result of the 
movement of the skin surface relative to the underlying 
bones have been a major source of error [1].  While the STA 
of the human lower limbs have been well quantified and 
shown to affect the outcome of motion analysis [2], the STA 
in dogs were typically neglected in most skin marker-based 
studies.  Only a limited number of studies reported that STA 
does exist and should be taken into account in canine 
kinematics analysis [1, 3].  Therefore, it is essential to 
quantify the STA and their influence on estimating joint 
kinematics in dogs for clinical applications. 

The objective of this study was to assess in vivo the 3-D 
displacements of skin markers attached on the anterior-
lateral aspect of the thigh and shank of dogs with respect to 
the underlying bones during passive stifle movement.   

METHODS 
Nine healthy, adult, mixed breed dogs (body weight: 
22.7±3.2 kg; age: 55.9±24.1 month) were recruited in the 
study.  An 6-camera infrared motion capture system (Bonita 
10, VICON, UK) was used to measure the skin marker 
coordinates.  A C-arm fluoroscopy (Arcadis Avantic, 
Siemens, Germany) was used to acquire simultaneously the 
x-ray images of the stifle motion.  Dog subjects also 
underwent CT scan to collect volumetric images of the right 
hind limb.   

All subjects were anesthetized with inhalant anesthetics and 
their stifle joints were passively extended from fully flexion 
position during data acquisition.  Nineteen infrared retro-
reflective markers were attached to the thigh and shank and 
were captured using the motion capture system.  A model-
based tracking technique was employed to determine the 
STA-free 3-D poses of the femur and tibia by registering the 
CT model to the fluoroscopic images [4].  The position 
vectors of each marker relative to the underlying bone 
coordinate system, pi, during the entire motion task were 
derived.  For each subject, root-mean-squared amplitude 
(rmsd) and peak-to-peak amplitude (ppd) of pi across all x-
ray image frames were computed. 

RESULTS AND DISCUSSION 
Considerable movements of the skin markers with respect to 
underlying bone segments were observed.  The lateral thigh 
markers were displaced mainly along the anterior-posterior 
(AP) axis of the femur while the anterior thigh markers 
moved along proximal-distal (PD) direction (Fig. 1).  On 
average, the anterior thigh markers showed rmsd less than 
9.4±2.1 mm and ppd less than 29.1±6.3 mm.  The lateral 

thigh markers showed smaller errors in comparison to 
anterior markers.  The primary STA of the shank appeared 
on the lateral side (Fig. 1), which gave a rmsd and a ppd less 
than 7.9±3.1 mm and 23.9±10.2 mm, respectively.  In 
general, the displacement amplitudes of thigh markers were 
greater than those of the shank markers.  The anterior thigh 
and lateral shank were possibly the areas with largest STA 
in dogs, which were different from the STA distribution in 
the human lower limb.   

Figure 1: Distribution of the soft tissue artifacts of the thigh 
and shank of a canine subject during isolated stifle motion. 

CONCLUSIONS 
The study documented for the first in the literature the 3D 
displacements of skin markers with respect to the femur and 
tibia by means of a model-based tracking method using 
fluoroscopy. The findings demonstrated that the skin 
markers on the anterior thigh and lateral shank were both 
subject to significant STA.  The area with large skin-bone 
displacements may not serve as ideal selections for marker 
placement.  The current results will be helpful for better 
determination of marker positions used for kinematic 
models and for the development of STA-compensation 
models in canine gait analysis.  
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INTRODUCTION  
Osteoarthritis (OA) is one of the most common 

musculoskeletal disorders. Mechanical stress has been 
closely linked to the onset and progression of knee OA. The 
varus moment is measured using three-dimensional motion 
analysis as a measure of mechanical stress. Changes in 
varus moment with respect to the progression of the knee 
OA have been reported. However, there is no report on the 
change of varus moment in individuals without OA and how 
this relates to development of knee OA. This study aimed to 
provide standardized data of the varus moment of young 
healthy individuals to provide a foundation for a 
longitudinal study. We report that we have found a 
characteristic knee varus moment waveform that appears to 
differ from that expected in individuals without knee OA.. 

METHODS 
We recruited six young healthy subjects from Kio 

University for this study. The mean and standard deviation 
(SD) of age, weight, and height were 21.8±0.8 years, 
64.2±14.1kg, 1.70±0.06m, respectively.  
Participants gave their written consent to participate in this 

study, which was approved by institutional ethics 
committees. The task was to walk 10 meters at optimal 
speed, for six repetitions. The ground reaction force and the 
varus moment applied to the right knee joint were measured 
using a three-dimensional motion analysis system (VICON, 
Oxford Metrics, Oxford, UK) and and AMTI force plate 
system (AMTI, Inc, Nerton, MA). All data was taken into 
MATLAB R2010a (Mathworks Inc.; MA, USA) using a 
program developed by the Department of Applied Physics, 
University of Eastern Finland and analyzed. 

RESULTS AND DISCUSSION 
The ground reaction forces of all six people were similar. 

The internal knee joint moment showed similar waveforms 
by 4 persons, and 2 persons showed different waveforms. 
The ground reaction forces of all six participants showed the 
same tendency, but the varus moment of two of the six 
people appeared immediately after the heel contact and 
changed in the valgus direction during the midstance phase. 
This indicates that the knee joint moves once in the varus 
direction due to the impact of the heel contact, but then the 
knee joint is moving largely in the opposite direction. This 
indicates that the knee joint dynamics is different from 
normal during the midstance phase to the late stance phase. 
As Iijima et al (2015) reported that the thrust of the knee 
joint is related to pain, such features may lead to the 
identification of the cause of knee OA onset. In the future, it 
is necessary to increase the number of subjects to 
standardize knee joint dynamics and investigate in detail the 
whether this pattern of knee joint dynamics leads to onset of 

knee OA, and what kind of person's characteristics will 
change. 

Figure 1: Typical ground reaction force and varus moment 
of young healthy subject 

Figure 2: Ground reaction force and varus moment different 
from typical examples of young healthy subject 

CONCLUSIONS 
In this study, we found that some people move the knee 

joint largely in the valgus direction in the midstance phase 
to the late stance phase of gait. Paying attention not only to 
the knee joint dynamics at the initial stance of gait, but also 
to it after the midstance phase may lead indenfitication of 
features that could be related to development of knee OA. 
This may be useful for future development of prevention 
strategies. 
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INTRODUCTION  
Flatfoot, as a typical consequence of foot deformity, 
presented an increased incidence rate in obese children. 
Although flatfoot has presented a very high incidence rate in 
obese children, previous studies which investigated the foot 
biomechanics and foot structure of obese children rarely 
calculated the footprint parameters to define flat arch, 
lowered arch, intermediary arch and normal arch foot types 
as a screening criterion of subjects. 

The purpose of this study was to determine whether it is 
essential to define lower arch foot type as a subject screening 
criterion to control the variable factor of experimental group 
in the foot biomechanics research of obese children by 
comparing the dynamic plantar pressure distribution, gait 
cycle and center of pressure of obese children with flatfoot to 
obese children with normal arch foot and normal-weighted 
children with flatfoot respectively. 

METHODS 
All the subjects participated in the study were selected from 
a foot morphology database of 551 Chinese children (280 
boys and 271 girls) .Foot types of subjects were classified by 
Foot Angle (FA) and Chippaux-Smirak Index (CSI) using 
Bauerfeind® footprint plate. 

Totally 21 obese children with flatfoot (OF group) (12 boys 
and 9 girls) and the matched control groups named obese 
children with normal arch foot (ON group) and normal-
weighted children with flatfoot (NF group) were selected 
from the database. Data of pressure parameters and its relative 
gait data, including peak pressure, load rate, force-time 
integral, pressure-time integral, relative impulse, relative 
area, center of pressure (COP) and gait cycle, of all subjects 
were recorded by Footscan® plate system. All subjects 
walked across the plate barefoot to collect the data.  

Statistical analysis was conducted by SPSS17.0. The level of 
α = 0.05 (p value ≤ 0.05) was perceived as significant for 
statistical analyses. 

RESULTS AND DISCUSSION 
The results of plantar pressure distribution demonstrated that 
obesity resulted in increased peak pressures, load rates, force-
time integrals and pressure-time integrals beneath 1st-5th 
metatarsal, midfoot, medial heel and lateral heel regions, 
while flatfoot resulted in decreased foot loading pattern 
beneath 4th metatarsal and 5th metatarsal regions. The relative 
area of OF group beneath midfoot region (AI) was 
significantly larger than that of ON group (p＜0.001). COP 

trajectory of OF group displayed a significant decrease of 
medial shift in medial-lateral direction during duration of 
forefoot contact phase compared to ON group (Figure 1). A 
previous research of Dixon et al. [1]indicated that the COP 
displacement in medial-lateral direction, especially during 
initial contact phase and forefoot contact phase, could be an 
indication of foot loading pattern and incidence of lower 
extremity overuse injuries. 

Fig. 1. COP displacement  in medial‐lateral direction  (x‐axis) and 
anterior‐posterior direction (y‐axis) of ON, NF  and OF. t, % duration 
of  gait  cycle;  ap,  significant  difference  for  x‐axis  displacement 
between  ON  and  OF;    bp,  significant  difference  for  x‐axis 
displacement between NF and OF. 

CONCLUSIONS 
It could be assumed that obese children with flatfoot could be 
at a lower risk for lateral metatarsal stress fractures and a 
lower incidence of foot everted position when compared to 
obese children with normal arch foot. Due to the significant 
differences between OF group and control groups, the current 
study suggested that lower arch foot type should be defined 
in the future foot biomechanics research of obese children as 
a subject screening criterion due to its confounding effect on 
the plantar loading characteristics. 
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INTRODUCTION  
The lower limb motor function of the elderly declines with 
age, which increases the risks to fall injuries that might lead 
to bone fracture and poorer performance in various daily 
activities [1]. Squatting up and down is a critical ability in 
many daily activities such as squatting in bathroom and 
rising from chairs. 

Previous research on the squatting mechanism of elderly 
falls has been focused in physiological and biochemical 
perspectives[2], but little effort was done on the motor 
control ability. Therefore, this study was to compare the 
total time, kinematics and ground reaction force (GRF) 
during squat across female of various age groups.  

METHODS 
140 women community walkers were assigned into 20, 30, 
40, 50, 60 and 70 aged groups. All subjects reported no 
obvious trauma and diseases which affect balance and 
squatting performance. The subjects were asked to perform 
squatting upward and downward on Kistler force platform 
(Kistler, Amherst, USA) to record GRF. A SONY camera 
was used to determine total movement time and maximum 
hip, knee and ankle angles during squatting.. One-way 
ANOVA was performed to examine if there is significant 
different between age groups. Significant level was set at P 
< 0.05 

RESULTS AND DISCUSSION 
In Table 1, longer total squatting time was required in 50, 60 
and 70 aged groups compared with 20 aged group (P < 0.05). 

Moreover, 50 aged group had smaller maximum hip flexion 
angle than 20 aged group (P < 0.05). Maximum knee flexion 
angle were smaller in 50, 60 and 70 aged groups compared 
with 20 and 30 aged group (P < 0.05). Maximum ankle 
flexion angle was smaller in 50, 60 and 70 aged groups 
compared with the 20 aged group (P < 0.05). 

Furthermore, smaller peak GRF and maximum contraction 
index was found for 50, 60 and 70 aged groups compared 
with 20 and 30 aged groups (P < 0.05) 

CONCLUSIONS 
Beyond age of 50 years old, female subjects characteristics 
as longer total squatting time, smaller angle range of motion, 
and smaller generation strength and power when compared 
to younger females (i.e. 20, 30, 40 aged groups) .This may 
be explained by poor quadriceps strength and power (e.g., 
Table 1) as well as limited joint flexibility and poor 
proprioception. Therefore, muscle strengthening exercise, 
stretching and proprioception training seems to be the 
necessary remedies for the elderly to improve their squatting 
ability[3]. This would improve the mobility of daily living.  

When observing from the tested variables, 50 years old 
would be a turning point of motor control. Females at the 
age of 50 years old should pay particular attention to 
maintain their fundamental motor ability and require 
medical care as indicated by significant decline of squatting 
performance[4]. Further study should investigate other 
motor tasks to have a comprehensive evaluation of aging. 
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Table 1: Performance, maximum joint flexion angle, GRF and contraction index during squatting. 
Aged 
Group 

N Total Squatting 
Time (s) 

Max hip 
Flexion angle (°) 

Max knee 
Flexion angle (°) 

Max ankle 
Flexion angle (°) 

Peak GRF 
(BW) 

Max contraction 
index (N/s) 

20 39 1.45 ± 0.16 120.22 ± 12.64 135.08 ± 8.60 39.65 ± 6.11 1.68 ± 0.44 1447.8 ± 484.24 
30 16 1.54 ± 0.23 118.56 ± 14.23 131.91 ± 10.48 37.66 ± 9.68 1.38 ± 0.39 1274.8 ±487.76 
40 9 1.55 ± 0.18 115.32 ± 10.75 124.11 ± 14.38* 34.76 ± 8.40 1.08 ± 0.36 1089.9 ±373.05 
50 27 1.72 ± 0.34* 106.39 ± 22.69* 114.92 ± 15.38*# 31.64 ± 7.49** 0.78 ± 0.42**## 655.6 ± 392.35*# 
60 28 1.71 ± 0.32* 111.92 ± 14.01 118.89 ± 15.97*# 32.78 ± 7.84* 0.84 ± 0.46**## 615.4 ± 297.82*# 
70 8 1.65 ± 0.27 104.90 ± 22.63 112.25 ± 18.90*# 30.83 ± 8.13* 0.68 ± 0.37**## 338.1 ± 192.56*#^ 

*denote significant difference from the 20 aged group (P < 0.05); **denote significant difference from the 20 aged group (P < 0.01);
#denote significant difference from the 30 aged group (P < 0.05); ##denote significant difference from the 30 aged group (P < 0.01); 
^denote significant difference from the 40 aged group (P < 0.05). 
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INTRODUCTION  
The effect of different body sizes on the gait of bipeds is 
investigated. The subject of the study is not restricted to real 
humans, but we also aimed to investigate the gait of 
imaginary bipeds such as giants and dwarves. Investigating 
the gait of these imaginary bipeds might enable a more 
realistic visual expression, which would be useful in the 
entertainment industry. This study might also provide 
evolutionary insight, since biomechanical features 
depending on the body size are of course subject to natural 
selection. 

We employed a simulation framework of a simplified whole 
body model of the musculoskeletal system of human, 
controlled by a network of neural oscillators with a sensory 
feedback system [1]. 

On constructing models of imaginary bipeds with various 
body sizes, we assumed the simplest scaling laws to our 
knowledge; the mass is proportional to the volume, i.e. 
proportional to the length to the power of three, and the 
force exerted by a muscle is proportional to its physiological 
cross-sectional area (PCSA), i.e. proportional to the length 
to the power of two. 

The above assumptions imply that the balance between the 
mass of body parts and the muscle force will change as the 
body size changes. We observed the changes in the gait 
pattern as functions of the height of the biped model. 

METHODS 
A model of an average-sized human with the height of 1.75 
m and the weight of 72 kg was constructed. This model was 
scaled with the simple scaling laws described above. We 
employed genetic algorithm (GA) to obtain the parameters 
of the network of neural oscillators that controls properly a 
given musculoskeletal system. As an initial conjecture of the 
neural parameters, which is subject to optimization by GA, 
we employed an optimal neural parameters for a similar 
body size. 

RESULTS AND DISCUSSION 
We were able to obtain a stable gait pattern for each biped 
with the height ranging from 1.25 m to 2.25 m. The stride 
length, the distance travelled during a single gait cycle, was 
longer for the taller biped models. The gait cycle was longer 
for the taller biped models. 

The dependencies of the performances of the gait on the 
height of the biped models are shown in Figure 1. The 
walking speed converged to a similar value, irrespective of 
the body size, which might be of evolutionary significance. 
The specific power, the energy consumption per unit mass 
of the body per unit distance of locomotion divided by the 
gravitational acceleration, became smaller as the biped 

became taller. This tendency roughly agrees with that 
reported for tetrapod mammals [2]. Since all of the body 
segments are scaled proportionally to the height of the biped 
model, the length of every muscular contraction, which 
causes every body movement, is also scaled proportionally 
to the height. Since the force exerted by a muscle is assumed 
to be proportional to its PCSA, the work done by this 
muscle, muscular force multiplied by the length of muscle 
contraction, should be proportional to the volume of the 
muscle. That the PCSA’s of the muscles were scaled 
proportionally to the length to the power of two implies that 
the volumes of the muscles are proportional to the mass of 
the whole body, which was scaled proportionally to the 
length to the power of three. Thus, the energy consumed 
during a single cycle of gait motion per unit mass should be 
constant irrespective of the body size. Therefore, since the 
stride length increased with the height, the locomotion 
should be more efficient for the taller biped models. 

Figure 1: Performances of the gait as functions of the height. 
The speed (circles, left ordinate) and the specific power 
(triangles, right ordinate) of the gait are plotted as functions 
of the height of the biped models. 

CONCLUSIONS 
That we were only able to obtain stable gait pattern with 
those with the height within a certain range might be due to 
the limitations of the scaling effects. Nevertheless, we are 
continuing to search for the stable gait patters yet to be 
discovered for giants and dwarves, since we might have not 
invested enough computational power so far. 
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INTRODUCTION  
Parkinson’s disease (PD) is characterized clinically by 
progressive deterioration of the central nervous system and 
pathologically by depigmentation of the substantia nigra and 
the presence of Lewy bodies [1]. Patients with PD 
experience problems, such as falls, and freezing of gait 
during walking in daily activities [2]. Specifically, the 
elderly experience falls in perturbations or movements that 
require a person to move backwards. Particularly, a 
backward walking relies more on proprioception than 
forward walking [3]. Characteristics of backward walking in 
PD patients with increased disease severity are still unclear. 
Therefore, the purpose of the study was to investigate 
backward walking characteristics according to the severity 
levels of PD patients using 3-D motion analysis. 

METHODS 
This study enrolled a total of 62 PD patients. Twenty-one 
patients exhibited H&Y stage 3.0 PD, 16 patients exhibited 
H&Y stage 2.5 PD, and 25 patients exhibited H&Y stage 2.0 
PD, based on the Hoehn and Yarh scale. All patients with 
mild to moderate stages of PD were recruited from 
outpatient clinics, and all patients were tested during defined 
off-states for a minimum of 12 h before the trial. The 
backward walking was captured on an 8 m walkway using a 
motion capture system comprising six cameras (VICON 
Motion Systems Ltd., UK). The outcomes from three 
successful trials were averaged and used in the statistical 
analyses. Spatiotemporal variables included the walking 
speed, stride time, stride length, the asymmetry index of the 
step time and length, and the toe clearance height. 
Furthermore, kinematic variables were the ROM of hip, 
knee, and ankle, in the sagittal plane. Each step was 
classified into a more affected side (MAS), and a less 
affected side (LAS), according to the dominant side of 
symptoms in PD. 
All statistical analyses were performed using SPSS (Version 
21.0, SPSS Inc., Chicago, IL). The normality was verified 
using the Shapiro–Wilk test. One-way ANOVA tests were 
used to determine significant differences among the groups 
with the Scheffe significant difference post-hoc test and t-
tests for paired samples. The statistical significance was set 
at p<0.05. 

RESULTS AND DISCUSSION 
There was no difference in demographic and clinical 
characteristics in sex, age, height, body mass, MMSE, LED, 
and duration of the symptoms between groups. However, 
the UPDRS stage III and the UPDRS total scores, 
significantly differed between groups (Table 1). 

Step length, stride length, walking speed, foot-clearance 
height, ROM of hip and knee joints, and asymmetry of step 
length, exhibited a significant difference between groups. In 
addition, step length, and ROM of knee and ankle joints, 
exhibited a significant difference between steps. 
Step time, stride time, and the asymmetry index of the step 
time exhibited nonsignificant differences in both groups and 
steps. 

Table1. Physical and clinical characteristics of participants 

H&Y 2.0 H&Y 2.5 H&Y 3.0 F-value 
Sex (M:F) 14:11 9:7 9:11 -

Age (yrs) 68.20 ± 5.67 71.76 ± 5.66 69.96 ± 4.49 2.238 

Height (m) 158.52 ± 8.48 155.20 ± 9.44 156.58 ± 9.22 0.701 

Body mass (kg) 62.09 ± 7.44 57.56 ± 10.95 58.01 ± 7.15 1.948 

MMSE (score) 28.00 ± 2.51 27.31 ± 1.35 27.24 ± 1.70 0.994 

UPDRS stage 
III (score) 

30.32 ± 7.01 32.25 ± 7.38 37.93 ± 4.82 8.255* 

UPDRS total 
(score) 

42.14 ± 8.73 47.75 ± 10.15 53.14 ± 11.55 6.763* 

LED (mg/day) 469.4 ± 202.9 674.1 ± 438.6 671.6 ± 355.3 2.841 

Symptom 
duration (yrs) 

4.84 ± 4.00 7.62 ± 5.53 6.35 ± 5.10 1.69 

H&Y (stage) 2.00 ± 0.00 2.50 ± 0.00 3.00 ± 0.00 - 

All data are given as mean ± standard deviations. MMSE: Mini mental state exam, 
UPDRS: Unified Parkinson’s disease rating scale, LED: L-DOPA equivalent dose, 
H&Y: Hoenh & Yarh stage. * Significance was assessed using one-way ANOVA 
tests (p< 0.05). 

CONCLUSIONS 
The results of this study indicated that H&Y 3.0 and H&Y 
2.5 were less than H&Y 2.0 in step length, stride length, 
walking speed, foot clearance height, ROM of hip and knee 
joints, and asymmetry of step length. Therefore, we found 
that each group of PD patients showed different 
characteristics during backward walking. Furthermore, these 
results might suggest that forward walking could be helpful 
for measurement and analysis of gait characteristics in PD. 
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INTRODUCTION  
Alterations in knee adduction moment (KAM) has been 
suggested as a surrogate measure of medial compartment 
(1). It has two peaks; the first peak has been correlated with 
the progress of knee osteoarthritis (OA) that is more 
common in elderly population (2). Individuals with OA 
suffer to the limit of functional mobility including walking. 
Walking involves cognitive processes related to planning 
and performing actions. With advancing age, reduction in 
the cognitive functions related to walking has been noted 
(3). As OA is an age-related condition, it is therefore, 
necessary to consider OA gait assessment whilst individuals 
performing additional cognitively engaging tasks. There is, 
to the best of our knowledge, no published research 
examining the effects of concurrent cognitive tasks during 
walking on KAM. The aim of this study is to explore 
whether introducing cognitively engaging task during 
walking would affect the first peak of the KAM in healthy 
individuals.  

METHODS 
Twenty-three healthy male subjects (age: 34.56 + 5.12 
years) walked on a GRAIL system (Gait Real-time Analysis 
Interactive Lab, Motek Medical B.V.) at two days, separated 
by 5 ± 3 days. The GRAIL consists of an instrumented dual-
belt treadmill and a 12-camera Vicon tracking system 
(Oxford Metrics, UK). Using the self-paced mode with 
virtual-endless scene, they walked under three conditions in 
random order: 1) Free walking (FR); 2) while performing 
one back auditory memory test (OB); and 3) while 
performing two-back auditory memory test (TB).  
The average the first peak of KAM, range-of-motion (ROM) 
of KAM and foot progression, and walking speed across 100 
consecutive gait cycles were calculated. A repeated 
measures ANOVA was used to explore the effect of 
memory tasks on these outcomes. The level of statistical 
significance was set at p<0.05. 

RESULTS 
Descriptive statistics for KAM and its ROM, walking speed, 
and ROM of foot progression are presented in Table 1. The 
mean of KAM and foot progression of the 23 subjects for 
each walking condition is illustrated in Figure 1. There was 
no significant decrease (Figure 1) in these parameters while 
performing OB and TB tasks within a session and between 
days.  

DISCUSSION AND CONCLUSIONS 
Although there was no significant effect of the working 
memory task on the reported gait parameters, participants 
walked slower (p=0.068) while performing OB and TB. In 
general terms, walking slower while performing another 
cognitive task is suggested in literature (3). Our findings 
show that the memory tasks caused participants to walk with 
only a slight reduction in both the first peak of the KAM and 
external foot progression (it can be used to reduce KAM (4)) 
(Figure 1). This is expected since control of gait requires 
minimal cognition; healthy subjects should therefore have 
sufficient residual cognitive capacity to maintain gait control 
even whilst performing additional cognitively engaging 
tasks (e.g. a working memory task).  The results are based 
on much more strides compared to literature, therefore, 
learning effects might be reduced in our study. Future 
research should examine the effect of our concurrent 
paradigm on KAM and other gait parameters related to knee 
unloading in knee OA patients.   

Figure 1: The mean KAM and foot progression curves of the 23 
subjects throughout the gait cycle for all conditions at both days.  

Table 1: Descriptive statistics (means and standard deviations (sd)) of gait parameters during three walking conditions: FR (single walking 
task); OB (walking while performing One-back task); and TB (walking while performing Two-back task). PKAM: First peak of the KAM; 
FP: foot progression; Bt Days: effects between days. 
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Day 1 Day 2 Bt Days 
FR (± sd) OB (± sd) TB (± sd) P FR (± sd) OB (± sd) TB (± sd) p p 

PKAM (Nm/Kg) 0.513 (0.13) 0.504 (0.136) 0.502 (0.127) 0.307 0.531 (0.105) 0.529 (0.102) 0.528 (0.112) 0.953 0.312 
KAM ROM (Nm/Kg) 0.611 (0.123) 0.603 (0.128) 0.601 (0.125) 0.597 0.634 (0.093) 0.626 (0.092) 0.629 (0.101) 0.637 0.104 
Walking Speed (m/s) 1.448(0.145) 1.392 (0.145) 1.384 (0.189) 0.068 1.467 (0.171) 1.444 (0.141) 1.445 (0.156) 0.232 0.268 
FP ROM (degree)  22.277 (11.738) 21.166 (10.718) 21.00 (11.767) 0.207 21.523 (10.925) 21.622 (11.396) 21.319(11.214) 0.803 0.100 
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 INTRODUCTION  
Gunshot wounds are generally characterised by the 
permanent cavity which can be defined as the bullets wound 
track and is observed as a hole or damaged area in tissue 
formed after projectile penetration. The data obtained are 
used to assess the risk through the so-called gunshot 
wounding criteria. There are a number of different injury 
severity scoring systems in use by the medical fraternity to 
triage patients with gunshot wounds and other trauma. These 
systems rely on assessment of actual injuries rather than the 
type of bullet creating the wound/s. 

 METHODS 
Standard 9 mm ammunition - Luger FMJ; .357 Magnum FMJ 
and a modern bullet with a high performance expansive 
projectile .357 Magnum GOLD DOT were selected.  
The substitute materials - glycerine soap and 20% gelatine, 
play a vital role in the data processing and design of own 
criteria for quantifying the actual wounding effect (WE1/2). 
Parameter WE1 is possible to understand as the contractual 
density of the loss of projectile kinetic energy due to the 
ballistic gelatine volume block. The paramater WE2 is 
defined by using the volume of the permanent cavity in a 
block of glycerine soap. The parameters PA1 and PA2, which 
are quantified by the projectile’s ability to penetrate the test 
material. Consistent with the literature [1,2], we expect that 
this property is highly dependent on the environment in which 
the projectile moves, which plays an irreplaceable role in the 
overall shot hazard assessment. Parameter to quantify the shot 
potential to wound (WP) is defined as the contractual areal 
density energy of the bullet.  
All the parameters are designed to have a clear physical 
interpretation in the form of planar or volumetric energy 
densities and optionally a clear mathematical interpretation in 
terms of variable characters. 

RESULTS AND DISCUSSION 
Table 1. provide a summary of the internationally recognized 
criteria according to and our introduced parameters. The 
table, next to the numeric values of individual criteria, always 
specifies the likely wounding effects in order from I (least) to 
III (most).  
Our parameters WP and WE2 correspond well with the 
generally accepted criteria. The visible differences in 
parameters WE1, PA1 and PA2 these criteria identify the 
evaluated bullet characteristics which, otherwise, remain 
unaffected. 
The bullet of the 357 Magnum Gold DOT type will likely be 
captured by the protective utility and the trauma now will be 
caused by the blunt impact on quite a large area of protective 
equipment to the tissue beneath. The bullet of the 357 
Magnum FMJ type, with a high penetration ability.  
In this type of charge, however, there is no deformation of the 
shot, consequently, the protective equipment working surface 
will be smaller and the mentioned dangerous areal density of 

the impact kinetic energy to the tissue will be, by contrast, 
higher. In this case, we consider this bullet to be more likely 
to cause serious trauma. 

Table 1. Quantification of wounding effects caused with 
pistol shots based on internationally accepted wounding 
criteria supplemented with criteria WE, WE1,2 and PA1,2. 

Legend: StP – Stopping Power; RSP – Relative Stopping Power; 
W – Effectiveness Criterion; WTH – Effectiveness Criterion; PIR – 
Power Index Rating; KO – Knockout Value; OSS – One Shot Stop; 
WP – Wounding Potential; WE1/2 – Wounding Efficiency; PA1/2 – 
Penetration Ability 

CONCLUSIONS 
The objective of the study was to highlight, in an 
understandable way, the difference between the wounding 
potential of shot (WP) to injure and their actual wounding 
effects (WE), which is, with respect to the environment type 
penetrated by the shots, based on its destructive and/or a 
penetration ability.  
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QUANTIFICATION OF WOUNDING EFFECTS IN 
ORDER FROM I (LEAST) TO III (MOST). 

9 mm 
Luger 

.357 
Magnum 

FMJ 

.357 
Magnum  
GOLD 
DOT 

Author 

StP 32.6 I. 46.2 II. 56.9 III. 
J. S.Hatcher 

(1927) 

RSP 27.5 I. 38.1 II. 44.3 III. 
J. S.Hatcher 

(1935) 

W 12.9 I. 18.2 III. 15.7 II. 
W. Weigel 

(1975) 

WTH 8.4 I. 8.8 II. 9.8 III. 
K. Sellier 

(1979) 

PIR 94.1 I. 
134.

9 
II. 159 III. 

E. A.Matunas 
(1984) 

KO 7.01 I. 9.76 III. 8.17 II. J.Taylor (1948) 

OSS 79 I. 96 III. 89 II. 
E. Marshall & 

E. Sandow 
(1992) 

WP 8.4 I. 12.2 III. 10.8 II. 
WE1 50.4 II. 47.2 I. 73.9 III. 
WE2 13.9 I. 19.3 II. 60.6 III. 
PA1 23.1 II. 49.7 III. 11.1 I. 
PA2 50.3 II. 70.4 III. 33.3 I. 
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INTRODUCTION  
Osteoarthritis (OA) is a degenerative joint disease involving 
the breakdown of articular cartilage, which is common after 
injury or with aging. Partial anterior cruciate ligament (p-
ACL) ruptures are commonly seen clinically, making up 
between 10-28% of all ACL tears [1, 2]. Following knee 
injury, sheep develop OA at a slightly accelerated rate 
compared to humans but with some similar patterns [3]. In 
an ovine knee injury model [4], altered gait mechanics and 
degradation of the cartilage have been observed 20 weeks 
post ACL transection (Tx) surgery. However, potential 
alterations in in vivo joint kinematics at 20 and 40 weeks 
post p-ACL Tx surgery remain to be determined in an 
animal model. Therefore, the objective of this study was to 
investigate the in vivo kinematics of the ovine stifle joint 
over time following p-ACL Tx.   

METHODS 
Five skeletally mature female Suffolk-cross sheep had bone 
plates implanted onto their tibia and femur of their right 
hind limb, four weeks prior to kinematic testing. Briefly [4], 
on the day of kinematic testing, a stainless steel post was 
attached to each plate and an instrumented spatial linkage 
(ISL) was mounted between them. The ISL consists of six 
rotational encoders providing six degrees of freedom (6-
DOF) to its motion. The 6-DOF in vivo kinematics of the 
stifle joint were measured during “normal gait” while the 
animal walked on a treadmill at 2 mph (0.89 m/s). Each 
animal then underwent arthroscopic p-ACL Tx surgery. The 
in vivo gait kinematics were measured again at 20-21 weeks 
and 40 weeks following p-ACL Tx. Following kinematic 
testing at 40 weeks, the animals were euthanized and their 
hind limbs were disarticulated. Throughout tissue dissection, 
gross morphological grading was conducted by one expert 
observer for gross defects [5], osteophyte formation [6], and 
meniscal damage [7]. A Mann-Whitney statistical test was 
used to determine differences in gross morphological score 
between groups, and was calculated using Prism 7 GraphPad 
and significance was accepted at p≤0.05. 

RESULTS AND DISCUSSION 
The 6-DOF in vivo kinematics for all five animals are 
presented in Figure 1. The most noticeable finding of this 
study was the considerable kinematic inter-subject 
variability. There were consistent changes in medial-lateral, 
posterior-anterior, and inferior-superior translations at 40 
weeks from intact to after p-ACL Tx in most animals. p-
ACL Tx led to significantly more gross damage than the 
non-operative controls (p=0.008). There was considerable 
meniscal damage and osteophyte formation in the 40 weeks 
post p-ACL Tx group, whereas the control group rarely 
exhibited osteophyte damage and sustained no meniscal 
damage. To our knowledge, this is the first study that has 
quantified in vivo kinematics in a p-ACL rupture model. 
This inter-subject variability could be due to several 

contributing factors: bony and meniscal shapes, musculature 
and neuromuscular control mechanisms, and biological 
changes to tissues after p-ACL Tx. Two strengths of this 
study are that it quantifies gait longitudinally over 40 weeks 
following partial knee injury and that it allows animals to be 
compared to themselves, so that trajectories of change could 
be studied over time. This research lays the foundation for 
future studies, highlighting the necessity of addressing 
individual responses and adaptations to the same injury, as 
there is substantial individual variation.  

Figure 1: The in vivo kinematics of the ovine stifle joint of 
all animals during gait, before (black hashed line), at 20-21 
weeks post p-ACL Tx (red line), and 40 weeks post p-ACL 
Tx (blue line); rotations in degrees and translations in mm. 

CONCLUSIONS 
There was considerable inter-subject variability in the 
kinematic patterns following p-ACL knee injury within 
animals, which is clinically similar to humans after knee 
injury. The p-ACL Tx ovine model creates significant 
progressive post-traumatic OA-like damage by 40 weeks. 
There were consistent changes in medial-lateral, posterior-
anterior, and inferior-superior translations at 40 weeks from 
intact to after p-ACL Tx.  
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INTRODUCTION  
Wheelchair propulsion has a poor mechanical efficiency and 
induces a high physical strain on the shoulder. The high 
prevalence of shoulder pain (69%) in wheelchair users 
demonstrates the need to look for means to prevent injury 
[1]. Certain propulsion biomechanics such as propelling 
with greater applied forces and reduced contact time during 
steady state propulsion, have been related to pathology [2].  

Muscles stabilizing the shoulder joint are prone to fatigue 
induced by wheelchair propulsion [3]. Also, fatigue induced 
by repetitive overhead activities induced superior humeral 
head migration which can cause shoulder impingement [4]. 
It is not clear how fatigue induced by overground propulsion 
alters propulsion biomechanics. Therefore, this project aims 
to determine how wheelchair users change their propulsion 
biomechanics after an overground fatigue protocol. It was 
hypothesized that fatigue would induce a reduction in 
velocity, increased applied forces, and reduced contact time. 

METHODS 
Twenty-six wheelchair users with a spinal cord injury 
completed one testing day at the Human Engineering 
Research Laboratories (VA Pittsburgh HealthCare System, 
Pittsburgh, PA, USA). Participants were on average 35.5 ± 
9.8 years old and 12.0 ± 8.2 years since injury. 71.3% of 
participants had paraplegia and 71.3% were male. All 
participants completed a figure 8 fatigue protocol [5] 
(Figure 1); participants were required to propel as many laps 
as possible including right-and left turns, full stops, and 
start-up propulsion for three, four-minute intervals separated 
by 1:30 minutes of rest.  

Figure 1: Figure 8 fatigue protocol. Participants came to a 
complete stop when crossing the stop sign in the middle.  

Forces applied on the handrim were assessed with a 
SmartWheel (Three Rivers Holdings, Inc., Mesa, AZ) 
attached to the non-dominant side of the participant’s 
personal wheelchair, opposite an identical wheel that did not 
measure kinetics. Propulsion kinetics of the first and last 
minute of the protocol were selected. Representing the fresh 
state, the first four strokes of each of the first three complete 
course loops of the protocol were selected. Representing the 

fatigued state, the first four strokes of the last three complete 
course loops of the protocol were selected. A two-way 
repeated measures ANOVA was used to address the 
research question. The main effect of state (2 levels: fresh vs 
fatigue) and the interaction effect of state with number of 
strokes (1, 2, 3, and 4) were assessed on the following 
outcome measures: maximum resultant force, tangential 
force, radial force, rate of rise of applied force, fraction of 
effective force, velocity, and average contact time.  

RESULTS AND DISCUSSION 
Fatigue induced a significant reduction (8%) in propulsion 
velocity (p=0.024) and maximum resultant force (7%, 
p<0.001). There was a significant interaction effect of state 
and strokes for contact time demonstrating a reduced contact 
time in the first stroke of start-up propulsion with the 
occurrence of fatigue (p<0.001). For the 2nd, 3rd, and 4th 
strokes, a similar amount of time was spent on the handrim 
with fatigue but less force was produced at a slower 
velocity, suggesting a reduction in propulsion efficiency. 
Future research is needed to investigate other variables as 
muscular activation patterns, scapular kinematics, etc. that 
could be altered with the occurrence of fatigue. 

CONCLUSIONS 
This study identified reduced applied forces after an 
overground propulsion fatigue protocol suggesting a load 
saving mechanism. However, reduced forces were 
accompanied by shorter contact time and lower velocity. 
Improved understanding of changes in propulsion 
biomechanics with fatigue could give further insights into 
the development of interventions that prevent injury (e.g. 
wheelchair setup, propulsion techniques, or strength 
training).  
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INTRODUCTION  
Muscle spasticity is a common symptom seen in patients 
with cerebrovascular accidents and spinal cord injuries. 
Modified Ashworth Scale (MAS) [1] is the most popular 
method to assess muscle spasticity clinically. During the 
test, the examiner would move the joint manually and feel 
the resistance occurring at one specific location through the 
joint excursion. Although MAS can quickly grade the 
severity of muscle spasticity, there are no definite standards 
to quantify the assessment of muscle spasticity. 

In this study, human upper limb has been hypothesized to be 
a black-box dynamic system including components of hand, 
forearm, and upper arm. Those components are connected 
with joints of wrist, elbow and shoulder. When we apply 
some excitation to the dynamic system, the response of the 
system would be observed. To prevent the loading effect, 
Simultaneous Sensing cum Actuating method (SSA) is used 
to measure the impedance of the system. Based on the 
hypothesis of dynamic system and SSA method, an upper 
limb assessment instrument without using any mechanical 
transducer has been designed in this study.  

METHODS 
This study used a DC motor and a reducer to drive a disk 
with a handle. The handle can guide subject’s limb or other 
test samples in a circular trajectory. 

Simultaneous Sensing cum Actuating method uses 
transduction matrix to convert the input electrical impedance 
(voltage/current) to mechanical impedance (torque/angular 
velocity). The transduction matrix can be got from 
theoretical derivation or experiments [2]. To prove the 
practicality of the method, this study used a torque 
transducer and an encoder to measure the output mechanical 
impedance. A hall sensor was used to measure the input 
current, and the voltage was supplied by a power supply. All 
the signals were acquired by a signal acquisition card and 
analyzed by a customized Labview program. 

In order to determine the accuracy of the mechanical 
impedance obtained by the SSA method, this study uses a 
spring with known spring constant (k) as a sample. The 
relationship between the spring mechanical impedance and 

the disk angle is ( ' )
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Elastic bandages were used to simulate different impedance 
of human upper limbs. Eleven subjects were asked to sit on 
a height adjustable chair with a seat belt stabilizing the 
trunk. The subject’s right hand was attached to the handle 
with a bandage with shoulder abduction 90o. The subject 
was then asked to relax when the instrument guides their 

hand. After the test, wrapping different width (2 inches and 
4 inches) of bandage around elbow joint was used to 
simulate different resistance to movements when joint 
extended passively.  

RESULTS AND DISCUSSION 
This study recorded the input electrical impedance and 
output mechanical impedance when attached different loads 
to the disk. We got the transduction matrix of the instrument 
by using least square approximation. The transduction 
matrix is 0.21 6.98

0.18 0.35

 
 
 

.  

While using the spring as a sample, the results getting from 
direct measured mechanical impedance or transduction 
matrix are very similar. When comparing the black curve 
(without bandage) to the red and blue curves (with 
bandages) in Figure 1, we can see a big increase at 110o and 
330o. These two angles mean the joint’s maximum extension 
and maximum flexion. The result shows that the instrument 
can detect the increasing impedance efficiently.  
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Figure 1: mechanical impedance in different bandage 
conditions. 

CONCLUSIONS 
This study designs a novel instrument which can be used to 
measure mechanical impedance without using mechanical 
transducer. The experimental result shows it can measure 
the impedance with validity. This instrument can be used to 
assess the muscle spasticity in the future. 
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INTRODUCTION 
Movement tests, such as the VJ and SLJ, are used to 
determine power, athlete development, and quantify 
training protocol effectiveness. An idea exists to compare 
the power outputs from a VJ and a SLJ to give a picture of 
lower extremity injury risk [1,2]. The ability to use easy 
and cost-efficient common movement tests, such as the 
VJ and SLJ, could greatly enhance the capabilities of 
allied health care professionals. The power outputs from 
both VJ and SLJ should be in agreement. For example, an 
individual with higher power output for the VJ, when 
compared to SLJ power, is at risk for hamstring and knee 
injury [2]. The information gained could assist sports 
medicine and strength staffs in protocols to minimize 
injury risk in athletes. The purpose of this study was to 
examine the ability to predict the previous knee and thigh 
injuries of athletes using ROC curves to assess 
allometrically scaled ratios of average power and peak 
power from VJ and SLJ testing.  

METHODS 
Participants included 26 female NCAA-I athletes from 
soccer and volleyball teams. The study examined strength 
and conditioning testing data from the athletes conducted 
before an off-season training cycle. All measurements 
were allometrically scaled [3]. Athlete injury history was 
accessed to determine the existence of knee, quad, and 
hamstring injuries. The injuries were coded and used to 
assess sensitivity and specificity of allometrically scaled 
VJ and SLJ power outputs [1]. Previous thigh or knee 
injury was compared to scaled average power ratio, peak 
power ratio, and calculated z-scores for average power 
ratio and peak power ratio. Correlation and ROC curves 
analyzed the relationships between previous injury and 
power output variable. Data was assessed by the 
individual team as well as combined. Significance was set 
at the .01 level for the correlation analysis 

RESULTS AND DISCUSSION
There were no correlations between the variables of 
interest and an athlete’s past injury history. The individual 
team variables also revealed no correlation. A reason for 
the lack of correlation could be due to the crossover in 
vertical and horizontal components of VJ and SLJ 
success. The crossover of the horizontal components in 
the VJ jump is not as impactful as the vertical pieces of 
the SLJ. Each sport has different skills involved. A 
previous ankle injury or compromised mobility can impact 
the ability to get meaningful information from the VJ/SLJ 
ratio [2]. An athlete without a history of ankle related 
issue is hard to come by in soccer or volleyball. 

Combined team ROC curves indicated the area under the 
curve was as follows VJ average power (.631), VJ peak 
power (.663), SLJ average power (.622), and the VJ/SLJ 

peak power ratio (.663). The results of the ROC curve 
analysis poorly indicated previous knee or thigh injury in 
the teams. ROC curves indicate that the ratio of average 
power output for VJ and SLJ (.406) does not predict 
previous injury while the peak power output for VJ and 
SLJ (.663) poorly predict injury history. The ROC curves 
do not provide strong specificity or sensitivity for 
predicting injury risk. The peak power ratio does not 
provide a solid means to predict injury risk. Ankle 
mobility issues due to previous injury or otherwise may 
confound results of any testing. 

The original idea behind the VJ vs. SLJ comparison 
states to use the z-scores [2]. The z-scores of the average 
power ratio and the peak power ratio failed in sensitivity 
and specificity to predict a previous injury. Previous 
ankle injuries by many of the athletes complicated this 
interpretation. 

However, using the individual team outputs of each 
revealed information. VJ average power, VJ peak power, 
and SLJ average power provide a degree of injury 
prediction capability. The data confirms that the two sports 
are different from each other in power needs. It does give 
indication that soccer is and volleyball is….. 

CONCLUSIONS 
Using power output from the performance tests of the 
VJ and the SLJ to determine injury risk does seem to 
minimally predict the possibility of a previous knee or a 
thigh injury, but not with convincing fashion. A question 
arises. By training athletes to be equal in horizontal and 
vertical power to maximize protection, will a decrease in 
the athlete’s sport specific capabilities occur? 
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INTRODUCTION  
More than 30 % of the elderly over the age of 65 years have 
experiences at least one fall per year, which significantly 
deteriorates quality of life. Based on movements, the elderly 
falls during the level walking (43 %), going in-and-out of a 
bathroom (30 %), during sitting down and standing up from 
a seat (13 %), and in ascending and descending stairs (15 %), 
which are the activities of daily living (ADL) [1]. Many of 
these falls may be avoided if fall risk assessment and 
prevention tools where available as an integral part of ADL. 
However, the fall risk assessment is still not completed at 
this moment. Currently, active protecting devices for fallers 
are developing to protect fallers’ body from severe injuries 
as an alternative or for a practical purpose. For these 
developments, the exact detection of falling is important for 
active control of the protecting devices. Since the falls 
involve very complex body movements, a precise detection 
of the fall events is very challenging task, particularly for 
industrial applications. In this study, a methodology for 
detecting the falling events is proposed using an 
accelerometer and a gyro-sensor for an active protecting 
device from the falling injuries.  

METHODS 
21 male subjects participated in the experiment for falling 
data. The 3D accelerometer (LIS3DSH, ±16 g, 0.73 mg/digit; 
STMicroelectronics, Switzerland), gyro-sensor (L3G4200D, 
± 2000Deg/sec, 70mdps/digit; STMicroelectronics, 
Switzerland), and compass (HMC5883L, ± 8 Gauss, 5 milli-
gauss; Honeywell Solid State Electronics Center, USA) put 
on the sacrum of the subjects for the falling experiments 
during the level walking, sitting down, and in ascending and 
descending stairs. In addition, the 3D kinematics of the lower 
limbs and upper body during the locomotion or movements 
were measured using a stereo photogrammetric system 
(Motion Analysis System, USA). The data from the sensors 
were wirelessly transmitted by using RF (nRF2401+, 
2.4GHz). For applications to an active protecting device, the 
falling detection must be precisely performed just after the 
start of falling event, which a faller cannot returned to the 
balanced posture. For the falling detection, the accelerations, 
angular velocities, and angle at the sacrum, thus pelvis, were 
used. Based on the resultant acceleration as depicted in Fig. 1 
(a), a falling event could be classified as the Fall 1; the period 
from the start of fall to the lowest peak, and the Fall 2; the 
period from the lowest peak to the impact. For the perfect 
protection of faller’s body, the detection should be fulfilled 
within the Fall 1. At the same time, the detection must be 
capable of discerning real fall from movements in ADL. In 
this study, the experimental data collected from ADL such as 
the level, slope, and stair gait, as well as the sit down and up 
motions were statistically analyzed to obtain falling criteria. 
The falling criteria were determined based on the superior-
inferior and resultant accelerations, pelvic tilt and obliquity 

angles, and resultant angular velocity. The signals from the 
sensors were processed for the reduction of moving artifacts 
and random noises. Then, the onset of fall using the criteria 
was detected after applying a triple threshold algorithm [2].  

RESULTS 
After analyzing the data collected from movements in ADL, 
the resultant acceleration at the sacrum could detect the 
falling almost all movements such as in the level, stair, slope, 
and sit up and down, except those in running. The pelvic tilt, 
superior-inferior acceleration, and resultant angular velocity 
could discern real fall from all movements in ADL except in 
sit up and down, and lay down. For the level walking, the 
falling onset time was faster than the lowest peak point as 
much as 0.105 sec. In addition, the falling onset time by the 
bump trap was earlier than the lowest peak point as much as 
0.329 sec (Fig. 1 (b)). In general, the falling onsets by 
applying all perturbations were detected before the lowest 
peak points for all movements in ADL situations. The 
detections were accurate more than 99.9 % in ADL based on 
the field experiments, which were performed for the elderly 
in a retirement home.  

(a)                                              (b) 
Fig. 1 (a) Definition of fall and (b) a fall detection result 

CONCLUSIONS 
The applied fall detection sensor network and algorithm 
could detect the onset of fall with an excellent accuracy 
before the impact in ADL. However, further research is 
required for the detecting capabilities for the non-ADL 
situations.  
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INTRODUCTION  
Recently advent power knee prostheses mainly for assisting 
transfemoral amputees’ gait require capabilities in ascending 
and descending stairs and slopes.  As a result, the power 
knees could adapt or change powered mechanisms for 
depending on the level, stair, and slope. For adaptations, the 
power knees should acknowledge the walking environments. 
Therefore, the knee prostheses should know gait intentions 
of transfemoral amputees. Since EMG activities of 
transfemoral residual muscles such as the rectus and bicep 
femoris have correlations with the hip moments of the 
transfemoral amputees [1], it could be closely related to the 
user’s gait intention. Thus, EMG activities of the residual 
rectus and bicep femoris could be utilized for detecting gait 
intentions of the above-knee amputees. However, the EMG 
activities in the thigh stump of transfemoral amputees have 
strongly different individual characteristics. As a result, a 
detecting gait intention requires an intelligence for training 
each individual EMG patterns. The purpose of this study is 
to develop a detection method using an adaptive filter and a 
time-delayed neural network (TDNN) to detect gait 
intentions based on the surface EMG (sEMG) from the 
residual rectus and bicep femoris of transfemoral amputees’ 
gait.  

METHODS 
2 male transfemoral amputees were participated in the 
experiment. Based on the research [1], sEMG signal was 
acquired on the residual muscles (rectus femoris and biceps 
femoris) and the same muscles of the sound leg during 
transfemoral amputees’ gaits. 3D motion and sEMG data 
were measured using a specially designed wireless sEMG 
instrument with thin fabric electrodes (safely located 
between the stump skin and inner of socket) and using a 
stereo photogrammetric system (Motion Analysis System, 
USA). The consecutive gait test was composed of 3 states, 
which were a level walking, slope ascending, and 
descending states. A rate of inclination of slope was 1/12. 
Tests were performed a total of 4 times for each subject. The 
collected sEMG signals were digitally filtered to remove 
noises and motion artifacts. Then, the features of the sEMG 
were extracted before the classification processes. The 
classification was divided two distinct phases, the training 
and prediction phases. The sEMG amplitudes were 
estimated using an adaptive filter to estimate the coefficients 
of AR (autoregressive) model for rejecting the noise effects 
such as motion artifacts and additive noise.[2,3] The 
estimated sEMG signals were used for the TDNN input data 
in training part for a prediction of gait state. A classification 
of a gait state was performed utilizing a nearest-neighbor 
classifier based on the distance weighting. After the 
classification, a prediction of gait state was processed using 
the TDNN. A predictive object for training was the sEMG 
from the sound leg because the object of the algorithm was 

to resemble the prosthetic leg motions to the motions of 
sound leg. 

RESULTS AND DISCUSSION 
In this study, a gait state was predicted using sEMG signal 
that was adjusted the adaptive filter, and then applied to 
TDNN. The estimated sEMG signals using the adaptive 
filter were fitted well to the real or measured sEMG signals 
without amplitude losses. Fig. 1 shows the results of filtered 
sEMG, prosthetic knee angle, sound knee angle, and 
prediction of gait state. After applying TDNN, the time 
delay was 24ms. However, the trained sEMG predicted a 
gait state by the predictive accuracy 92.3%. 

Figure 1: A prediction of transfemoral gait state 

CONCLUSIONS 
In this study, a method using adaptive filter and TDNN 
algorithm was applied to predict in a transfemoral gait state 
from the measured sEMG. The prediction was successful, 
but more accuracy for the prediction is required for a 
practical application. To do that, more measured sEMG 
from the other residual muscle locations would be required 
for future research.    
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INTRODUCTION  
The search for low cost markerless motion capture 
alternatives to multi camera lab based methods has led many 
researchers to explore the use of Microsoft’s kinect sensors 
technology [1-3]. Because the kinect system does not have 
the kinematic accuracy of traditional multi-camera motion 
capture systems [4] it has mainly been employed as a 
qualitative biofeedback tool for rehabilitation Based on the 
international classification of impairment, function, and 
disability (ICF) model however, exact kinematics may not be 
as important as functional performance metrics. For the upper 
extremity, the Functional Reach Volume (FRV), or reachable 
workspace, is a metric that can easily be obtained using a 
kinect approach and provides a more functional 
representation of a persons overall functional reaching 
capacity as an outcome measure for post-surgical or 
rehabilitative assessments. Such a metric could provide an in-
clinic solution so that therapists can quickly and effortlessly 
obtain an objective examination of upper-extremity 
functional movement limitations by determining a patient’s 
FRV or reachable workspace.  

METHODS 
As proof of concept experiment, both a single kinect II 
sensors and an 8 camera Qualysis system were used to 
determine the FRV for a subject moving their arms in a space 
that represented the volume of a cube.   
We then simulated upper extremity impairment by asking a 
physical therapist familiar with movements of patients with 
shoulder problems, to move his left arm in a manner to mimic 
movements of a patient with a painful shoulder and decreased 
motion. A series of movement tasks were performed with the 
subject attempting to make full circles in the frontal, sagittal, 
and transverse planes. The subject repeated test movements 
with their unimpaired “healthy” side with no restrictions. 
These movements were performed for three trials using no 
external load and three trials using a hand load of 2 Kg to 
simulate an additional movement constraint 
Kinect data was collected using Kinect 2.0, pairing with 
Kinect SDK v2.0. Skeletal joints were exported to a Matlab 
program that calculated the Functional Reach Space (FRV) 
by calculating the volume of convex hull of the hand 
movement trace.  

RESULTS AND DISCUSSION 
In our pilot test, the calculation of the FRV between the two 
methods showed that the FRV calculated from the kinect 
0.0355 m3 for left arm test movement and 0.1030m3 for the 
right arm movement. These values calculated using the 
Mocap cameras were 0.0372m3 and 0.1027m3 respectively. 
This indicates 95% to 99% agreement and suggests good 
initial criterion based validity of the method.  
The simulated impairment test, comparing both unweighted 
and weighted arm movement, the impaired arm reaching 
capacity was only 59% and 73% respectively of the reach 
capacity of the uninjured arm. The visual difference in the 
FRV can be seen in figure 1. The pilot test also confirms total 

reaching volume symmetry when there is no simulated 
impairment between left and right sides.   

Figure 1General representation of the FRV calculated using 
the convex-hull method in Matlab. (a)&(c)=Impaired, two 
different views. (b)&(d) = unimpaired, two different views. 
Data : Impaired FRV 0.4866 m3, Unimpaired FRV =0.8275 m3 

CONCLUSIONS 
Our preliminary results demonstrate that the use of a 
summary movement index such as the FRV may be a quick 
and easy functional metric for overall arm reaching capacity 
under different conditions. Future studies will test patients 
with specific shoulder pathologies and will correlate FRV to 
self–report functional scales such as the DASH and the 
SPADI.  
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INTRODUCTION  
Deaths arising from quad bike use in Australia reached a 
critical point in the recent past, which demanded evidence to 
inform safety policy and practice. The authors were engaged 
to undertake a study of the mechanisms of injury and death 
in fatal quad bike cases as part of the larger Quad Bike 
Performance Project (QBPP). At that time there was 
knowledge that death by asphyxiation occurred as a result of 
rollover crashes [1]; however, the circumstances of crashes 
and potential survivability was unknown. The authors 
undertook an in-depth review of fatal cases extracted from 
the Australian National Coronial Information System 
(NCIS), which was published in 2016 [2]. 

METHODS 
Institutional ethics approval was obtained in addition to 
approval from the Victorian Department of Justice Human 
Research Ethics Committee (JHREC) and the Western 
Australia Coronial Ethics Committee (WACEC). Once 
NCIS access was obtained, the database was searched using 
two strategies and a list of unique cases was compiled. The 
first search strategy involved a Boolean combination of 
search terms, e.g. 'quad bike', 'quadbike', 'quad-bike', 'ATV', 
'all terrain', 'all-terrain', 'off road', 'off-road' and 'vehicle'. 
The second search strategy involved selecting pre-existing 
categories and descriptions, e.g. category 1, ‘mobile 
machinery or special purpose vehicle’; category 2, ‘other 
mobile machinery or special purpose vehicle’; description, 
‘special all-terrain vehicle/off-road vehicle, quad bike’. 

For each case, the NCIS included varying combinations of 
the police report, autopsy report, toxicology report and the 
coroner’s findings; however, the level of detail in each 
document varied between cases, e.g. police reports ranged 
from single sentence summary to a detailed narrative 
description. Through written requests to the coroners’ courts 
in all states and territories, the full brief of evidence for each 
case was viewed and/or as per the prevailing laws. 

Table 1: Coded fields from the full brief of evidence. 

Topic Fields

Demographics 
Gender; Age; Stature and Body Mass; Recreational or 
Work-related; Specific activity; Industry (work-related); 
Helmet 

Vehicle 
Type (quad bike, side-by-side, other); Make; Model; 
Engine Capacity; Build Year; Attachments at time of 
incident; Operator protection device installed 

Environment Terrain; Ground cover; Slope; Collision partner 

Crash Initiator; Rollover; Speed; Roll characteristics; Free text 

Injury 

Cause of death (region, nature and main mechanism); 
Pinning of operator; Injuries by body region and  
anatomical part; MAIS coding of cranium, cervical 
spine, thorax and abdomen [3]; Asphyxia; Mechanisms 
of main injuries; Free text 

Specifically, the relationships between the operator 
demographics, vehicle, environment, crash characteristics, 
injuries and cause of death were investigated by extracting 
and coding data from the available files (Table 1). 

RESULTS AND DISCUSSION 
Initially, 141 closed cases were identified; however, 35 
cases were excluded from further analysis [2]. The 
remaining 106 comprised 53 work-related cases and 53 
recreational cases. For work-related cases, riders were 
typically pinned under the quad bike (68%) after a rollover 
incident (85%) and died by asphyxiation (42%). In many of 
such cases, the impact trauma sustained by the rider was 
moderate and survivable, e.g. a small number of fractured 
ribs; however, the weight of the vehicle pinned and 
asphyxiated the rider. 

In contrast to work-related cases, recreational riders 
typically suffered complex impact injuries to the head and 
thorax, which occurred after the rider was travelling at high 
speed, lost control, was ejected and collided with an object 
and/or interacted with the moving quad bike. 

CONCLUSIONS 
The biomechanical investigation was successful in 
identifying the different characteristics of recreational and 
work-related cases of quad bike fatalities and unique 
operational and safety requirements. Through this 
investigation and work by others on quad bike stability and 
handling, the QBPP team was able to identify safety 
interventions. 
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INTRODUCTION  
The goal of the study was assessment of dynamic effects of 
deployment of parachute rescue system (PRS) for a small 
gyrocopter in emergency situations. Besides the structural 
response of an aircraft (that is not described in this paper) 
the special area of interest was pilot/passenger injury risk 
assessment in a number of different flight and landing 
scenarios, depending on assumed initial conditions (loads 
and configurations at the time of deployment the PRS). 

METHODS 
Computer simulation was the main method used in this 
study. The numerical simulations were run using both Finite 
Element (FE) analysis (MSC.Nastran [1]) and Multi-Body 
(MB) approach (MADYMO [2]). FE model was used 
mostly for prediction of the transient dynamic response of 
the aircraft while the biomechanical analyses, both during 
the period of deployment of the PRS as well as during the 
period of contact with the ground, were conducted using a 
multi-body model (Figure 1). Some results of FEM 
simulations were used as input to MB simulations. The pilot 
and passenger were represented by the 50-percentile Hybrid 
III FAA dummies [3]. 

Figure 1: Multi-body model of the analysed gyrocopter with 
two occupants (Hybrid III FAA dummies).  

RESULTS AND DISCUSSION 
In order to test the loads transmitted to the body of the 
pilot/passenger during collision with the ground, a series of 
simulations was performed in which the gyroplane collides 
with the ground. The calculations were performed for many 
variants of initial conditions, which differ from each other 
by vertical speed with which the machine hits the ground. 

From the point of view of the considered aircraft equipped 
with the PRS, the most interesting was the variant with 
vertical speed at impact time vv=23km/h (6.4m/s), the 
maximum speed of descent of the aircraft equipped with 
such system for chosen type and size of a parachute. In this 
case the loads registered on the structure of the gyroplane do 
not exceed maximal allowed values, e.g. despite the 
considerable force impacting the undercarriage, it remains 
undamaged, cushioning the hit until its very end. 

The main quantities characterizing the dummy loads are the 
acceleration of the centre of gravity of the head (the biggest 
value of acceleration peak in the duration time of 3ms, 
ah3ms), HIC36 [4], compression force in the lumbar spine (Fs), 
the acceleration of the chest (ach), pelvis (ap) and the 
compression force in the femur (Ff). 

The obtained results allow concluding that for vv=23km/h 
(emergency landing with fully deployed PRS), the risk of 
serious head injuries is minor: ah3ms=35g (tolerance 
level=75g), HIC36=55 (t.l.=1000). Also the acceleration of 
the chest (ach=40g), pelvis (ap=54g) and the compression 
force in the femur (Ff=2,8kN) are below tolerance levels 
(respectively: 60g, 60g and 7.85 to 9.07kN). The maximum 
compressing axial force at the lumbar spine reaches the 
value of Fs=9.1 kN that exceeds to some extend the limit 
considered to be “safe” (tolerance level) equal to 6675 N 
(1500 lbf) [4] (minor to moderate risk of injury to the spine). 

In case of the gyroplane without the PRS emergency 
landing, loads acting on the crew are much higher. For 
example, when the aircraft hit the ground with the vertical 
speed vv=54 km/h, only the HIC36=330 do not exceed the 
limit and ah3ms=74,7g is very close to its limit. Analysing 
other body loads, such as ach=129g and ap=128g, it can be 
concluded that they exceed by twofold the limit values. The 
maximum axial compressing force at the lumbar spine 
reaches the value of Fs=19kN (approx. 3 times the tolerance 
level). This leads to the conclusion that in this case, very 
serious (probably fatal) damage to the spine is almost 
certain. 

CONCLUSIONS 
Results of performed simulation studies and research on 
scaled hardware models confirms that the proposed rescue 
system can fulfil its role in accordance with expectations 
and contribute to a significant reduction in the risk of 
serious (or fatal) injury of pilots/passengers as well as limit 
destruction of the gyroplane. 
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INTRODUCTION  
Studies examining anterior cruciate ligament (ACL) injured 
populations have come to varying conclusions in regards to 
the muscle activation and biomechanical strategies 
employed through a variety of tasks. This could be 
attributed to treating the variables as discrete values and/or 
cross-sectional designs. The purpose of this study was to 
evaluate neuromuscular and biomechanical movement 
strategies implementing by high-functioning ACL injured 
patients. This purpose was achieved by comparing the 
patient-related outcome measures (PROMs), muscle 
activation and biomechanical properties of healthy controls 
(CON), ACL deficient (ACLd) patients and these patients 
10 months post-reconstruction (ACLr) by using a time-
sensitive statistical method.  

METHODS 
The 20 patients who were tested in the ACLd and ACLr 
state were matched to 20 healthy control participants. Upon 
arrival, all participants completed PROMs (KOOS, KNEES-
ACL, IKDC, Tegner, and Lysholm) and then performed 3-5 
successful jump lunge and side cut maneuvers. Whole-body 
kinematics were collected with a 10-camera system (Vicon, 
UK), ground reaction forces (GRF) with a force plate 
(AMTI, USA), and electromyography (EMG) with a ten-
channel system (MQAir, Denmark). 
Linear envelopes and GRFs were quantified through 
MATLAB (Mathworks, USA) while scaling, inverse 
kinematics, and inverse dynamics were performed based on 
the Rajagopal model [1] using a MATLAB-OpenSim 
(Simtk, USA) interface.  
Differences in PROMs were tested for significance using 
independent (CON vs ACLd, CON vs ACLr) and dependent 
(ACLd vs ACLr) T-tests using SPSS (IBM, USA). 
Differences in linear envelopes; GRFs; hip, knee, and ankle 
sagittal plane angles and moments were tested for 
significance using independent (CON vs ACLd, CON vs 
ACLr) and dependent (ACLd vs ACLr) T-tests using 
statistical parametric mapping through MATLAB. Alpha 
was corrected for multiple comparisons, which made 
significance determined by p-values < 0.025. 

RESULTS AND DISCUSSION 
All PROMs showed significantly greater functionality 
scores for CON compared to both the ACLd and ACLr. 
Compared to the ACLd, ACLr reported higher functionality 
in all PROMs except the KOOS-Symptoms, KOOS-Pain, 
and KOOS-Activities of Daily Living. 
No differences between all three groups in EMG linear 
envelopes were observed during the side cut while during 
the jump lunge, ACLd had a greater medial gastrocnemius 
activation than CON between 91-103ms (p=0.018) post-
contact and ACLr had a greater biceps femoris activation 
than CON 239-300ms post-contact (p<0.001). 
The medial GRF during the side cut indicated CON had a 
greater medial force mid to late stance compared to both 

ACLd and ACLr, while ACLr had a greater medial GRF in 
early stance compared to ACLd. 
No differences in sagittal hip, knee, and ankle angles were 
observed during the side cut (Figure 1) while the knee was 
observed to be significantly less flexed in the ACLr 
compared to CON from 84-196ms post-contact in the jump 
lunge (p=0.007). 
The knee extensor moment was significantly greater for the 
CON group compared to both injured groups in the side cut 
(Figure 1) and jump lunge. 
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Figure 1: Sagittal plane angles and moments during the side 
cut movement. Black vertical line represents time at contact; 
red horizontal bar represents significance between CON and 
ACLd; and blue horizontal bar represents significance 
between CON and ACLr. 

CONCLUSIONS 
With the application of this test-retest design, it was found 
that ACL injury is associated with lower scores in subjective 
stability/functionality, changes in muscle activations and 
movement characteristics. After reconstruction, patients 
report significantly improved functionality from their ACLd 
state although these changes were not reflected in their 
muscle activations and movement profiles. These findings 
suggest that in high-functioning ACLd patients, ACL 
reconstruction may improve their self-reported function; 
however, no changes are observed in their neuromuscular 
and biomechanical measures. Therefore, rehabilitation 
programs may be improved by having return to play 
standards set based on high-functioning patients rather than 
healthy, uninjured standards that even after reconstruction, 
high-functioning, self-confident patients fail to achieve. 
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INTRODUCTION  
Simulation research has shown that lateral positioning of the 
whole-body center of mass is an important factor influencing 
peak knee valgus moments (PKVM) and associated anterior 
cruciate ligament (ACL) injury risk, during unplanned 
sidestepping [1]. The trunk is the heaviest body segment, 
with the greatest individual-segment impact on whole-body 
center of mass. Experimental research has observed 
associations between weight acceptance (WA) trunk 
kinematics and ACL injury risk [2], which is important given 
peak injury risk occurs during WA [1]. However, there is at 
least a 25ms electromechanical delay in muscle force 
production [3], limiting the opportunity for the 
neuromuscular system to modulate trunk position within the 
WA time frame (20-30ms). It is probable that preparatory 
trunk segment mechanics during the flight phase prior to 
WA, influences subsequent WA kinematics and ACL injury 
risk. The aim of the current study was to investigate the 
influence of preparatory trunk angular momentum (HT) on 
PKVM during the WA phase of unplanned sidestepping. It is 
hypothesized that multi-planar preparatory HT will predict 
PKVM during WA.  

METHODS 
Eighteen male participants (22±5yrs, 1.85±0.06m, 
80±10.0kg) completed an established unplanned sidestepping 
protocol [1]. Kinematic and kinetic data were collected as 
part of another study [1], and low pass filtered at 14Hz. A 
participant specific skeletal model [1] and anthropometric 
segment inertial parameters [4] were used to estimate 16 
body segments and whole-body center of mass position. 
PKVM during WA were calculated via inverse dynamic 
procedures [2] and normalized to participant mass and height 
(kg.m). Segmental angular momentum (Hseg) was calculated 
about the whole-body center of mass for the head, thorax, 
middle torso and lower torso segments during the flight phase 
(toe-off to one frame before landing) prior to WA: 

Hseg = (CMseg – CMWB) × mseg (Vseg – VWB) + Isegωseg (1) 

Where seg refers to the segment, WB to whole-body, CM to 
center of mass, m to mass, V to velocity, I to moment of 
inertia and ω to angular velocity.  HT was calculated by 
summing the angular momentum of the head, thorax, middle 
torso and lower torso segments and normalized to participant 
mass, height and approach velocity (kg.m2.s). 

Using 80% of the trials (n=49) a linear mixed model was 
implemented to predict PKVM from three-dimensional 
preparatory HT. Participants were modelled as random 
factors to account for within-subject variability. Independent 
variables were mean single plane HT (frontal, sagittal and 
transverse), and were removed from the model manually in 
order of highest p value until all remaining independent 
variables were significant (α=0.05). The regression model 
was externally validated against the remaining 20% of the 

trials (n=12) using a paired samples t-test and Cohen’s d 
effect size to compare predicted vs measured PKVM. 

RESULTS AND DISCUSSION 
Sagittal plane HT did not significantly correlate with PKVM 
(p≥0.05), and was removed from the model. Significant 
correlations were found between frontal, and transverse plane 
HT, and PKVM (Table 1). The regression equation was 
deemed capable of predicting PKVM as there was no 
significant difference (p≥0.05) between predicted (0.63±0.21) 
and measured (0.65±0.29) moments, with differences shown 
to be small in effect size (d=0.10). This observation suggests 
that multi-planar HT were capable of predicting PKVM and 
ACL injury risk during unplanned sidestepping.  

Table 1: Parameter coefficients (β) and standard error (SE) 
for significant HT predictors of PKVM. 
Parameters β SE   p 
Intercept 
Frontal HT 

Transverse HT 

  0.57 
-177.37 
 461.93 

    0.07 
  46.38 
137.86 

<.001 
<.001 
   .002 

Increases in frontal HT (e.g. momentum acting to laterally 
flex the trunk towards the change of direction) were 
negatively correlated with PKVM. This is in agreement with 
experimental research which reported increased PKVM with 
increased peak lateral trunk flexion away from the change of 
direction during WA [2]. Increases in transverse HT (e.g. 
momentum acting to rotate the trunk towards the intended 
change of direction) were positively associated with PKVM. 
It is possible that preparatory HT in the transverse plane 
requires an athlete to adopt kinematic postures during WA, 
such as a wide lateral foot placement [2], that are associated 
with high PKVM. This rationale is currently speculative and 
is being investigated within a larger sample size (n=40).  

CONCLUSIONS 
The current study has established a link between preparatory 
HT and PKVM during the WA phase of unplanned 
sidestepping. These findings provide a rationale to 
investigate how an athlete’s preparatory mechanics 
influences ACL injury risk during non-contact movement. 
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INTRODUCTION  
Ankle sprains are a prevalent problem, particular in young 
individuals who participate in sport [1,2]. Nearly 3/4 of 
individuals who sprain their ankle, experience recurrent 
sprains and go onto develop chronic ankle instability [3,4].

Ankle taping is an effective practice used to minimise the 
incidence and severity of lateral ankle sprain in sport, 
particularly in individuals who have a history of previous 
ankle sprain [5]. Application of tape is associated with 
reduce ankle plantarflexion and inversion range of motion 
(ROM) [e.g. 6,7] 

Consistent with that observed with foot orthotics [8], it is 
likely that ankle taping may affect kinematics of other lower 
limb joints. Altered proximal lower limb kinematics has 
been identified as a risk factor for musculoskeletal injury 
[9]. The aim of this study was to determine if ankle taping 
alters knee, hip and pelvic joint kinematics during walking. 

METHODS 
Twenty individuals (15 females, 5 males; 25.2 (8.7) years; 
23.8 (4.0) kg.m2 BMI) were recruited with mild-moderate 
chronic ankle instability. Respondents were screened for 
chronic ankle instability using criteria from the International 
Ankle Consortium [10]. 

Participants walked on a treadmill at a speed of 4.5 km/h 
with and without application of ankle tape [Figure 1]. 

Figure 1: Closed basketweave tape was applied to the ankle 
assessed as having (greatest) chronic ankle instability.  

A 10-camera Optitrack system was used to collect 3D 
angular kinematics. Data were extracted from 30 strides that 
began 60 seconds after the commencement of each trial.  

Peak ROM and total ROM for ankle plantarflexion and 
dorsiflexion, knee flexion and extension, hip flexion and 
extension, hip abduction and adduction, and hip internal and 
external rotation were calculated for the affected/taped limb.  

Peak and total ROM for pelvic movement in the sagittal 
plane (anterior and posterior pelvic tilt), transverse plane 
(left and right rotation), and frontal plane (left and right 
obliquity) were also calculated. 

RESULTS AND DISCUSSION 
There was no change in stride time between conditions 
(p=0.09). Ankle taping had a significant effect on 
kinematics at the ankle, hip and pelvis. Specifically, hip 
flexion-extension ROM, peak hip extension and transverse 
pelvic ROM was decreased when walking with tape 
compared to without tape (all, p<0.02). The application of 
tape was associated with small increases in abduction-
adduction and internal-external hip rotation ROM, and an 
increase in peak hip internal rotation (all, p<0.04). As 
expected, tape significantly reduced peak plantarflexion and 
dorsiflexion- plantarflexion ankle ROM (p<0.001). No 
changes in knee kinematics were observed with tape 
(p>0.37). 

CONCLUSIONS 
This is the first study to investigate the effect of ankle taping 
on kinematics of the entire lower kinetic chain during gait in 
individuals with CAI. Kinematic changes during ankle 
taping are not isolated to the ankle, but also occur at the hip 
and pelvis. Changes in hip extension and transverse pelvic 
rotation likely occur due to decreased plantarflexion in 
terminal gait. Other kinematic changes at the hip (increased 
frontal and transverse plane hip motion) may occur to 
compensate for a reduction in multi-planar ankle ROM 
associated with the application of tape.  

Whether longer-term consequences are associated with the 
small changes in proximal lower limb kinematics observed 
during ankle taping is not known. It is possible that 
kinematic changes may lead to altered joint loading and 
increased risk of injury.  
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INTRODUCTION  
Anterior cruciate ligament (ACL) injury is one of the most 
debilitating and costly lower extremity injuries experience 
by athletes [1].  It has been shown that 70% of ACL ruptures 
occur in a noncontact situation, specifically during rapid 
decelerations of the body’s center of mass [2]. 

A number of studies have examined the ground reaction 
forces (GRF), lower extremity kinematics and kinetics 
during unilateral landings, comparing between genders and 
between landing heights.  Yeow [3] reported an increase in 
landing height elevated the peak vertical GRF and increased 
initial contact knee extension. Gender-wise, women have 
been shown to land with greater peak posterior GRF and 
peak knee adduction moment compared with men [4]. These 
combined results indicate that women land stiffer than men 
and that landing stiffness increases as landing height 
increases. While landing stiffness is related to ACL loading 
[5] there is still a lack of understanding on how increases in 
landing height influences ACL loading in men and women. 
Therefore, the purpose of this study was to compared ACL 
loading during unilateral landings from two heights in men 
and women. 

METHODS 
Forty-two recreationally active women (60.9 (8.6) kg, 1.64 
(0.06) m) and forty-two recreationally active men (81.4 
(15.2) kg, 1.79 (0.07) m) volunteered to perform unilateral 
landings on the right leg from 30 cm (D30) and 50 cm 
(D50). Prior to data collection, participants were informed 
of study procedures and provided written informed consent 
in accordance with institutional guidelines. Three 
dimensional marker coordinate data were collected at 200 
Hz using an eight-camera Vicon motion analysis system. 
Synchronously, three-dimensional force data was collected 
at 1000Hz using a Bertec force plate. 

A participant-specific musculoskeletal model was then 
generated in OpenSim [6] consisting of 21 degrees-of-
freedom (dof).  The left leg was actuated by joint torque 
actuators, while the right leg and back were actuated by 43 
Hill-type muscle actuators.  Pelvis position and orientation 
relative to the ground was defined with 6-dof.  The head, 
arms and torso were represented as a rigid segment 
connected with the pelvis by 3-dof.  Each hip was modeled 
as a 3-dof ball-and-socket joint.  The left knee was modeled 
as a 1-dof revolute joint, while the right knee was modeled 
as a 3-dof joint.  Both ankles were modeled as 1-dof revolute 
joints.  Static optimization was used to calculate the muscle 
forces required to reproduce the joint moments of each trial. 
The optimization minimized the sum of muscle activations 
to distribute muscle forces. Simulated knee joint reaction 
forces and moments along with hamstrings, quadriceps and 
gastrocnemius muscle force estimates were input into a 
three-dimensional knee model to estimate ACL loading [7]. 

A 2×2 repeated measures ANOVA was used to assess 
differences in peak ACL force (pACL) between D30 and 
D50 trials and between men and women.  Other variables of 
interest included timing of peak ACL force (tACL), as well 
as sagittal (pACLs), frontal (pACLf) and transverse (pACLf) 
plane ACL loading at pACL.  Significance for all tests was 
set at p < 0.05. 

RESULTS AND DISCUSSION 
There was a 3.9 N·kg-1 increase in peak ACL loading as 
landing height increases.  This was due to a significant 
increase in sagittal plane ACL loading of 3.5 N·kg-1. 
Transverse plane ACL loading also significantly greater 
during D50 compared to D30 landings; however, this was 
only a 0.2 N·kg-1 increase. Finally, peak ACL loading 
occurred 15 ms earlier during D50 landings.  There were no 
gender differences observed for any of the variables. 

Table 1. Mean (STD) peak ACL loading (N·kg-1), timing 
(ms), and planar components during unilateral. 

D30 D50
Men Women Men Women 

pACL* 11.5 (4.9) 11.3 (4.0) 15.2 (6.7) 15.4 (4.3) 
tACL * 38 (17) 37 (23) 27 (18) 20 (14) 
pACLs * 9.0 (4.2) 9.1 (3.1) 12.2 (5.7) 12.8 (3.9) 
pACLf 2.0 (1.2) 1.8 (1.8) 2.4 (1.9) 2.0 (1.3) 
pACLt * 0.5 (0.3) 0.4 (0.2) 0.6 (0.4) 0.5 (0.4) 
* Significant main effect for landing height (p < 0.05).

CONCLUSIONS 
The increase in ACL loading as landing height increased 
was primarily due to the increase in the sagittal plane. 
Furthermore, sagittal plane load contributed the most to total 
ACL load at approximately 80%, while the frontal and 
transverse planes contributed approximately 16% and 4%, 
respectively.  

Interestingly, there were no gender differences observed in 
ACL loading, regardless of landing height. As women 
women experience ACL rupture at a higher rate than men 
during sport participation [1], future studies should attempt 
to integrate more sport-relevant factors such as unexpected 
perturbations within in vivo experimental testing 
environments. Such an approach may provide further 
insights into causative factors of non-contact ACL injury, 
facilitating development of more effective and adaptable 
prevention methods. 
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INTRODUCTION  
Pronated foot, defined as the foot with excessive 
compensatory pronation of subtalar joint and/or mid-tarsal 
joint during weight-bearing activities [1], is related to 
biomechanical changes of the lower limbs as well as 
musculoskeletal injuries at the proximal joints. Previous 
studies had shown that abnormal pronation results in 
excessive tibial internal rotation which increased the valgus 
knee loading [2]. However, this internal rotation is in fact, 
tibia external rotation relative to the femur in order to 
compensate for the instability of the lower extremity, a 
scenario described by Tiberio in individuals with 
patellofemoral pain [3]. When the tibia constantly locked in 
the external rotation position, it would loss the range of 
internal rotation relative to the femur. In the meanwhile, the 
tensile force vector of the fibular collateral ligament is 
oriented anteriorly, causing anterior translation of the head 
of the fibula with restrictionin posterior glide [4]. 
Mobilization or manipulation of the proximal tibiofibular 
joints may offer the ability to restore normal joint 
arthrokinematics, improve impairments, and restore function 
in individuals with pronated foot.  
This preliminary study purpose aimed to determine whether 
proximal tibiofibular joint anteroposterior joint mobilization 
could increase tibial internal rotation relative to the femur in 
individuals with pronated foot. 

METHODS 
10 participants with low arch (arch height ratio less than or 
equal to 0.275) were recruited in this study. Participants 
were exclude if they reported previous lower extremity 
surgery or injuries in last 3 months.  
To assess the tibial internal rotation relative to the femur, 
participants were measured with a self-made tibial rotation 
measuring disc while the subjects sitting with the hip, knee 
and ankle at 90° of flexion. The thigh of the test leg was 
stabilized firmly with an adjustable femur fixator to prevent 
hip abduction or adduction. The foot of the test limb was 
placed on the rotary platform of the measuring instrument 
with the axis of vertical rotation passing through the 
midpoint between the medial and lateral malleoli. The 
medial side of the foot was aligned parallel to the sagittal 
plane and the second metatarsal was positioned 10 degrees 
lateral to the sagittal line. This position was defined as the 
starting position of the neutral rotation. Then, the maximum 
tibial internal rotation relative to the femur were measured, 
stopped when the subject starts to invert his/her foot. A total 
of 3 measurements were obtained and averaged for each 
subjects. 

After baseline data were gathered, the treatment provider 
performed the anteroposterior joint mobilization on the 
superior tibiofibular joint. Then, the assessor collected the 
outcome measurements again. 

RESULTS AND DISCUSSION 
There was a significant difference in pretest and posttest 
tibial rotation range (table 1.). The result indicates that 
anteroposterior joint mobilization on superior tibiofibular 
joint can sbstantionally increase the tibial internal rotation 
range up to 60%. 
Because abnormal lower extremity biomechanics changes, 
especially excessive knee valgus has been implicated as the 
contributing factor to numerous knee pathology, including 
ACL injury and patellofemoral joint dysfunction [5], we 
strongly recommend including the assessment and treatment 
of the proximal tibiofibular joint in individuals with 
pronated foot. To help correcting the alignment of the lower 
extremity and to lower the injury risk. 

Table 1: outcomes of tibial internal rotation relative to the 
femur measure 

CONCLUSIONS 
The anteroposterior joint mobilization on superior 
tibiofibular joint can increase the tibial internal rotation 
range.  
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INTRODUCTION  
American football is known as a kind of contact sports. The 
head-to-head impact always caused the traumatic brain 
injury during the game. To protect player from traumatic 
brain injury, wearing a helmet is obligatory during the game. 
However, for student sports such as club activity etc., the 
player is often used one helmet for 2 or 3 years because the 
high price of the helmet. Therefore, there is concern about 
deterioration of protection performance due to a change in 
shape such as scratches, dents, cracks, deterioration of 
helmet liner. In 1969, safety standards for helmets were 
established, but the free fall test only preformed 3-5 impacts 
in the evaluation [1]. 
According to above, the aim of this study is to visualize the 
onset of concussion by analyzing accident cases, and to 
clear the difference in injury risk when wearing a new or a 
used helmet. 

METHODS 
Injury assessment system 
The injury assessment system consists of two parts, the 
motion analysis part by mathematical model of whole body, 
and the evaluation part of intracranial parameters by FE 
head model with helmet.  
At the first part the motion during the accident is reproduced 
by the whole body mathematical model and the kinematics 
of the colliding two players is determined. The motion 
analysis based on the game video is performed by using 
human models implemented in MADYMO software. The 
human models of MADYMO are validated against post-
mortem human tests (MADYMO Human Body Models 
Manual 7.5). The posture, acceleration and velocity of the 
two heads just before collision can be calculated. 
At the second part the intracranial mechanical parameters 
causing the head injury are calculated by FE analysis (LS-
DYNA ver.8.0). In the FE simulation, the relative velocities 
and position of the heads obtained by whole body simulation 
are input to the helmeted FE human head models as initial 
condition. Next the head injury risk is evaluated by some 
indexes previously proposed by other researchers, where 
these indexes are calculated based on mechanical parameters 
obtained by FE analysis. 

Head-to-head impact accident cases 
In this paper, 5 accident cases were analyzed using the 
above system. As an example of the cases the detail of the 
case 1 was shown in this report. In the case 1, the injured 
player is a defensive back player and struck the left side of 
his head. The athletic trainer of the team promptly removed 
the player from the game because of a suspected concussion. 
Due to concerns for an emergent injury, the player was 
taken to the emergency room, where an appropriate trauma 
evaluation based on the guideline of American Academy of 

Neurology 2013 was performed including a head CT, and no 
remarkable symptom was observed. The player was then 
diagnosed as a concussion by the medical team doctor.  
The injury risks were evaluated by wearing a new or used 
helmet model of the FE simulation. The impact properties of 
the new and used helmet were identified by using the free-
fall experiment of the helmets, and the used helmet was used 
for one and a half years. The human head FE model was 
constructed using MRI data of a man and validated against 
the experiments of post-mortem human [2]. 

RESULTS AND DISCUSSION 
The injury risks[2] based on accelerations of the head 
caused by the impact, a maximum linear acceleration (Amax) 
or rotational acceleration ( α max), SI, HIC, RIC and 
GAMBIT, and the maximum value of strain, strain rate and 
von Mises stress inside skull were calculated (Figure 1). The 
results of all cases shown that the risks when wearing a new 
helmet were lower than wearing a used one. From the results 
of the impact FE analysis, the new helmet was deformed 
more and absorbed the impact energy than the used one.  

Figure 1: Concussion risk estimation results of the accident 
case 1. 

CONCLUSIONS 
In order to clear the alteration of concussion risk by new and 
used American football helmets, 5 accident cases of the 
head-to-head impact during the game was replicated using 
the proposed brain injury assessment system. The results 
shown that the new helmet has better protection capability to 
the head impact than the used one. As the future works, it is 
necessary to verify this trend by analyzing more cases and 
other types of helmets.  
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INTRODUCTION  

Extensive literature has been published on upper cervical 
spine and in particular on atlanto-axial joint kinematics. 
However the majority of the studies have just investigated 
the amount of rotation around the three axes of movement 
(XYZ). For this reason very little information is available 
about facet joints displacement during active or passive 
movements. C1-C2 facet joint surfaces lose more than 70% 
of contact area in healthy subjects [3,4]. Duan et al. (2007) 
[2] reported an absolute facet displacement approximating 
7.7 mm during active head rotation in supine position of 
healthy in vivo subjects. Buzzatti et al. (2015) [1] showed a 
mean 3D atlanto-axial facet joints displacement of 6 mm 
during the execution of a High-Velocity Low-Amplitude 
manipulation.  
The aim of this study was to analyze the displacement of C1 
facet relative to C2 facet joint during axial rotation 
mobilization in in vitro specimens both to quantify the 
amount of displacement and to study the trajectory of the 
facet joints as no data is currently available in literature.  

METHODS 

The complex multidimensional kinematics of 10 fresh 
human cervical specimens was analyzed using a Zebris 
CMS20 ultrasound-based motion tracking system (Zebris 
Medical GmbH e Germany). The skin, the subcutaneous 
tissue and the muscles were accurately dissected before the 
registration. Two investigators, with more than 10 years of 
experience in orthopedic manual therapy, performed the 
regional axial rotation in both right and left direction in a 
test-retest setting. After completing the registrations the 
specimens were fully dissected. Then, the centers of the 
facet joints and other specific landmarks were digitized (3D-
microscribe®). Entering these 3D digitized coordinates in 
the Zebris software, it was possible to calculate the 
kinematics of the center of C1 facet joint relative to the 
center of C2. Following the International Society of 
Biomechanics (ISB) guidelines [5] an embedded XYZ 
reference frame was defined to describe movement 
directions. 

RESULTS AND DISCUSSION 

The left facet of the atlas showed a mean displacement 
along the X,Y,Z axes during a right rotation mobilization 
respectively of 3.2 ±1.5 mm, 4.6±2.3 mm and 5.3±2.5 mm. 
The right facet showed a mean displacement of 2.3±1.7 mm, 
3.3±1.7 mm and 5.5±3.0 mm. The absolute displacement for 
the left facet was 8.1±2.7 mm during left rotation and 
8.3±3.2 mm during right rotation. The right facet showed an 
overall displacement of 7.0±3.1 mm during a left rotation 
and 7.3±3.2 mm during right rotation. The movement 
through the three planes was represented in Figure 1. On the 
sagittal plane (YZ) the left facet joint seems moving   

         

Figure 1: Displacement of the center of the left facet joint 
during a right rotation express in mm. Representation of 6 
datasets.   a = XY; b = XZ; c = YZ. X+ = leftward; Y+ = 
upward; Z+ = forward. 

upward, with a gradual anterior displacement. On the frontal 
plane (XY) the facet tends to move upward and to the right. 
On the horizontal plane (XZ) the facet displaces forward and 
to the right. An overall displacement of 8 mm is in line with 
Duan et al. (2007) [2] findings in vivo subjects and 
highlights the reliability of our results as a very similar 
setting with the specimen supine was used. Experienced 
manual therapists seem able to induce a very similar amount 
of facets displacement compare to an active rotation. 
A proper methodology is also imperative to describe such 
patterns of movement. 

CONCLUSIONS 

Our study is the first that has shown real time movement of 
the atlanto-axial facet joints during the performance of a 
manual technique. Further in vivo studies through the use of 
a 4D-CT device will allow to describe with higher accuracy 
cervical spine facet joint movements in vivo subjects and 
improve our insight of facet joints dysfunctions and effect of 
manual techniques. 
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INTRODUCTION  
Flat foot is one of the most common foot deformities in 

the world. This deformity will cause a fallen medial 
longitudinal arch. Possible risks factors for the development 
of flat foot include obesity, muscle unbalance or foot 
structure deformity. McKeon, Hertel, Bramble, Davis 
(2015)[1] point that the foot core system consisted of neural 
subsystem, passive subsystem and active subsystem. These 
subsystems would infect one another. This study aims at 
improving landing performance by changing foot passive 
subsystem. The treatments for flat foot include local 
injection of steroid, surgery, foot orthoses, and stretching 
exercises. The low-dye taping was first used to help athletes 
with flat foot improving their performance. Furthermore, 
some studies used it on flat foot patients and showed 
improvement in pain and walking ability. However these 
studies[1] showed the short term effect in ankle joint with 
LDT. And there aren’t studies points out the effect on 
proximal joint. Furthermore, according to the kinematic 
chain, the flat foot may also affect upper joint by rotating 
the tibia & hip. Those changes will lead hip and knee joint 
suffer more stress. Therefore, we want to find if there is 
kinematic and kinetic changes in the knee joint after LDT 
taping. 
METHODS 

Six participants between 20 to 30 years old were recruited 
from Tainan area. Low longitudinal arch (low arch) subjects 
were randomly assigned to 2 groups, intervention group or 
placebo group. All participants met the inclusion criteria of 
having a low foot arch- the Navicular drop test over 8mm, 
Visual Analog Scale below 6. Participants are free of 
substantial lower limbs injury in the 6 months before the 
study, such as a sprain and other symptoms that would affect 
landing tasks. 

Navicular drop test (NDT) was using the navicular drop 
height to evaluate the severity of flat foot. First, let subjects 
sit in 90-90 degree of hip/knee joints, and then check the 
subtalar joint in a neutral position. In that position, the 
distance between navicular bond & ground surface was 
recorded. Second, subjects stood up and then ensure they 
were standing with neutral subtalar joint position and 
recorded the distance between navicular bond & ground 
surface. The difference between two distances is the 
navicular drop height.  

A certified physical therapist recorded subjects’ basic data 
including leg/ foot length and navicular drop height. The 3D 
motion data collection was conducted before and after 
intervention using 8 infrared cameras (Eagle camera system, 
Motion Analysis Corporation, USA) and two kistler force 
plates. The marker set were top of head, bilateral tragus of 
ear, 7th cervical spinal process, sternum, bilateral acromion 
process, bilateral lateral epicondyle of humerus, hand, 
sacrum, anterior superior iliac spines, greater trochanter, 
lateral and medial epicondylitis of knee, midpoint of lateral 
thigh and shank, lateral and medial malleoli of ankle, 3rd 
metatarsal head and heel. There were 3 different jump tasks 

that including double legs forward landing (DLL), single leg 
forward landing (FL), and single leg side landing (SL). 
Those single leg landing tasks mentioned above concluded 
both right and left jump landing tasks. These tasks were 
performed in a random order.  

The outcome measure included joint angle at knee and 
ankle joint, trajectory of resultant ground reaction force. 
First, variables of lower limb kinematic data including knee 
joint and ankle joint during landing trial were calculated by 
rotation matrix between lower limb segments. Second, 
trajectory of reluctant ground reaction force was calculated 
by force vector during the landing. 
RESULTS AND DISCUSSION 

There was no significant difference in the joint angle 
variables before and after LDT intervention. The trajectory 
of reluctant ground reaction force in intervention group 
showed a decreasing trend. (DL-L means double leg landing 
left leg. DL-L in pre-taping: 24.76, DL in post- taping: 8.45; 
DL-R in pre- taping: 43.11, DL-R in post- taping: 14.79; 
FL-L in pre- taping: 17.11, FL-L in post- taping: 9.97; FL-R 
in pre- taping: 32.27, FL-R in post- taping: 13.08; SL-L in 
pre- taping: 30.47, SL-L in post- taping: 11.16; SL-R in 
pre- taping: 34.00, SL-R in post- taping: 13.31) 

The decreased trajectory of GRF may show that the anti-
pronation taping skill could improve the landing stability in 
flat foot population. 

Figure 1: Number of expected abstracts for ISB2017 per 
week in January 2017. 

CONCLUSIONS 
The changes in trajectory of GRF showed there must be 

some mechanism differences behind the landing tasks. 
However, the kinematic data in this study cannot explain 
how anti-pronation taping changes the kinetic data. The 
further study could focus on different variables to explain 
the mechanism behind. 
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INTRODUCTION  
The capability to model human joint motion is a 
fundamental step towards the definition of effective 
treatments and medical devices, with an increasing request 
to adapt the devised models to the specificity of each 
subject. Joint models are also important for gait analysis, 
where they can be used to reduce the effect of skin artefact 
on the motion estimation accuracy [1]. Among the different 
models proposed for the ankle, spatial parallel mechanisms 
proved to replicate the natural tibiotalar motion with a high 
accuracy [2, 3] and were used to define models with both 
rigid and deformable ligaments [1]. These models start from 
the consideration, supported by relevant experimental 
analyses [2], that the natural tibiotalar motion has a single 
degree of freedom (1DOF), guided by the passive structures 
of the joint. They feature the main articular structures that 
guide the joint motion, namely articular contacts and 
isometric fibres of the tibiocalcaneal (TiCaL) and 
calcaneofibular (CaFiL) ligaments. The main limitation of 
these models is that they require a motion estimate of the 
subject to adjust the model parameters. An accurate 
estimation of the joint motion is difficult to obtain in vivo: 
non-invasive techniques can be inaccurate (skin-markers) or 
too complicated (fluoroscopy) for standard practice, while 
more invasive techniques (bone-pins) are not acceptable in 
several applications. 

A new technique was proposed recently that obtains the 
ankle natural motion by maximizing the joint congruence at 
all flexion angles [4]: it only requires the 3D model of 
articular surfaces, which can be obtained by medical images. 
In the present study, a procedure is developed that combines 
this technique and parallel mechanisms, in order to define 
spatial models that include the joint constraints and predict 
the tibiotalar natural motion of a specific subject from 
standard medical images. To validate the procedure, which 
is general and can be applied in vivo without the need to 
measure the patient articular motion, five ankles have been 
analyzed in vitro, experimentally measuring their natural 
motion by bone pins.  

METHODS 
Data measured on five ankle specimens were used in the 
present study [3]. A stereophotogrammetric system (Stryker 
Navigation System; nominal accuracy: ±0.5°, ±0.5 mm) was 
used to obtain the tibiotalar natural motion of each specimen 
in unloaded conditions by bone pins. Anatomical reference 
frames were defined according to standard conventions and 
the relative motion was represented as 6 motion components 
(i.e., 3 displacements and 3 rotations). This experimental 
motion was used only to validate the procedure and was 
never used for the model definition. Articular surfaces at the 
tibia and talus, and TiCaL and CaFiL insertion areas were 
also digitized by the same stereophotogrammetric system. 
Since the joints could not be disarticulated, articular surfaces 
could be digitized only partially. The missing portions were 
reconstructed by scaling and adapting the data of one 
complete specimen. Triangular mesh bone models were 

obtained from the digitized surfaces. Flexion angle was 
imposed and the other 5 motion components were obtained 
by maximizing joint congruence between these bone 
models. The procedure was repeated over the full flexion arc 
and a tibiotalar reference motion was obtained for each 
specimen [4]. This motion was used to define each specific 
ankle model geometry. Preliminary mechanism parameters 
were obtained from the surface and ligament data: articular 
contacts at the medial, lateral and fibular compartments 
were approximated by three sphere-on-sphere pairs; TiCaL 
and CaFiL isometric fibres were substituted by rigid links. 
These parameters were then adjusted (maximum difference 
of 2 mm for all parameters) to best fit the estimated motion 
[2, 3]. The motion of each final mechanism (one for each 
specimen) was then compared to the motion originally 
measured during the experiment. Mean absolute errors 
(MAE) were computed for each specimen and each motion 
component. 

RESULTS AND DISCUSSION 
Results show that the proposed procedure successfully 
predicts the specific tibiotalar natural motion of each 
specimen. Motion components of the final personalized 
model are reported for a representative specimen in Figure 
1. The average MAE over all specimen was below 0.9° for
rotations and 0.4 mm for displacements; maximum MAE 
was 1.8° for rotations and 0.7 mm for displacements. 

CONCLUSIONS 
A procedure was proposed for the definition of a 
personalized ankle model, which can predict the natural 
tibiotalar motion based on non-invasive medical images 
taken on the specific subject. The proposed procedure was 
tested on data obtained on 5 ankle specimens and proved to 
be accurate. The final result is a model that reproduces the 
natural tibiotalar motion and, at the same time, replicates the 
main anatomical constraints, such as articular contacts and 
ligaments, of the specific joint under investigation. 
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INTRODUCTION  
Patellar tendinopathy is a common painful musculoskeletal 
disorder affecting up to half of athletes in jumping sports[1]. 
Histological changes frequently affect the proximal deep 
(posterior) region of the tendon[2]. Stress-shielding of these 
posterior fibres has been proposed to explain the focal 
development of pathology[3], however in-vivo research is 
lacking. 

Shear wave elastography is an ultrasound-based 
technology that involves measuring the speed of 
propogation of shear waves generated within soft tissues 
by focused acoustic beams. Increased shear wave velocity 
(SWV) is found in tissues with greater material stiffness or 
in tissues under greater passive tension. Using shear wave 
elastography we aimed to investigate the in-vivo region-
specific mechanical properties of the patellar tendon in 
healthy individuals. 
Aims 
1. To determine whether there is a difference in SWV

between the anterior and posterior parts of the proximal 
patellar tendon. 
2. To determine whether these differences vary for

different degrees of knee flexion. 
3. To determine whether SWV of the patellar tendon is

correlated with SWV of three of the four quadriceps 
muscles. 

METHODS 
Nineteen healthy participants aged 19 to 24 years (10 males, 
9 females, 21.8±1.4 years, 171.5±9.4cm and 66.1±10.3kg) 
with no history of lower limb injury were recruited. An 
isokinetic dynamometer held the non-dominant leg at 25, 
40,55,70 and 85° of knee flexion. Surface electromyography 
(EMG) was used to ensure participants were fully relaxed 
during testing. Elastography videos (10s duration) of the 
patellar tendon (PT), vastus medialis (VM), rectus femoris 
(RF) and vastus lateralis (VL) were captured at each 
successive knee angle. Testing was completed twice, with 
ten passive cycles (0-°85, 30°/s) performed prior to each set. 

Customised MATLAB scripts were used to extract the mean 
SWV for the anterior and posterior regions of the proximal 
patellar tendon and VM, RF, VL muscles. Regions of 
interest were manually traced on overlaid B-mode images. 
Repeated measures analysis of variance was used to 
compare SWV between tendon regions and knee angles 
using Statistica version 13.1. 

Intra-tester and inter-tester reliability was examined in five 
participants by performing the complete protocol on two 
occasions (separated by 90mins) and by extracting SWV 
values for each tendon region by two examiners. 

RESULTS AND DISCUSSION 
Intra-tester and inter-tester reliability for anterior and 
posterior tendon regions were good to excellent for all 

angles (Intraclass coefficients 0.63 to 0.96), except 85°, 
where they were moderate to good (0.37 to 0.66). 

A significant effect of joint angle and a significant 
interaction between tendon region and joint angle were 
found (p<0.05). SWV increased at each successively greater 
knee flexion angle. No significant difference was found 
between anterior and posterior regions at 25, 40, or 55°. 
However, at 70 and 85°, anterior fibres displayed greater 
SWV than posterior fibres (p<0.05).  

Figure 1: SWV comparison between tendon regions. Data 
displayed as mean ± SD. 

Proximal patellar tendon SWV was positively correlated 
with the SWV for each of the measured quadriceps muscles 
(p<0.05). VL displayed the strongest correlation (R2=0.51), 
followed by VM (R2=0.34), and finally RF (R2=0.18), which 
may reflect different musculotendinous architecture. 

CONCLUSIONS 
The distribution of stiffness across the anterior and posterior 
parts of the proximal patellar tendon was affected by passive 
knee joint angle. At large knee flexion angles, lower 
stiffness was evident in the posterior than anterior fibres, 
suggesting stress-shielding. Further research in jumping 
athletes with and without symptoms is needed for a better 
understanding of the role of stress-shielding in the 
development of patellar tendinopathy. 
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INTRODUCTION  
Repetitive manual handling is the most common 
mechanism for disc injury and disease among people aged 
25-64 years [1], resulting in a direct and indirect health 
expenditure in Australia of over $3 billion [1], and over 
$50 billion in USA [2]. 

 

Despite its high resilience, epidemiological and in-vitro 
studies have shown that the disc can be damaged during 
excessive sudden compression in combination with flexion 
or lateral bending, leading to posterior or posterolateral 
herniation [3]. In addition, repetitive loading at lower, 
more physiological motions can also cumulatively damage 
the disc [4]. Disc strains have been measured in-vitro 
under isolated six degree of freedom (6DOF) motions [5], 
however no studies have measured internal disc strains 
during repetitive combined bending loading. An 
understanding of the internal disc strains during such 
motions is important for developing new therapies to treat 
disc injury and for identifying failure criteria for 
computational modelling of disc injury. 

 

The aim of this project was to examine associations 
between the magnitude of 3D internal strains, tissue 
damage and macroscopic evidence of disc herniation after 
repetitive lumbar motion in normal lumbar discs. 

METHODS 
Sixteen cadaver lumbar functional spinal units (FSUs) 
were subjected to pre-test MRI scans to identify normal 
discs (Pfirrmann grades I-III) [6], and to establish the 
initial disc tissue appearance. Eight FSUs underwent 
20,000 cycles of loading under compression (2.5 MPa) + 
flexion (13°) + right axial rotation (2°) using a novel 
6DOF Hexapod Robot [7]. These motion combinations 
were chosen because flexion and axial rotation have been 
clinically linked to herniation. The remaining eight FSUs 
had a grid of tantalum wires inserted into the disc, and 
stereo-radiographs were taken to track internal 3D 
displacements [5] at increasing intervals of repetitive 
lumbar motion (initial neutral position, 1, 500, 1000, 5000, 
10000, 15000, 20000 cycles) under the same loading 
conditions. Internal 3D displacements and maximum shear 
strains (MSS) (relative to neutral) were calculated from 
digitised stereo-radiographs using Matlab (R2011b, 
Mathworks, USA). FSUs without insertion of tantalum 
wires were used as a control group to compare the effect of 
wire insertion within the disc.  Post-test MRI was 
conducted on all FSUs after testing. Discs were assessed 
via MRI and macroscopically examined to determine the 
extent of tissue damage and correlated with regions of 
highest internal disc tissue strains.  

RESULTS AND DISCUSSION 
This study is currently underway and the preliminary 

results of three FSUs (2 x L2-3, 1 x L4-5) revealed 
substantial tissue disorganisation after 20,000 cycles. 
Large increases in disc tissue deformations were observed 
in the anterior and posterior regions of the disc after 
20,000 cycles. Under these loading conditions, the largest 
mean (95% CI) MSS of 58.14 (5.43) %/° after 20,000 
cycles was found in the anterior region, with high MSS 
also seen in the right anterior lateral region (50.55 (4.57) 
%/°) and left posterior lateral region (51.34 (5.76) %/°).   

Figure 1: a.) Pre-test MRI (T1) axial image of sample 
FSU.  b.) Post-test MRI (T1) axial image of the same FSU. 

Pre and post-test MRI analysis revealed that two out of the 
three specimens presented with injury and apparent 
disorganisation in the nucleus (Figure 1).  No herniation 
was observed, however both FSUs had evidence of 
endplate fracture and one FSU showed evidence of annular 
tears within the left posterior lateral region.  

CONCLUSIONS 
This study has the potential to understand the mechanical 
loading conditions and mechanisms that may lead to 
lumbar disc herniation in human discs. The manner in 
which one loads the spine is perhaps one of very few 
modifiable risk factors that can be addressed to prevent 
such injury occurring. 
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INTRODUCTION  
An increase in force production is observed when a 
contraction is preceded by an active lengthening compared 
to a purely isometric contraction at the same length and 
activation level. This phenomena, known as residual force 
enhancement (RFE), is observed in isolated preparations 
from the sarcomere to the muscle level, with generally 
bigger stretches leading to greater increases in force [1].  

The role of RFE in human movement is still a matter of 
debate. A major problem when analyzing RFE in vivo can 
be the difficulty in controlling for similar levels of activation 
between the enhanced and reference contractions. Muscle 
inhibition is often observed after active stretches in-vivo and 
it can prevent RFE from being verified through an increase 
in torque. In that sense, neuromuscular efficiency (NME), 
based on the torque to EMG ratio, is probably a more 
sensitive parameter to infer the role of active stretch in 
enhancing performance in-vivo [2].  

NME increases after stretch can be achieved by: i) a lower 
level of activation for a given level of torque or ii) a higher 
torque output for a given activation, and these strategies, for 
in vivo contraction, may depend on the force generating 
potential of the muscle at a given joint angle [3]. 

In this study, we analyzed the potential effect of RFE on the 
NME-joint angle relationship during human in-vivo 
contractions. We hypothesized that NME increases after 
active stretch and that this increase might be based on 
different factors (EMG decrease or force increase) 
depending on where in the force-length relationship (FxL) 
the muscle is working.  

METHODS 
Five subjects (25 ± 6 years, 56.4 ± 6.5 kg) took part in the 
study. Joint torque and angle (Biodex) and biceps brachialis 
EMG (Miotec) were measured during maximal elbow flexor 
contractions. Two purely isometric contractions (REF) and 
two isometric contractions preceded by a 20° (RFEshort) 
and a 40° active stretch (RFElong) were performed at the 
plateau of the FxL (joint angle θ), at the ascending limb (θ+ 
40° flexion) and at the descending limb (θ-50° extension).  θ 
was determined for each subject based on torque and on 
estimated values of elbow moment arms at each angle [4]. 
Torque was normalized to the maximal torque at optimal 
length and EMG was normalized to the maximal EMG at 
each joint angle. The percent EMG and torque enhancement 
between REF and RFEshort and RFElong, and the NME 
(torque/EMG) of each contraction was calculated for the 
different regions of FxL. RFE occurrence was tested based 
on a binomial chi-square statistics (α=0.05). 

RESULTS AND DISCUSSION 
Increase in NME was observed in 18 out of the 25 
contractions preceded by an active stretch (p = 0.02). Three  

of the seven contractions that did not show enhancement 
were on the descending limb, preceded by a short stretch. 
NME was typically greater after long compared to short 
stretches and at the plateau of the FxL relationship (Fig. 1). 

Figure 1: Neuromuscular efficiency (NME)-joint angle 
relationship for purely isometric contractions and for 
contractions preceded by a short and long active stretch. 
Mean elbow angle for the ascending, plateau and descending 
limb were 130°, 90°, and 40° respectively (0° = full elbow 
extension). * Long stretches were not possible for most 
subjects on the ascending limb because of limits in ROM. 

With regards to the different strategies to reach an increase 
in NME; in the plateau of the FxL, all contractions showed a 
decrease in torque (-8%) and an even bigger decrease in 
activation (-26%). In contrast, on the ascending and 
descending limb, all contractions (except for one subject) 
showed an increase in torque (13% and 8% on the ascending 
and descending limb respectively) accompanied by a small 
decrease (-5% on the ascending limb) or a small increase 
(+4% on the descending limb) in EMG. The values reported 
are median values for the short and long stretch conditions.  

CONCLUSIONS 
Enhancement in the NME was observed for all regions of 
the FxL relationship for contractions preceded by an active 
stretch, suggesting a role for RFE in human elbow flexor 
function in-vivo. In addition, the factors that contribute to 
the NME enhancement differ depending on where on the 
FxL relationship the muscle is working. The increase in 
NME despite the big decrease in torque for contractions 
performed at the plateau of FxL suggests a potential role of 
RFE in delaying fatigue, but this hypothesis should be tested 
in future studies. 
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INTRODUCTION  
The primary role of muscles is to move joints, and, while 
doing so subjects adopt individual strategies to muscle 
coordination and loading of the joint. The question now 
arises: what is the exact role of muscles in the mechanical 
loading of joints? The ideal strategy to understand this 
scenario is to explore how the muscle forces are affected at 
different stages of Osteoarthritis (OA). 

METHODS 
Three-dimensional kinematic and kinetic data were 
collected from twenty six, fully consented subjects and 
divided into three groups: ten healthy subjects, eight with 
medial OA awaiting high tibial osteotomy (pre-HTO), and 
eight with late stage OA awaiting total knee replacement 
(pre-TKR). The mean and SD of weight and height for 
healthy, pre-HTO and pre_TKR cohorts were (79.5±12.6 kg, 
88±15 kg, 86.3±20.3 kg), (175.5±3.7cm, 173±9 cm, 
169.5±8.3 cm), respectively. 
Recorded raw EMG data were band-pass filtered, rectified, 
low-pass-filtered and normalized to peak values obtained 
through the activities of daily living. The co-contraction 
index (CCI) was calculated for the following muscle sets: 
Vastus Lateralis-Gastrocnemius Lateralis (VLLG), Vastus 
Lateralis-Lateral Hamstring (VLLH), Vastus Medialis-
Gastrocnemius Medialis (VMMG), and Vastus Lateralis-
Medial Hamstring (VMMH) 
Gait biomechanics were determined using OpenSim v3.3 
[1]. For each participant, the customized generic anatomic 
model was scaled to the participant’s anthropometry. The 
final anatomic model was then used to calculate joint angles, 
moments and MTU kinematics (lengths and moment arms) 
for walking trials using OpenSim inverse kinematics (IK), 
inverse dynamics (ID) and muscle analysis tools, 
respectively. Gait biomechanics and processed EMGs were 
then used to calibrate and execute an EMG-driven model 
that estimated muscle forces using CEINMS [2]. 

RESULTS AND DISCUSSION 
The key finding for the gastrocnemius muscles was that 
subjects with OA had reduced muscle forces compared to 
the control. Our finding of increased forces of the 
quadriceps and hamstrings muscles is supported by an 
earlier research[3], they found that these muscle groups 
appear capable of supporting up to 100% of the applied 
abduction adduction moment, because of their abduction 
and /or adduction moment arm.   
For OA, a decreased plantar flexion moment and less 
gastrocnemius co-contraction suggest that gastrocnemius 
overload may not be the primary cause of joint 
degeneration. The results bring into question the 
counterbalancing role of the quadriceps and hamstrings 
during dynamic movements to stabilize the knee. 
In agreement with literature, Patients with OA have 
significantly (p<0.05) higher CCI compared to NP subjects.  

Lateral indices are increased significantly almost two-fold 
for the pre-HTO group compared to NP subjects. Whereas, 
no significant differences were found for the lateral indices 
between the pre-HTO group and pre-TKR group. 
Some evidence of co-contraction between quadriceps and 
hamstring muscles was found, i.e., hamstring CCI are 250% 
greater laterally and 170% greater medially, for the pre-TKR 
group compared to NP controls. In the case of VLLH, a 
significant increase (p<0.05) was found for the pre-TKR 
group compared to NP subjects may contribute to a 
reduction in medial knee contact force. 

Figure 1: Muscle Forces during stance-phase for healthy 
subjects - A, pre-HTO subjects – B, pre-TKR subjects - C. 
Values represent mean. 

CONCLUSIONS 
In conclusion, a reduction in gastrocnemius muscle force is 
correlated to OA severity whereas quadriceps and hamstring 
muscles play a significant role in stabilizing the knee joint, 
altering their coordination and increasing their forces 
through different stages of OA severity. 
ACKNOWLEDGEMENTS 
Arthritis Research UK[18461]; EPSRC [EP/J010111/1]; 
HCRW; Arthrex. Ethics: REC for Wales/Cardiff and Vale 
UHB and the Higher Committee for Education Development 
in Iraq (HCED).  

REFERENCES 
1. Delp, S.L., et al. IEEE Trans. Biomed. Eng. 54, 1940–1950,

2007. 
2. Claudio Pizzolato, et al. J Biomech, 48,3929–3936 , 2015.
3. Lloyd DG, et al. Med Sci Sports Exerc, 37(11):1939–1947,

2005. 



P360 - THE EFFECT OF HUMERAL TRAY PLACEMENT ON REVERSE SHOULDER 
ARTHROPLASTY IMPINGEMENT 

1,2Jonathan Glenday, 1Sudesh Sivarasu, 2Lawrence Gulotta, 1Stephen Roche and 2Andreas Kontaxis 
1University of Cape Town, South Africa. 2Hospital for Special Surgery, USA. 

Corresponding author email: glnjon001@myuct.ac.za 

INTRODUCTION  
Reverse shoulder arthroplasty (RSA) has become an 
established means of alleviating pain and restoring shoulder 
functionality to patients who suffer from a massive rotator 
cuff tear or rotator cuff arthropathies. Despite these initial 
positive outcomes, concerns regarding the long term success 
of RSA are present. While the problem of intra-articular 
impingement and scapular notching is well documented and 
investigated, the effect of extra-articular impingement 
(contact of the humerus with the acromion or coracoid 
process) is often overlooked [1]. The aim of this study was 
to enhance our knowledge of how the onlay humeral tray 
positioning can affect impingement in RSA by using a large 
cohort of specimens and tray positional setups. 

METHODS 
The Newcastle Shoulder Model (NSM), a virtual 
biomechanical shoulder model [2], was used to investigate 
the effect of the onlay humeral tray position on RSA 
impingement. The CT scans of 10 shoulders were 3D 
reconstructed using MIMICS (Materialise NV, Belgium). 
The reconstructions of the scapula and humerus from each 
scan were used to customize the glenohumeral joint of the 
NSM, thereby creating a total of 10 subject-specific models. 
Each model underwent a virtual RSA surgery using the 
Biomet Comprehensive Reverse Shoulder System (Biomet, 
USA). The glenoid baseplate was implanted 12 mm superior 
to the inferior glenoid rim [3] with neutral version and tilt, 
and the humeral stem was placed at 20° of retroversion [4]. 
Seventeen onlay humeral tray positions were tested: the 
default location with no offset and 16 offset locations that 
placed the tray at 2.5 and 5 mm radial offsets over 45° 
circumferential intervals. Impingement-free range of motion 
(ROM) was measured for abduction, forward flexion, 
internal-external rotation with 90° humeral abduction and 
one activity of daily living (ADL) that simulates lifting an 
object to head height. Repeated measures analysis of 
variance (ANOVA) tests were carried out on the offset 
positions and offset distances independently for each 
motion. Post-hoc analysis with Bonferroni pairwise 
comparison was used to determine significant difference.    

RESULTS AND DISCUSSION 
Intra-articular impingement did not change for any of the 
humeral tray offsets during any of the assessed motions. 
However, extra-articular impingement was significantly 
affected (p < 0.05) by the onlay tray position for all motions 
(Figure 1). For example, during abduction, impingement 
free ROM increased from the default 69.5°±26.7° to 
74.3°±26.6°, and then to 78.4°±24.7° when using 2.5 and 5 
mm lateral tray offset locations respectively. The change in 
impingement free ROM due to the increase in offset 
distance was found to not be significant (p > 0.05) for all 
motions expect the ADL (p = 0.016). Post-hoc analysis 
found that the offset positions that significantly affected 
impingement-free ROM were motion dependent.  

Figure 1: Change in impingement free ROM based on 
offset position for each motion relative to its default location 
within the 5 mm radius. Blue represents the relative increase 
in ROM; red represents a relative decrease in ROM. 

The results of this study show that onlay humeral tray offset 
positioning has a significant effect on extra-articular 
impingement and does not change intra-articular 
impingement (humeral tray offsets do not change the 
location of the humeral cup in relation to the scapula). The 
lateral offset was found to be the only offset position that 
significantly increased impingement-free ROM during all of 
the assessed motions. It was also noted that overall there 
was no significant difference in extra-articular impingement 
between the 2.5 and 5 mm offset distances. This is 
advantageous as 2.5 mm offsets minimize the risk of 
humeral tray overhang. From these observations it is evident 
that a 2.5 mm humeral tray offset in the lateral direction 
would be the optimal location to increase impingement-free 
ROM. However, this study did not investigate the effect of 
these changes on the shoulder muscles. Tray lateralization 
medializes the humerus, potentially resulting in a reduction 
in deltoid moment arms. This trade-off could necessitate the 
usage of an intermediate humeral tray offset position that 
could provide a biomechanical compromise. 

CONCLUSIONS 
The functional outcomes of RSA can be improved through 
the use of onlay humeral tray offset. However, investigation 
into the biomechanical changes of the deltoid muscles is 
required to understand the implications of tray offsets.  
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INTRODUCTION  
It is well known that muscular force production is history 
dependent resulting in enhanced and depressed steady states 
after stretch and shortening, respectively. However, in many 
cases, muscle contractions during natural human movements 
are characterized by a combination of stretch and shortening 
called stretch-shortening cycle (SSC). During the shortening 
of such a SSC an increased performance has been observed 
compared to shortening without preceding stretch.  

The primary mechanisms associated with enhanced power 
output of muscles in the shortening phase of SSCs are the 
activation dynamics, contributions of stretch reflex, and the 
storage and release of elastic energy [2]. However, already 
Cavagna et al. [1] proposed a forth mechanism located 
within the sarcomere, which is related to the residual force 
enhancement (RFE) observed during steady-state isometric 
contractions following active muscle stretch. In this context 
it was recently shown for the human adductor pollicis that 
either RFE persisted or that residual force depression (RFD) 
was abolished after SSCs [3]. From these results it was 
concluded that the intrinsic muscle properties associated 
with the history dependent RFE also contribute to the 
enhanced performance during SSC contractions. 

Accordingly, the aim of this study was to reproduce the 
findings of [3] for a muscle that is more relevant for human 
locomotion and especially for SSC. 

METHODS 
The triceps surae of 14 healthy subjects (four females, ten 
males) was electrically stimulated over the muscle belly for 
8 seconds (Digitimer DS7AH, UK; 1ms square-wave pulses 
at 20 Hz) to reach 30% of maximum voluntary contraction 
torque (MVC) in a 5° plantar flexion position (0° refers to 
the sole of the foot perpendicular to the shank). The anode 
(7.5x13cm) was placed over the lateral and medial 
gastrocnemius muscles at the largest circumference, the 
cathode (5x5cm) was placed over the soleus muscle.  

Testing consisted of five different contraction conditions 
performed in a randomized order: isometric contractions at 
5° plantar flexion (PF) and 10° dorsiflexion (DF), a pure 
stretch contraction from 5°PF to 10°DF, a pure shortening 
contraction from 10°DF to 5°PF and a stretch-shortening 
cycle over the 15° range of motion described above starting 
from 5°PF, all followed by an isometric hold phase after 
displacement. Dynamic contractions started with isometric 
pre-activation and were performed at 120°s-1 and an angular 
acceleration of 200°s-2. Each condition was repeated twice.  

Contractions were performed in an isokinetic dynamometer 
(IsoMed2000, D&R Ferstl, GmbH, GER) with the subjects 
lying prone on the bench of the dynamometer with the knee 
slightly bend and the foot tightly strapped to a foot plate to 
avoid heel lift during contractions. The lateral malleolus was 

aligned with the axis of rotation and torque and joint angle 
were sampled at 1000 Hz using an AD-converter 
(Power1401, CED, UK) and Spike 2.0 software (CED, UK). 
Torque and angle data were zero-lag low-pass filtered (20 
Hz) and torque was corrected for gravity. 

Peak torque during stretch, minimum torque at the end of 
shortening, concentric work during shortening, and steady-
state torque during a 1s time window (3-4s after 
displacement) were statistically analyzed (repeated measures 
ANOVA and Bonferroni post-hoc comparisons; α<.05). 

RESULTS AND DISCUSSION 
Peak torques during the stretch of pure stretching and SSC 
contractions did not differ (92.5±17.6Nm and 92.6±17.9Nm) 
and exceeded the isometric reference torque by 25% 
(p<.001). Work during the shortening phase of the SSC was 
significantly increased by 12% (p<.01) compared to work 
performed during pure shortening. In addition, torques were 
significantly lower (p<.01) at the end of the shortening 
phase for the pure shortening compared to the SSC. 

During the steady-state after pure stretching, torques were 
significantly increased (77.4±18.7Nm) compared to the 
isometric torque at 10°DF (74.3±19.3Nm), i.e. there was a 
RFE of 4.8% (p<.05). After pure shortening the steady-state 
torque was significantly depressed to 40.9±9.3Nm compared 
to 46.3±9.1Nm for the isometric contraction at 5°PF 
(p<.05), which corresponds to a RFD of 12%. After SSC the 
steady-state torque was depressed to 42.3±8.7Nm (p<.05) 
and was further significantly different to the steady-state 
torque after pure shortening (p<.05). This means that there 
was a reduced RFD of only 8.6% after SSC.  

Although we could not exactly reproduce the findings from 
[3], our results proved the hypothesis of reduced RFD after 
SSC correct. Usually, the amount of RFD increases with the 
work done during shortening, however, with reduced RFD 
after increased work during shortening of the SSC our 
results showed the opposite. Therefore, we speculate that the 
increased work during shortening of the SSC is partly due to 
a stretch-triggered semi-active non-cross bridge mechanism. 

CONCLUSIONS 
From our findings it is concluded that a force enhancing 
mechanism triggered by stretch persists during the following 
shortening and steady-state phases of the SSC. Thus, we 
suggest that the history dependent muscle properties 
responsible for RFE also contribute to the enhanced 
performance during SSC contractions. 
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INTRODUCTION  
The sacroiliac joint (SIJ) has evolved from a largely 
neglected anatomical region to a major target of clinical 
intervention given its contribution to low back and pelvic 
ring pain. In contrast to this increased clinical attention, the 
joint lacks adequate description from a biomechanical 
perspective. In-vivo, in-vitro and in-silico studies vary 
widely regarding their findings on the SIJ nutation motion 
and the effects of therapeutic interventions using pelvic 
support belts, sacroiliac fusion or the consequences of 
lumbar spine surgery [1,2]. The given study aimed at 
establishing a novel biomechanical setup using cadaveric 
pelvises to evaluate SIJ motion under axial loading, 
allowing for three-dimensional motion at the SIJ and the 
lumbosacral transition, free rotation at the hip joints in an 
upright posture. A second aim was to evaluate three-
dimensional motion at the lumbosacral transition and pelvis 
under physiologic loading and following SIJ ligament injury 
to determine the impact on motion patterns.  

METHODS 
A testing rig was developed, allowing for a double-stance 
scenario with loads applied via the fifth lumbar vertebra 
(L5) via free-rotating ball bearings. Steel wires mounted to 
the iliac crest served to simulate muscle traction of the 
erector spinae and abdominal wall muscles. Six human 
cadaveric osteoligamentous pelvises with adjacent L5 were 
tested under physiologic conditions, ranging from 0 to 100% 
of the total individual body weight of the respective 
cadavers with a biaxial testing device (DYNA-MESS, 
Aachen, Germany). Cyclic axial deformations were co-
registered using three-dimensional digital image correlation 
(Limess, Krefeld, Germany). Speckle patters attached onto 
L5, the sacrum and the innominate bones served as 
reference markers. The following motions were examined: 
(1) Sacroiliac joint; sacral vs. iliac ala; (2) Lumbosacral 
transition; L5 vs. sacral promontory; (3) Innominate bone; 
superior pubic ramus vs. iliac ala; (4) Pubic symphysis; left 
vs. right superior pubic rami. The tests were repeated 
following unilateral transection of the SIJ ligaments, prior to 
yield strength testing. Minimum thresholds for motions to be 
recognized were 0.1-mm translation or 0.2° rotation between 
0 and 100% of the body weight and if a given correlation 
coefficient for load-deformation was >0.8 for the subsequent 
deformation steps, indicating consistent movement. 
Translations (T) and rotations (R) were given for the x-, y-, 
and z-axes as absolute values. 

RESULTS AND DISCUSSION 
All pelvises completed the loading scenarios with intact and 
transected ligaments. Mean failure load was 2496±1310 N 
(range 1045–5167 N). In the intact condition, mean 
translations at the lumbosacral transition were 0.61 mm 
(Ty), 0.31 mm (Tz) and rotations 1.20° (Rx), and at the SIJ 
0.49 mm (Ty), 0.16 mm (Tz) and 0.57° (Rx; Fig. 1). The 
largest translations were found for the innominate bone,  

Figure 1: Sacroiliac joint motion in the intact condition. The x-axis shows 
the body weight in [%], whiskers indicate the standard deviations. Numbers 
indicate the measurement regions given in the methods section. Paired 
numbers reflect the measurement sites. T = translation, R = rotation 

with 1.46 mm (Ty), 1.80 mm (Tz), and rotations of 0.36° 
(Rx), 0.37° (Ry) and 0.33° (Rz). Translations at the pubic 
symphysis were 0.14 mm (Tx), 0.20 mm (Ty) and 0.10 mm 
(Tz), rotations 0.64° (Rx), 1.20° (Ry) and 0.26° (Rz). 
Transection of the SIJ ligaments changed motion patterns at 
the lumbosacral transition, SIJ, innominate bone and pubic 
symphysis both qualitatively and quantitatively. At the 
transected SIJ, increased translations were observed (Ty 
0.42 mm, Tz 0.31 mm) and a new axis of rotation was 
introduced (Ry 0.7°). Unilateral SIJ transection increased 
innominate bone translation (Ty 1.57 mm, Tz 3.00 mm), 
while innominate bone rotations remained unchanged. 
Moreover, SIJ ligament transection caused an overall 
change of translations and rotations at the pubic symphysis 
(Tx 0.06 mm, Ty 0.23 mm, Tz 0.49 mm; Rx 0.87°, Ry 
0.43°, Rz 0.45°).  

CONCLUSIONS 
While physiologic SIJ motion can be well-described by 
nutation consisting of y- and z-translation and x-rotation, the 
overall movements were consistently present and in the sub-
mm and sub-degree range. Comparison to the adjacent 
regions under loading revealed that innominate bone 
translation outweighs all other motions at the lumbosacral 
transition and pelvis, indicating that the innominate bone is 
an additional segment with high importance in pelvic region 
kinematics with vast influence on overall motion. Moreover, 
SIJ ligament transection caused altered motion patterns, in 
particular at the affected SIJ and the pubic symphysis, 
revealing that ligament disruption cannot solely be 
considered as an increase of given rotations and translations.  
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INTRODUCTION  
Large and heavy air tanks commonly used by firefighters 
have been known to increase risk of slips and fall. They 
have also been linked to poor gait characteristics that can 
negatively influence balance. [1] Movement restrictions due 
to the protective equipment can further increase the risk of 
falls. The purpose of this study was to understand the impact 
of firefighter air tanks on neck and trunk mobility and 
evaluate trunk anthropometric data to support for 
personalized protective equipment thus reducing risk of 
falls. 

METHODS 
Twenty-one healthy firefighters (16 males; 5 females) were 
recruited from the local fire department (age: 29.9±11.7 yrs, 
firefighting experience with standard protective equipment: 
5.4±6.5yrs, height: 176.7±8.0, weight: 79.1±11.8, BMI: 
25.4±3.6). Participants were asked to perform the following 
movements 1) maximal neck extension, and 2) forward 
trunk flexion, with and without airtanks and helmets. They 
wore biking shorts and tank tops (for females) only to 
ensure complete capture of the participants’ posture. To 
simulate the thickness of garments that the air tank lies on 
when firefighters wear the air tank with base layers and 
firefighters’ uniform, parts of the garments were cut and 
sewn on to the air tank’s straps. 3D body scans were done at 
extremes of ranges of motion (ROM) for each condition. 
Neck extension ROM, lumbopelvic ROM and standing 
trunk positions were calculated from the body scans and 
compared between with and without airtank and helmet 
conditions using paired t-tests (p <05). Anthropometric 
measurements of 3647 males were analyzed from SizeUSA, 
a national dataset, to understand relationship between ranges 
of torso lengths and air tank dimension, and its impact on 
mobility of firefighters.   

RESULTS AND DISCUSSION 
Both neck extension (mean difference= 20.3°; p<.0001) and 
lumbopelvic flexion ROM (mean difference= 7.5°; p< 
.0001)  were significantly reduced with helmets and airtank 
and there was a tendency for significant trunk 
hyperextension in standing position with air tanks (p = 
0.083). These results support previous literature suggesting 
decreased mobility with firegear. [2] Firefighters constantly 
work in areas with narrow spaces and decreased head and/or 
foot clearance due to fallen over beams or collapsed 
ceilings.  Therefore, restricted neck extension and trunk 
mobility limit firefighters’ vision and ability to work in a 
confined space. These can pose serious life threatening risks 
in such a work environment. Also, standing or walking for 
long periods of time with increased trunk hyperextension 
and thus higher and more posterior center of mass, can 
increase spinal loading by creating a larger extension torque 
on the back due to an increased moment arm to the load and 
thus have long-term detrimental effects on low back. 

Analysis of SizeUSA data shows that length of upper body, 
where air tank is mounted, ranges between 16.96” and 
22.83” (95% of the data). Considering the length of air tank 
(20.9” on average) for firefighting, the coverage of air tank 
on the upper back ranges 85% to 127%, which means air 
tanks height is usually comparable or in most cases greater 
than torso length for most firefighters. In fact, the rigid 
metal structure of harness to mount air tank is longer than 
air tank, which causes mechanical binding while firefighters 
move upper body and arms, restricting mobility. Firefighters 
with shorter upper body length may have air tank extended 
even below the waist, which can create significant mobility 
restriction not only in trunk bending but also in neck 
hyperextension because the top portion of air tank hits the 
back brim of the helmet during the neck hyperextension. On 
the other hand, it is possible that firefighters with longer 
upper body length can have less mobility restriction due to 
more flexibility in adjusting the mounting height of air tank.  

Figure 1: 3D body scan images in different test positions. 

CONCLUSIONS 
Findings of this study show that wearing air tank can impose 
significant mobility restriction to firefighters, alter the static 
and dynamic movement mechanics and even cause 
musculoskeletal pain or disorder. SizeUSA data implies that 
shorter firefighters will be more vulnerable to these 
detrimental effects compared to taller ones. The size of air 
tank is determined by required duration of oxygen supply 
(minimum rated service life of 30 minutes) regulated by 
NFPA1981 (Standard on Open-Circuit Self-Contained 
Breathing Apparatus for Fire and Emergency Services). It is 
suggested that future research and development of self-
contained breathing apparatus should be focused on 
reducing length of air tank or providing flexible/bendable 
structure of air tank and harness for improved mobility and 
safety. 
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INTRODUCTION 
Within the field of neuromusculoskeletal (NMS) 
biomechanics, subject-specific anatomic models are 
becoming increasingly popular. Studies have consistently 
shown better predictive accuracy of subject-specific 
models compared to generic models [1,2], showing the 
incorporation of subject-specific boney geometries, muscle 
activation patterns, articular mechanisms and muscle 
tendon unit (MTU) paths are important. MTU paths 
influence MTU lengths, subsequently affecting muscle 
operating range and force predictions, and moment arms, 
which effect MTU moment predictions.  

Linear scaling of generic anatomic models alter MTU 
paths in linear proportion to scale factors. When subject-
specific boney geometries are employed linear scaled 
MTU paths are incorrect therefore, subject-specific MTU 
paths must be defined. Therefore, if subject-specific 
anatomic models are to become standard within NMS 
modelling frameworks, MTU path must be robustly 
defined. While customized MTU paths may produce 
visually acceptably results, the resulting MTU lengths and 
moment arms must also be within physiologic range 

We present a novel framework to develop subject-specific 
MTU paths based on MRI. The aim of this study was to 
evaluate the validity of MRI-informed MTU paths, and 
second, to compare MTU origins and insertions with those 
generated through the musculoskeletal atlas project (MAP) 
client [3]. 

METHODS 
Subjects (n=14) underwent full lower-limb MRI from iliac 
crest to toes, using a 3T unit (Ingenia, Phillips Healthcare, 
Netherlands) with axial T1-weighted 3D fast field echo 
sequence with 1 mm slices. Subject-specific models were 
created using MAP-client [3] and customized by adding a 
subject-specific patella and patellofemoral joint [4]. 
Tibiofemoral (5-bar rigid link) [5] and patellofemoral 
(hinge) [5] articular mechanisms were then determined. 
Muscle segmentations were done using a novel “Muscle 
Segmentation” tool (Materialise, Belgium). Muscle 
segmentations and MAP-generated bones were then 
imported into 3-matic (Materialise, Belgium) to identify 
relevant anatomic points and surfaces. 

For each subject, we developed three different models: a 
linear-scaled (LS), MAP-generated (MAP), and 
customized MAP (CUST) (Figure 1A). The framework 
starts by updating each MTU’s fixed origin and insertion 
using an attachment area defined as the centroid of the 
region of attachment on the relevant bone. The model 
template the MAP client uses is OpenSim Gait2392 [6]. 
The Gait2392 model has conditional path points which 
mimic MTU wrapping around bones. We replaced these 
conditional path points with wrapping surfaces based on 
the MAP-generated bones to 1) prevent muscle-bone 
interpenetration 2) maintain MTU shape, and 3) produce 
more physiologic MTU lengths and moment arms. 

MTU length and moment arm relative to knee joint centre 
will be determined throughout 10º extension to 120º 
flexion, in 1º increments, with knee adduction/abduction 
and internal/external rotation defined by subject-specific 
splines [5]. Correlation between MTU length and moment 
arms from each model will be calculated. In addition, 
correlations to previously published data [7, 8] will be 
presented for MTU moment arms. Differences between 
MAP-generated and direct MRI muscle origins/insertions 
will also be calculated, with MRI data serving as criteria. 

RESULTS AND DISCUSSION 

Figure 1. (A) OpenSim model with customized boney and 
MTU geometries (B) Vastus medialis MTU length in 
various OpenSim models.  

Customizing MTU paths and adding wrapping surfaces 
produced MTU lengths and moment arms which were 
physiologic, while simultaneously preventing 
interpenetration of MTU and bone.  

CONCLUSIONS 
This framework utilizes a novel Muscle Segmentation tool 
and MAP-client to create subject-specific models with 
customized MTU path points and wrapping surfaces. We 
believe MTU geometry must be customized in subject-
specific NMS models. Replacing conditional path points 
with wrapping surfaces results in patterns of MTU lengths 
closer to the generic template model. Using direct MRI 
measures resulted in longer MTUs across a physiologic 
knee’s range of motion compared to generic, linear scaled 
and MAP generate models.  
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INTRODUCTION 
Carrying heavy loads in the military can cause 
musculoskeletal injury, with significant costs for 
rehabilitation of injured soldiers to ensure military readiness 
[1]. Thus, reducing injury risk due to load carriage is a 
priority for Defence organisations throughout the world.  

It is understood that increasing carried load alters gait 
biomechanics [2]. Recently, biomechanical modeling 
methods have been used to examine the effects of carried load 
on internal joint loading [3]. To date, no study has examined 
if changing the distribution of carried load affects internal 
loading at commonly injured sites (e.g. the knee). If a 
particular load carriage configuration reduces or re-distribute 
joint moments, this could inform future load carriage design 
aiming to reduce injury risk, not only in the military, but in 
recreational carriage (e.g., hikers). 

This study aimed to determine the effects of changing 
movement speed, carried load, and the distribution of body-
borne load on lower-limb joint moments during walking. 

METHODS 
Twenty Australian Army Reserve soldiers (29.5±7.1 yrs) 
participated. Twelve body armour variations were tested: six 
armour types (one standard-issue body armour, TBAS, and 
five prototype designs, ARM) and two carried load 
magnitudes (15 and 30 kg). Prototype designs incorporated a 
hip belt that offloaded the shoulders, whereas TBAS did not. 
Participants completed testing over four sessions, with each 
session separated by at least two days. 

Wearing body armour, participants walked on a force-plate 
instrumented treadmill (AMTI, Watertown, US) at both 
moderate (1.53 m⋅s-1) and fast (1.81 m⋅s-1) speeds for 10 
minutes at each speed. An 11-camera motion capture system 
(Vicon, Oxford, UK) collected whole-body three-
dimensional marker kinematics. A modified full-body 
OpenSim [4] anatomic model was scaled from static trial 
markers. OpenSim inverse kinematics and inverse dynamics 
analyses were used to determine lower-limb joint angles and 
net joint moments, respectively. Peak hip flexion and 
extension moments, knee flexion moment, ankle plantar 
flexion moment in late stance, and knee adduction moment 
were determined from ensemble-averaged joint moment 
curves. Repeated measures ANOVAs were used to compare 

peak joint moments between movement speeds and armour-
load configurations. Significance was set at p<0.05. 

RESULTS AND DISCUSSION 
Peak joint moments, except for knee extension, increased for 
fast walking compared to slow walking (p<0.001) (Table 1). 
All joint moments were higher with 30 kg of carried load 
compared to 15 kg (p<0.001). We found no significant 
differences between armour types for peak joint moments. 
Concomitant with previous studies, results suggest the 
magnitude of joint moments is dictated by task demands, 
rather than armour design [2, 3]. Importantly, prototype 
designs incorporating a hip belt did not negatively alter joint 
kinetics. External knee flexion moment in early stance was 
particularly sensitive to carried load, and is counteracted by 
increased knee extension moment, probably generated by the 
increased action of the quadriceps. 

Table 1. Peak external joint moments for four conditions. All 
values are reported in Nm kg-1. *indicates fast walking values 
were significantly higher than slow walking. ^indicates that 
30 kg values were significantly higher than 15 kg (p<0.05). 

Further analyses are underway to determine if these increases 
result in increased knee contact forces. 

CONCLUSIONS 
This study suggests soldiers, in carrying heavy loads for 
many hours in a day and over consecutive weeks, would 
experience joint loading that may put them at high risk for 
developing overuse injuries. Additionally, the study showed 
for the first time that load distribution from the shoulders does 
not adversely affect joint loading. Future armour design may 
optimise lower-limb joint loading, however further studies 
are required to assess novel armour designs. 
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TBAS ARM1 ARM2 ARM3
15 kg added load Slow Fast  Slow Fast  Slow Fast  Slow Fast
Ankle plantar flexion* 1.69±0.15 1.87±0.25  1.78±0.19 1.92±0.20  1.72±0.15 1.83±0.17  1.74±0.19 1.90±0.24 
Knee flexion* 0.76±0.27 0.96±0.29 0.86±0.32 0.99±0.26  0.78±0.24 0.95±0.19  0.78±0.28 0.88±0.21 
Knee adduction*  0.64±0.17 0.78±0.20 0.65±0.24 0.82±0.28  0.71±0.31 0.86±0.34  0.66±0.16 0.86±0.29 
Hip flexion*  1.09±0.24 1.12±0.25 1.01±0.27 1.06±0.32  1.13±0.30 1.17±0.34  1.06±0.29 1.10±0.32 
Hip extension* 1.72±0.39 2.23±0.46 1.75±0.59 2.33±0.53  1.68±0.57 2.32±0.50  1.74±0.60 2.35±0.53 
30 kg added load 
Ankle plantar flexion*^ 2.09±0.19 2.20±0.24  2.03±0.20 2.08±0.24  2.04±0.34 2.08±0.32  2.11±0.30 2.31±0.42 
Knee flexion*^ 0.82±0.26 1.05±0.28 0.87±0.25 1.04±0.28  0.99±0.37 1.14±0.37  1.07±0.39 1.17±0.36 
Knee adduction*^ 0.74±0.20 0.93±0.14 0.74±0.26 0.91±0.29  0.67±0.25 0.84±0.31  0.76±0.24 0.90±0.24 
Hip flexion*^ 1.22±0.33 1.29±0.32 1.34±0.40 1.37±0.47  1.28±0.42 1.32±0.43  1.31±0.32 1.28±0.39 
Hip extension*^ 1.94±0.27 2.83±0.42 2.14±0.48 3.15±0.63  2.10±0.56 2.88±0.59  2.03±0.46 3.00±0.50 
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INTRODUCTION  
Pennation angle of gastrocnemius muscle is important for 
muscle force production. This angle is often measured in 
laying position (e.g., Zhou et al. 2012 [1]). Many human 
movement we study occurs in standing position. Can this 
angle be measured reliably in standing position? The 
purpose of this investigation is to examine the test-retest 
reliability of both lateral and medial heads pennation angles 
of gastrocnemius during standing position.  

METHODS 
Sixteen female college students were recruited for this 
study. The study was approved by local ethic board and 
informed consent form was signed by the participant after 
necessary discussion. Terason t3000TM Ultrasound System 
(Terason t3000TM, Chicago, Illinois, USA) was used to get 
the image of gastrocnemius lateral and medial head 
pennation angles. ImageJ software (U.S. National Institutes 
of Health, Bethesda, Maryland) was used to measure 
pennaiton angles from the stored images. Ultrasound 
images of gastrocnemius muscle were taken while 
participants laying in the prone, and standing, with ankle 
joint at neutral position, at 30% distance between the 
popliteal line and lateral malleolus towards the knee. The 
gastrocnemius muscle was palpated to find the muscle 
belly, which is where the clearest muscle pennation angle 
can be observed. Three ultrasound images were then taken 
either medially or laterally.  

Reliability was assessed using Intraclass Correlation 
Coefficient (ICC):  

; 

Where 
, 

. 

ICC was evaluated based on Cicchetti (1994) [2]: Poor: ICC 
< 0.40—; Fair: 0.40 <=ICC<= 0.59; Good: 0.60 <= ICC<= 
0.74; and excellent: 0.75 <= ICC <= 1.00. 

RESULTS AND DISCUSSION 
Results are presented in Table 1. Pennation angle can be 
tested with excellent reliability for both between day 
comparison (ICC = 0.91 and 0.95 for reader 1 and 2, 
respectively), and between reader comparison (ICC = 0.98 
and 0.96 for day 1 and 2, respectively). As for the different 
heads of the gastrocnemius muscle, pennation angle of the 
lateral head can be tested with excellent reliability for both 
positions (ICC = 0.80 and 0.87, for prone and standing 
position respectively). However, pennation angle of the 
medial head of the gastrocnemius muscle were only tested 
with good reliability when tested with the two different 
testing positons (ICC = 0.68 and 0.71, for prone and 
standing position respectively).  

Differences between testing positions and differences 
between different heads of the tested muscle were not the 
primary purpose of the study. However, results (Table 1) 
showing the trend where testing position did not change 
pennation angle as long as the ankle joint remain at neutral 
angle for both positions, where the lateral and medial heads 
of the muscle exhibited similar pennation angles for both.  

CONCLUSIONS 
Gastrocnemius muscle pennation angles have traditionally 
been measured when participants laying prone. Now, this 
angle can also been measured reliably in standing position. 
Measuring gastrocnemius pennation angle in standing do not 
require the traditional 20 minutes for body fluid equalization 
as long as people come to the testing station in an upright 
postural. Furthermore, pennation angle often are being used 
to discuss muscle mechanics and testing in upright position 
when loaded with body weight, provides us an observation 
closer to muscle contraction than laying prone.  
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Table 1. Mean, standard deviation (SD), standard error of the mean (SE), and reliability (ICC) of between days (intra-reader), 
inter-reader, and also prone, and standing position pennation angle measurements 

Between Days Between Readers Prone Standing 

Reader 1 Reader 2 Day 1 Day 2 Lateral Medial Lateral Medial 

Mean (o) 10.9 11.0 11.0 10.9 9.4 12.6 9.5 12.3 

SD (o) 1.8 1.7 1.7 1.7 0.9 0.7 0.9 0.8 

SE (o) 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 

ICC 0.91 0.95 0.98 0.96 0.80 0.68 0.87 0.71 
Note: 1). N=96 (16 participants X both heads of gastrocnemius X three measurements) for the between days / between readers 
reliability data; N=96 (16 participants X both days X three measurements) for either lateral or medial heads at prone or 
standing positions. 
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INTRODUCTION  
The sternum and ribs play a significant role in providing 
stiffness to the thoracolumbar spine [1], however, the 
relative mechanical contribution of the ribs and intercostal 
soft tissue connections is less clear. In a prior biomechanical 
study from our group [2], the contribution of the sternum, 
ribs and intercostal soft tissues in influencing spinal stiffness 
was measured. Using these biomechanical data, the current 
computational study sought to develop a validated 
representation of ribcage mechanics, using an established 
workflow for creating subject specific finite element (FE) 
models of the thoracolumbar spine with ribcage [3].  

METHODS 
Biomechanical testing data for an osseoligamentous 
thoracolumbar sheep spine (Fig 1A) were used [2]. Briefly 
outlining this prior study, load cases representing forward 
flexion (29o) and axial rotation (27o) were applied to the 
spine using a robotic arm with the lowermost vertebral body 
(L7) rigidly potted and rotational motion applied to the 
uppermost thoracic vertebra (T1). The sheep spine was 
tested in four stages of dissection – i) Intact, ii) intercostals 
severed bilaterally (NoInterC), iii) sternum fractured at T2 
(NoStern), and iv) ribcage resected leaving 50mm rib head 
(NoRibs). The rotational stiffness of the spine was calculated 
at each stage of dissection. Following spinal testing, 
ligament and annulus fibrosus samples were harvested from 
select thoracic and lumbar motion segments. Anterior 
longitudinal ligament samples were loaded in uniaxial 
tension (Precycle: 5 cycles to 10%, 0.5Hz; Loading: 
maximum strain 400% at 0.1/sec) and annulus fibrosus 
samples were loaded in unconfined compression (Precycle: 
5 cycles to 5% strain, 0.4Hz; Loading: maximum strain 50% 
at 0.01/sec) to obtain force-displacement data [4]. 

A     B 
Figure 1: Sheep spine A. Experimental setup; B. FEM 

Using custom image processing and FE pre-processing 
software, a geometrically and materially individualised FE 
model of the sheep osseoligamentous thoracolumbar spine 
was developed (Fig 1B). Material parameters describing the 
spinal ligaments (nonlinear elastic) and disc annulus 
fibrosus (Mooney-Rivlin hyperleastic) were based on 
experimental testing data for the sheep soft tissues. The 

remaining material parameters were derived from prior 
studies of human spinal tissues [3]. The osseous ribs, costal 
cartilage, osseous sternum, intercostal soft tissues, costo-
vertebral and costo-transverse connections were all 
discretely represented at each spinal level to simulate the 
intact ribcage. This approach to simulating the costo-
vertebral/transverse connections has been previously 
validated [5]. Loading conditions simulating the 
experimental testing were applied. The FE predicted spinal 
stiffness for the four stages of dissection was determined. 

RESULTS AND DISCUSSION  
The FE-predicted moment-rotation response was nonlinear 
for both flexion and axial rotation over all four stages of 
dissection – the same was true for the experimental data. 
The peak rotational stiffness for the Intact FEM was 
comparable to the experimental results for flexion 
(Experimental: 0.22Nmm/o; and FE: 0.20Nmm/o) and axial 
rotation (Experimental: 0.18Nmm/o; and FE: 0.16Nmm/o). 
The same was true for peak predicted stiffness for the 
NoRibs FEM during flexion (Experimental: 0.13Nmm/o; and 
FE: 0.17Nmm/o) and axial rotation (Experimental: 
0.03Nmm/o; and FE: 0.05Nmm/o). However, there was 
minimal decrease in predicted FEM stiffness with 
successive removal of the intercostal connector elements 
(NoInterC FEM) and after simulated fracture of the sternum 
(NoStern FEM). By contrast, the experimental decrease in 
peak stiffness for the NoInterC and NoStern stages, relative 
to Intact, was 32% and 39% for flexion and 39% and 65% 
for axial rotation, respectively.  

The FE predictions for successive dissection of the ribcage 
suggested that while the mechanics of the simulated 
thoracolumbar spine with either an intact ribcage (Intact) or 
intact costo-vertebral/transverse joints (NoRibs) were 
comparable to the physical specimen, accurately simulating 
the load-sharing contribution of the intercostal connections 
cannot be achieved by replicating only the anatomical 
structural connection between adjacent ribs. Adequately 
recapitulating the load sharing in the ribcage may require 
further knowledge of intercostal soft tissue mechanics or 
possibly the mechanical contribution of the fascia. 

CONCLUSIONS 
This study has highlighted the importance of accurately 
replicating both the anatomy and mechanical nature of 
osseous and soft tissue structures in the ribcage, particularly 
if models are to provide useful insight into spinal 
pathologies, injuries or surgery which involve disruption to 
the intercostal soft tissues. 
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INTRODUCTION  
The ability to stand from a seated position, known as sit-to-
stand (STS), is a fundamental skill for independent mobility 
and everyday functioning [1]. STS is executed effortlessly 
by healthy individuals, however individuals who suffer from 
debilitating conditions find it extremely difficult as the task 
demands high lower-limb motor control, muscle strength 
and coordination. Executing STS would require external 
assistance. This inability to perform STS can lead to 
decreased functioning and mobility – therefore a reduction 
in the quality of life.  

The purpose of this study was to investigate musculoskeletal 
loading at the tibial-fermoral for a STS task, using our 
custom STS device. The STS device is a motorized seat 
which provides vertical as well as rotational motion through 
a platform attached to the top. It is comprised of high grade 
aluminum with a cushioned seat, consisting of water-pipe 
grade PVC. Primary tests had been run using simulation 
software such as AnyBody Technology to determine the 
amount of strain throughout the motion. The results of this 
study will be quantified by analyzing muscle activity in 
conjunction with reaction forces of the joint. We 
hypothesize that using this device will result in lower 
muscle activity and reduced reaction forces during the 
execution of the STS task.  

METHODS 
Thirty healthy young subjects (mean age = 18-25 years, 
height = 60-77 inches, weight = 125-225 pounds) provided 
written informed consent to participate in the protocol, 
which was approved by the local institutional review board.  

Electromyography (EMG) measurements were taken by 
application of surface Trigno wireless EMGs (Delsys) to 
measure the muscle activity of the vastus lateralis (VL), 
biceps femoris (BF), and gastrocnemius muscles (GM). 
Force platform measurements were taken using the AMTI 
AccuSway Force Plate to measure and quantify the Center 
of Pressure (COP) velocity, COP displacement in medio-
lateral and anterior-posterior planes, COP 95% ellipse area, 
and individual components of the respective ground reaction 
forces. 

The anthropometric measurements of all the participants 
were taken for characterization purposes. The STS device 
was set-up so its height was equivalent to the vertical 
distance between the subject’s heels to the popliteal fossa 
crease. The subject’s hips and knees were bent at 
approximately 90° (± 5°) using a goniometer, and feet 
pointed forward while rested flat against the force plate and 
shoulder width apart.  

A statistical analysis was performed between weight/height 
and muscle activity/balance parameters. The data were 
analyzed using BioAnalysis, EMGWorks, MATLAB, and 
Minitab. 

RESULTS AND DISCUSSION 
The STS device provides the user with an initial velocity, 
hence the STS maneuver performed by the user does now 
utilize the momentum gained by the device, which in return 
reduces the load on the muscles, and decreases the moments 
generated at the tibiofemoral joints. The STS device 
ultimately renders the STS maneuver effortless. 

Figure 1: Left Gastrocnemius muscle activity, without 
assistance (blue), at instantaneous maximum speed setting 
(orange), and at the accelerated setting (grey). 

From the experimental results shown in Figure 1, it is found 
that the accelerated STS device setting has the lowest 
muscle activity, while the unassisted case has the highest 
overall muscle activity; on the left gastrocnemius muscle. 
These results demonstrate the effectiveness of the STS 
device in assisting the STS maneuver. 

CONCLUSIONS 
By application of surface Trigno wireless EMGs (Delsys), 
and the AMTI Force Plate, a musculoskeletal loading study 
was performed which revealed lower muscle activity, and 
smaller reaction forces while using the STS device. 
Computational validation of the current work is underway 
by application of Anybody Modeling System, multiple other 
studies have made significant progress by the use of this 
software [2]. In future application, the STS device can be 
used to give grater mobility, improved motor control and 
coordination, and ultimately improve the quality of life for 
qualified patients.  
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INTRODUCTION  
The Medial Longitudinal Arch (MLA) is a fundamental 
structure of the foot and its integrity is critical to an efficient 
foot mechanics. More than just supporting the body weight, 
MLA deformation works as a shock absorber by damping the 
forces passing through the foot [1]. Although foot posture is 
frequently assessed in clinical practice, accurate MLA 
measurement is pivotal to identify preventive actions and/or 
to pursue effective treatments for musculoskeletal conditions. 
There are several different methods for assessing MLA in 
static and dynamic conditions, however there is no consensus 
on which is the best and if these assessments have any mutual 
relationship. The aim of this study was to investigate the 
correlations between static and dynamic MLA measurements 
using different methods. 

METHODS 
Twenty-six healthy adults (20 females, 6 males; 25 ± 7 yrs 
old; 63.2 ± 15.3 kg; 164.2 ± 8.5 cm) were recruited and 
assessed (Ethics Committee approval protocol HCFMUSP 
#031/15). Footprints were assessed qualitatively in up-right 
posture on a podoscope and also acquired with the EMED® 
pressure plate (Novel GmbH, Germany) during double leg 
stance. The former were processed using Photoshop (Adobe) 
and the Arch Index (AI) [2] was calculated using the areas 
determined by ImageJ (National Institutes of Health, USA). 
The Arch Height Index (AHI) [3] was also measured by a 
caliper based on foot length, navicular height (NH), dorsum 
height and truncated foot. The Foot Posture Index (FPI-6) 
was assessed by a trained physiotherapist. Nine infrared 
cameras (OptiTrack FLEX: V100; Natural Point, USA) and 
the Rizzoli Foot Model [4] were used to determine MLA 
angle posture and deformation. MLA angle was measured in 
double leg stance, seated with unloaded foot and during 
walking. Each participant attended a single data collection 
session for all these foot measures. The relationship between 
MLA measurements was investigated via Spearman 
correlation coefficient. 

RESULTS AND DISCUSSION 
For the static measures of MLA, significant correlations were 
found between NH and AHI (r=0.41, p=0.04), and also 

between the podoscope- and the plate-estimated AI, in both 
the right (r=0.77, p<0.01) and left (r=0.63, p<0.01) foot 
(Table 1). Significant negative correlation was found in the 
double leg stance between MLA angle and podoscope 
estimated AI (r= -0.50, p=0.03). A linear regression model 
was used to predict MLA angle from plate-estimated AI (right 
foot: R2 =0.56; left foot: R2 = 0.41). In order to compare 
podoscope- and plate-estimated AI measures, Bland–Altman 
plot showed that only three subjects had values under the 
inferior confidence interval, demonstrating consistency of the 
measures. A fixed bias of 0.032 was found on the AI 
calculation, where the pressure plate measure revealed 
greater values than the podoscope measure. This finding is in 
accordance with the pressure plate sensibility to assess MLA 
angle, which considers each sensor activated when the load is 
above 5kPa, and then takes into account its value to calculate 
AI. This threshold value is probably not identified in the 
footprint on the podoscope, mainly at the midfoot. 

CONCLUSIONS 
We conclude that NH could be used to measure MLA 
deformation instead of AHI, because the calculations for the 
latter are also more demanding than for the former. The 
podoscope can be used to obtain a reliable AI in substitution 
of expensive pressure plates. The static foot measures should 
be used with caution in clinical practice because, in general, 
these did not show strong and significant correlations with the 
dynamic function of the MLA during walking or other weight 
bearing exercises. 
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INTRODUCTION  
Understanding the mechanics of the spine during activities 
of daily living and workplace-oriented tasks (e.g. lifting 
and carrying) is important to explain and prevent injury. 
However, studying spine mechanics (e.g. muscle function 
and spinal loads) in vivo is very invasive, and, therefore, 
musculoskeletal models have been developed. These 
models have become important tools that have greatly 
advanced the field of biomechanics. OpenSim is a freely-
available open-source modelling platform [1]. Recently, a 
full-body lumbar spine (FBLS) model was developed by 
[2] to analyse spinal loads during jogging. The purpose of 
our investigation was to validate a modified FBLS model 
for dynamic trunk movements using a published EMG-
driven musculoskeletal model [3]. 

METHODS 
One healthy male with no history of low back pain was 
recruited for this study (21 years; 67.5 kg; 168 cm). The 
participant was instructed to perform a series of loaded and 
unloaded tasks: one-arm sweeps (left and right; 5 kg), gait 
(unloaded, bilaterally loaded (2 x 20 kg), unilaterally 
loaded (left and right; 20 kg)), lateral bends (left and right; 
unloaded, loaded (20 kg)), trunk axial rotation and flexion-
extension range of motion, quiet standing (eyes open and 
closed), standing while co-contracting, 45 degrees of trunk 
flexion (20 kg), box holds (close to chest and arms 
extended; 20 kg), and four squats with weights (~0, 5, 10, 
15, 20 kg). For all tasks, EMG data were collected at 2040 
Hz (Trigno, Delsys, USA) bilaterally from key muscles 
[3], full-body kinematic data were collected at 120 Hz 
with a 10-camera V5 system (Vicon, UK), and ground 
reaction force (GRF) data were collected at 2040 Hz by 
two force plates (FP 4060, Bertec, USA). Kinematic and 
GRF data were imported into OpenSim to perform scaling, 
inverse kinematics, static optimisation, and joint reaction 
analyses (L4/L5) on the FBLS model [2]. EMG data were 
processed and normalised to %MVIC [3]. Then, lumbar 
joint angles and net reaction forces from OpenSim, and 
normalised EMG data were imported into an EMG-driven 
model to calculate corresponding 3D spine forces [3]. Data 
were also processed with Visual 3D (V6, C-Motion, USA) 
to assess agreement in net joint moments (not reported). 

RESULTS AND DISCUSSION 
Over all tasks, good agreement was found between the 
EMG-driven model and the FBLS model for mean 
compression ICC(1,k)= .608, CI= .088 – .833, p= .015; 
mean AP shear ICC(1,k)= .704, CI= .312 – .874, p= .003; 
and maximum AP shear ICC(1,k)= .704, CI= .313 – .874, 
p= .003; a fair relationship was found for maximum 
compression ICC(1,k)= .490, CI= -.185 – .783, p= .058. 
However, when the co-contraction standing trial was 
removed (because static optimisation and the EMG-driven 
model were not expected to match for this trial), the ICCs 
became much stronger: mean compression ICC(1,k)= .854, 
CI= .654 – .939, p< .001; maximum compression 
ICC(1,k)= .786, CI= .492 – .911, p< .001; mean AP shear 
ICC(1,k)= .762, CI= .439 – .901, p= .001; and maximum 
AP shear  ICC(1,k)= .777, CI= .470 – .907, p< .001. Mean 
compression values across all trials for both models are 
displayed in Figure 1.  

CONCLUSIONS 
Working towards a robust model to calculate joint forces 
and moments is essential to the fields of spine 
biomechanics and ergonomics. Here we have shown that 
the modified FBLS model developed by [2] provides 
similar outputs (absolute agreement and trends) to a 
previously published and validated EMG-driven model 
[3]. These results instil confidence that this FBLS model is 
an appropriate model to estimate spinal loading 
magnitudes and trends during loaded and unloaded 
dynamic trunk movements. Our future work with 
OpenSim will seek to incorporate EMG activation profiles 
to aid in the accuracy of the model during tasks that 
involve large amounts of muscular co-contraction. 
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Figure 1: Mean compression values across all trials. Top: EMG-Driven model [3]; Bottom: Modified FBLS model [2]. 
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INTRODUCTION  
Assessing possible interactions between pectoralis minor 
muscle length, scapular protraction (SP) and thoracic spine 
curvature (thoracic kyphosis, TK) is part of the 
shoulder/upper limb rehabilitation process [1]. Pectoralis 
minor length can be easily measured by taking the distance 
between the coracoid process and the 4th rib using a 
measuring tape [1]; however, no simple, portable and 
affordable measuring system exists that may assist clinicians 
and researchers screening in real-time for excessive TK and 
SP. Photograph-based measurements of TK have shown 
high correlations with radiographic measurements, but it 
requires data processing using specific computer software 
[2]. Inclinometers may reliably measure TK and scapular 
upward rotation, but SP measurements are not available [3]. 
Current smartphones have embedded motion sensors 
(inertial central) that allow real-time quantification of linear 
and angular motion of the device in 3 planes of orientation. 
Despite its potential use in musculoskeletal rehabilitation, 
the measurement properties of the smartphone to assess 
thoracic spine and shoulder girdle orientations have not been 
investigated. The purposes of this research were to assess: a) 
intrarater reliability and agreement of smartphone-based 
measurements of TK and SP; b) the correlation and 
agreement between smartphone- and photograph-based 
measurements of TK; and c) the correlation between SP and 
pectoralis minor length normalized to a person’s height 
(pectoralis minor index, PMI). 

METHODS 
Forty-one (n = 41; 21 males) asymptomatic volunteers 
without postural or movement impairments of the upper 
body [Age (mean ± SD) = 31.34 ± 13.27 years; Height = 
1.67 ± 0.07 m; Body mass = 70.53 ± 12.37 kg] were 
assessed twice in a self-balanced standing upright position. 
Smartphone (iPhone 4, iOS 7.2) measurements were 
conducted using the native application of the device 
operative system, the Compass app. To measure the TK, the 
left longitudinal edge of the device was first placed in the 
vertical position and then in contact with the skin over the 
spinous processes of the upper (T1–T4) and lower portions 
(T8–T12) of the thoracic spine, forming the upper and lower 
thoracic angles, respectively. The sum of both angles 
formed the TK. To measure the SP angle, the device was 
first aligned perpendicularly with the thoracic spine (initial 
angular position) and then parallel with the spine of the 
scapula (final angular position). Both dominant (D) and non-
dominant (ND) sides were assessed. The TK angles and the 
pectoralis minor length were also collected using 
photographs and tape measurements, respectively [1, 2], for 
comparisons with smartphone-based measurements. 
Intrarater reliability was estimated through ICC2.1 and 

agreement with SEM and MDC95. Agreement of TK 
measurements conducted with the smartphone and 
photographs was calculated using the Bland and Altman 
95% limits of agreement (95%LoA). The correlation 
between measurement methods was assessed using 
Pearson’s r. Specific software (SPSS v24 and GraphPad 
Prism v6) was used to conduct the statistical analyses and a 
significance level of p < .05 was considered. 

RESULTS AND DISCUSSION 
Intrarater reliability and agreement of smartphone-based 
measurements are presented in Table 1. Significant 
correlations (p < 0.01) were found between smartphone- and 
photograph-based measurements for TK angles [r (upper 
angle) = 0.93; r (lower angle) = 0.77; r (sum angle) = 0.89). 
Agreement between methods was satisfying despite some 
underestimation of the lower kyphosis angle by the 
smartphone (upper angle 95%LoA = [-5.5º, 3.1º]; lower 
angle = [-9.4º, 3.4º]; sum angle = [-10.4º, 2.7º]). Significant 
correlations (p < 0.02) were found between SP and PMI [r 
(D) = -0.48; r (ND) = -0.38], similarly to previous results 
where SP was measured using an electromagnetic tracking 
device [1]. The wide intrarater agreement estimates found in 
this study on SP may reduce the smartphone clinical 
applicability. 

Table 1: Intrarater reliability (ICC2,1) and agreement (SEM, 
MDC95) of smartphone-based measurements. 

Measure  ICC (95% CI) SEM MDC 

Thoracic 
kyphosis 
angles 

Upper 0.93(0.88–0.96) 1.6º 4.4º 
Lower 0.97(0.94–0.98) 0.9º 2.4º 
Sum 0.93(0.86–0.96) 1.5º 4.3º 

Scapular 
protraction 

D 0.70(0.50–0.83) 3.9º 10.7º 
ND 0.71(0.52–0.84) 3.9º 10.7º 

SEM: Standard Error of Measurement; MDC95:  Minimal Detectable 
Change; D: Dominant; ND: Non-dominant scapula. 

CONCLUSIONS 
Smartphone-based measurements may have the potential to 
assess angular resting position variables of interest for 
shoulder/upper limb rehabilitation and research. Further 
studies, including the development of applications, are 
necessary to more definitely discern the applicability of 
smartphones inertial central as a measuring system of body 
segments angular position and motion. 
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INTRODUCTION  
Aponeuroses located over the surface of muscle tissues in 
muscle-tendon complex have functions not only transferring 
force generated by muscle fibers but also deforming by 
visco-elastic mechanical properties of tissues. Thus, change 
in stiffness of aponeuroses will alter amount of deformation 
in muscle tissues connecting to aponeuroses and then 
influence their force production. In experimental protocols 
such as training and rehabilitation, however, it is so difficult 
to determine the effect from one parameter to others, since 
the selected intervention tasks would change many 
parameters simultaneously. In this work, we aimed to 
investigate the effect of non-linear mechanical properties in 
aponeuroses on force production capability and deformation 
in muscle-tendon complex using finite element simulation. 

METHODS 
The developed software (V-Biomech, RIKEN [3] for finite 
element analysis of biological tissues with non-linear large 
deformation model was used for simulation. This soft has a 
material model for muscle tissues with activation process as 
well as force-length-velocity relationship. Mechanical 
properties were set using Mooney-Rivlin material model. A 
3 dimensional tetrahedral constitutive mesh model of 
unipennate muscle (200 mm length) including muscle fibers 
with pennation angle, aponeurosis and tendon tissues, was 
constructed. Different mechanical parameters from stiff [1], 
to compliant [2] were prepared for simulation. We tested 
static and dynamic contractions with full activation. In static 
conditions, initial stretches from -20mm to +50mm were 
applied, and the peak forces during isometric contractions at 
the length were computed. Then, the length-force relation 
curve was evaluated. In dynamic conditions, the muscle-
tendon complex was shortened (concentric) and lengthened 
(eccentric) with different velocity with full activation, after 
+20 mm initial stretch for concentric conditions or -20 mm 
initial shortening for eccentric conditions. The generated 
forces in dynamic contractions were measured at neutral 
length, then the velocity-force curve was assessed. 

RESULTS AND DISCUSSION 
Figure 1 shows the typical results of length-force (a) and 
velocity-force (b) relationships of stiff and compliant 
conditions. In both of static and dynamic conditions, the 
active and total forces were larger in stiff condition than 
those of compliant condition. In static condition, the peak 
force in compliant condition was shifted to longer direction 
of length-force relationship. In dynamic condition, stiff 
condition showed larger force in all velocity including both 
of concentric and eccentric conditions. The present work 
suggested that stiff aponeuroses showed great advantage in 
maximal force production by 2 times than compliant 
aponeuroses in both static and dynamic conditions. The 
results of strain distribution in mesh model demonstrated 

that contractile elements in muscle fibers became shorter in 
compliant condition in many cases. This caused weak force 
production in contractile element, since contractile element 
should generate force within ascending limb in length-force 
relationship of muscle fibers. In dynamic condition, in 
addition to this, complex length and velocity distribution 
and variation in direction of force vectors observed in 
contractile elements in muscle fibers also affected the 
muscle force differences as a whole muscle-tendon complex. 
Interestingly, there are cases that internal deformation of 
muscle fiber was remarkably different while deformation of 
outer shape was not so different. These results suggest that 
the mechanical properties of aponeuroses would be one of 
the important determinants of muscle force production. 

CONCLUSIONS 
This study demonstrated the possibility that stiff 
aponeuroses would have great advantage in muscle force 
production among both static and dynamic conditions. 
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INTRODUCTION  
Cervical strength and endurance is commonly used as a 
measure of muscular capacity to physically support the head 
and neck. Yet regional differences in the anatomy of the 
upper and lower cervical muscles are often not differentiated 
with strength and endurance measures. This study examined 
isometric strength (maximal voluntary contraction (MVC)) 
and endurance of cervical flexor and extensor muscles in 
healthy individuals at the craniocervical (CC) and 
cervicothoracic (CT) axes in the sagittal plane using a 
dynamometry method that accommodated regional 
differences in cervical muscular anatomy.  

METHODS 
Twenty females (mean (  SD) age 24.2  3.16 years, body 
mass index (BMI ) 21.58  2.38 kg/ m2) and twenty males 
(age 26.1  3.32, BMI 24.22  3.05) with no history of neck 
pain participated in the study approved by the Institutional 
Human Research Ethics Committee.  

MVC and endurance measures (time to task failure in 
seconds (s)) at 50% MVC were recorded in 4 directions (CC 
flexion (CCF), CC extension (CCE), CT flexion (CTF) and 
CT extension (CTE)) using a dynamometer (Figure 1).  

Figure 1: Dynamometry configuration demonstrating the 
axes of measurement permitting recording of craniocervical 
(CC) and cervicothoracic (CT) flexion and extension 
performance [1]. 

Strength (MVC in N m) and endurance (s) means (SD) in all 
4 directions (CCF, CCE, CTF, CTE) were derived and six 
strength and endurance performance ratios calculated 
(CCE:CCF, CTE:CTF, CTF:CCF, CTE:CCE, CTF:CCE, 
CTE:CCF) for males and females separately. Group (male, 
female) data (MVC, MVC ratios, endurance, endurance 
ratios) were compared using a General Linear Model 
Multivariate Analysis with a Bonferroni correction for 

multiple comparisons. Preliminary analysis revealed gender 
differences in BMI (p = .004) and some discrepancy in age 
(p = .07) so these factors were included as covariates in the 
statistical modelling. An alpha of .05 was adopted. 

RESULTS AND DISCUSSION 
The most substantial finding of this study was the 
significantly greater endurance observed for the extensor 
muscles compared to the flexors (2 to 2.4 times greater). 
Endurance was similar between genders (P > .11) as were 
endurance ratios except the CT extension to CC flexion ratio 
that was significantly larger in females compared to males 
(P = .03). Consistent with our previous study [2] the cervical 
extensors produced considerably greater torque than the 
flexors (1.3 to 2 times greater MVC) with similar strength 
ratios between genders (P > .06), despite males being 
significantly stronger in all muscle groups (P < .003).  

While the greater extensor compared to flexor strength may 
be explained by the differences in muscle cross-sectional 
area, the differences in endurance is not as easy to explain. 
Potentially the antigravity function of the extensor muscles 
in upright posture and the high concentrations of cervical 
extensor type I fibres may partly explain their greater 
capacity for endurance. The significantly greater CTE:CCF 
endurance ratios observed in females compared to males 
(3.1 versus 2.3) also suggests that there may be some gender 
differences in endurance parameters in healthy individuals. 
It should be acknowledged that findings are specific to the 
examined healthy younger adult population (average age 25 
years). 

CONCLUSIONS 
In the rehabilitation setting greater strength and endurance 
capacity can be expected when evaluating the extensors 
compared to the flexors under normal circumstances. These 
differences should be considered when designing exercise 
programs with respect to exercise parameters (eg. load, 
repetition, duration) to train each muscle group.  
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INTRODUCTION  
It is known that the maximal walking speed decreases with 
aging, due to decreases of both the cadence (pitch) and 
stride length [1]. Therefore, in the elderly population, 
walking performance reflects individual physical fitness 
levels. Walking performance in the elderly has been 
assessed by functional mobility tests (e.g. timed up and go; 
TUG). One of major determinants of physical performance 
is the skeletal muscle size, and some studies have reported 
inverse relationships between trunk muscle size and age 
[2]. The psoas major (PS) is one of trunk muscles that 
plays a key role in maintaining walking speed by 
contributing to the leg swing initiation [3]. However, there 
have been few studies focusing on the relationship 
between trunk muscles size and walking performance. The 
purpose of this study was to investigate the relationships 
between trunk muscles size and walking performance in 
middle-aged and elderly populations. We hypothesized 
that muscle size of the PS would be related to walking 
speed and its determinants (SL in particular) in the elderly. 

METHODS 
70 healthy males (67.0 ± 7.5 years, 167.3 ± 6.4 cm, 66.2 ± 
9.3 kg) and 73 healthy females (63.1 ± 9.9 years, 155.2 ± 
5.8 cm, 54.5 ± 8.5 kg) participated in this study. For each 
subject, a cross-sectional image of the trunk was taken at 
the L4-5 level by magnetic resonance imaging. An 
anatomical cross-sectional area (ACSA) was measured for 
the rectus abdominis, lateral abdomin (internal oblique + 
external oblique + transversus abdominis), quadratus 
lumborum, PS, and erector spinae (lumbar multifidus + 
lumbar part of longissimus thoracis and iliocostalis 
lumborum). ACSAs of trunk muscles were normalized by 
the two thirds power of body mass (cm2/kg2/3). Walking 
performance was assessed by time and steps taken for 5-m 
maximal walking test, and walking speed, pitch and SL 
were calculated accordingly. A timed-up-and-go (TUG) 
test was performed to evaluate the functional mobility. 
TUG test score was the time taken for standing from a 
chair, a 3m maximal effort walk, and returning to and 
sitting on the chair. Pearson’s correlation coefficients 
between measurements were calculated. Significance level 
was set at p < 0.05. 

RESULTS AND DISCUSSION 
ACSA of PS was significantly correlated with walking 
speed (r = 0.42), SL (r = 0.24: Figure 1) and TUG (r = -
0.47) in females. However, in the males, no significant 
correlation was found between ACSA of PS and walking 
performance (Figure 1), whereas TUG (r = -0.39) was 
significantly correlated with ACSA of PS. ACSA of rectus 
abdominis was significantly correlated with walking speed 
(r = 0.25) and pitch (r = 0.26) in males and walking speed 
(r = 0.26), SL (r = 0.24) and TUG (r = -0.28) in females. 
ACSA of lateral abdominii was significantly correlated 
with walking speed (r = 0.25), TUG (r = -0.32) in males 

and SL (r = -0.24) in females. ACSA of elector spinae was 
significantly correlated with walking speed (r = 0.34), 
pitch (r = 0.25) and TUG (r = -0.34) but not in males. 
ACSA of quadratus lumbolum was significantly correlated 
with TUG (r = -0.23) only in females.  

Muscle activity of rectus abdominis precedes heel contact, 
playing a role of trunk stabilization for a steady stance [4]. 
Our study demonstrated that walking performance in 
females was affected by muscle sizes of PS and rectus 
abdominis that possibly contributed to leg swing initiation 
and trunk stability during heel contact. On the other hand, 
no correlations were found between ACSA of trunk 
muscles and walking speed in males. The average walking 
speed in males was 2.2m/s, and up to and around this 
speed, muscle activity of iliacus and psoas are not 
significantly activated [5]. Together with the result of the 
correlation between PS size and TUG score in males, they 
may have been able to walk faster with proper activation 
of PS for larger stride length. 
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Figure 1: The correlations between ACSA of PS and SL. 

CONCLUSIONS 
The sizes of psoas major and rectus abdominis are 
associated with walking performance in female middle-
aged and elderly individuals. In males, psoas major size 
was related with mobility test scores. 
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INTRODUCTION  
There are still several challenges to the evidence regarding 
scapular dyskinesis (SD) [1,2]. Establish what is ‘abnormal’ 
considering the high degree of variability within and 
between subjects, the possibility of individual’s adaptive 
strategies, poor diagnostic measurements and the absence of 
a direct relationship between SD and shoulder symptoms 
[2]. 

Traditionally, studies compare groups focusing on the 
amount of scapular motion at selected points of humeral 
elevation by using angle-angle graphs. A dynamic systems 
approach, such as the Principal Component Analysis (PCA), 
may provide more information about variability and advance 
current understanding of ‘abnormal’ movement patterns 
[3,4]. Therefore, the purpose of this study was to compare 
scapulothoracic kinematic pattern between asymptomatic 
individuals classified as having and not having SD by using 
two analysis approaches. 

METHODS 
Forty-two asymptomatic individuals were evaluated if they 
had at least 120º of the humerothoracic range of motion and 
no shoulder pain history. All participants signed the 
consented term approved by local Ethics Research 
Committee (n. 29479614.0.0000.5440). Participants were 
classified as having or not SD by an experienced physical 
therapist during ten cycles of loaded forward flexion. Three-
dimensional position and orientation of each subject’s 
thorax, scapula and humerus were tracked using 
electromagnetic Liberty ® (Polhemus Inc) system according 
to ISB international recommendations. 

Subjects performed ten cycles of forward flexion, and the 
last three trials were processed using The Motion Monitor 
software. The y-x-z sequence was used to describe the 
scapular orientation relative to the trunk: internal/external 
rotation, upward/downward rotation, anterior/posterior tilt. 
Angle-angle and PCA were processed using Matlab 
software. Angle-angle graphs included scapular orientation 
for selected humerothoracic angles (30˚, 60˚, 90˚ and 120˚) 
during raising and lowering arm in the sagittal plane. PCA 
was applied to determine the main features of original data 
defined as principal components (PCs) and their scores used 
as dependent variables for groups comparisons. Raising and 
lowering arm phases were evaluated separately considering 
the interval between 20º and 120º of humerothoracic angle. 
Statistical comparisons were processed on SPSS software. 

RESULTS AND DISCUSSION 
Twenty-three participants were classified as having SD (24 
±9 y; 1.7 ±0.1 m; 67.8 ±12.2 kg), and nineteen did not 

present SD (36 ±13 y; 1.7 ±0.1 m; 71.9 ±12.9 kg). Groups 
were not statistically different considering scapular 
kinematic by using angle-angle graphs (p>0.05). From all 
Principal Components (PCs) analyzed, the PC2 for upward 
and downward rotation during raising and lowering arm 
showed statistic evidences explaining 15.48% and 18.10% 
of data total variability, respectively. Group classified as 
having SD presented greater upward rotation (Low PC2) at 
the beginning and lower upward rotation at the end of 
raising arm (p=0,002; F=11,07) than the group without SD 
(High PC2) (Figure 1), i.e., lower total range of motion. The 
same pattern was found during the lowering arm phase 
(p=0,002; F=10,94). 

Figure 1: Principal Component Analysis applied to scapular 
upward rotation time series during humerothoracic 
elevation. 

CONCLUSIONS 
PCA analysis showed differences of scapulothoracic 
kinematic between asymptomatic with and without SD. 
Subjects classified as having SD presented lower total range 
of upward/downward scapular rotation during arm motions. 
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INTRODUCTION 
On exiting the starting blocks, a sprinter’s step width is 
greater than at any other time during the race [1]. Although 
sprinting has been extensively studied, the vast majority of 
studies have used a 2 dimensional (2D) approach.  In order 
to fully examine the biomechanical effects of step width on 
performance a 3D approach is required. Therefore, the 
purpose of this study is to compare 3D lower limb 
kinematics and kinetics between a normal sprint start and a 
start where the first step is restricted to a similar width found 
in full speed running. 

METHODS 
Elite sprinters have been included in the study. This abstract 
depicts results from Sweden’s top ranked female hurdler 
(former Olympic finalist), age 35 years, height 1.70m, 
weight 62.7kg, 100m personal best 11.3s (season best 
11.5s). The study was approved by the Stockholm Regional 
Ethical Committee. 

Ten maximum effort 10m block starts were performed 
indoors in a laboratory fitted with a Tartan running surface. 
Five trials were performed with the athlete performing her 
natural technique (Normal) and 5 trials were performed with 
the athlete running inside a 0.3m lane (Narrow). 3D 
kinematics where recorded with a 12 camera motion 
analysis system (250 Hz) (Qualisys AB, Sweden).  First step 
ground reaction forces were recorded using a force plate 
(1500 Hz), (Kistler, 9281EA).  

The subject was equipped with 80 markers prior to running. 
The markers were labelled using Qualisys Track Manager 
software (Qualisys AB, Sweden). After labelling, all data 
were processed with Visual 3D (C-Motion Inc, USA). A 3D 
full body model was constructed and inverse dynamics were 
performed to calculate the net internal joint moments and 
power. Although power is a scalar, it was decomposed into 
its components from the three planes for the sake of 
analysis. As one subject is shown here, the mean values are 
compared but no statistical analysis was performed. 

RESULTS AND DISCUSSION 
The results are presented as mean ± 1 standard deviation 
(SD) for the Normal trials followed by the Narrow trials. 
Although the step width was different (0.303 ± 0.023 and 
0.208 ± 0.028m), step length (1.087 ± 0.013 and 1.091 
±0.042m) and first stance contact times were similar (0.212 
±0.006 and 0.216 ±0.0131s). First step toe-on and toe-off 
fore-aft whole body centre of mass (CoM) velocities were 
also similar (3.12 ± 0.04 and 3.17 ± 0.04, 4.42 ± 0.161, 4.42 
± 0.115 m/s respectively). 

The ensemble mean and SD moment and power graphs 
revealed the following differences. During the first 1/12 of 
the stance phase, the Narrow trial moments were greater in 
the frontal plane hip and ankle and transverse plane knee 

moments whereas during late stance the sagittal plane ankle 
moments were greater for the Normal trials (Figure 1, top 
row). 

Figure 1: Ankle and knee moments (top row) and power (bottom 
row) for Normal trials (black) and Narrow trials (green) during 
stance.  Positive moments reflect ankle plantar flexion and knee 
internal rotation. Power generation is positive. Data represent mean 
(solid line) ± 1 SD (shading). 

The power graphs showed a greater transverse plane knee 
profile in the Narrow trials for the first 1/12 of the stance 
phase and greater sagittal plane ankle power for the Normal 
trials during late stance (Figure 1, bottom row). The 
athlete’s normal foot plant appears to allow the ankle to 
generate greater power in the sagittal plane which in turn 
could indicate that the restricted stance may inhibit the role 
of the plantar flexors to produce positive ankle power. 

Debaere et al., [2] have described that the important role of 
the knee in the sagittal plane during first stance is power 
generation. For the Narrow trials, the greater knee internal 
rotation moment and power during initial stance is in phase 
with the greater hip abduction moment, which could suggest 
that slightly greater muscular effort was required to stabilise 
the knee before it was able to produce peak power in the 
sagittal plane. 

CONCLUSION 
A narrow first step reduced ankle power production during 
late stance for this elite level athlete. Inclusion of data from 
further elite sprinters will help elucidate whether these 
observations are representative. 
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INTRODUCTION 
Jumping and landing movements are frequently performed 
in most sports. Ground reaction forces greatly increase at 
the contact and subsequent deceleration phases in landing 
[1]. The resulting mechanical stress on the musculoskeletal 
tissues can cause injuries if not absorbed and dissipated 
effectively. Therefore, correct technique providing an 
efficient deceleration of movement is crucial. 

Studies on the effects of different foot placement strategies 
during landing showed significantly less maximal vertical 
ground reaction force (MVGRF) and loading rates (LR i.e., 
maximum vertical force/time to maximal vertical force 
from initial contact) with forefoot landing (FFL) technique 
compared to toe-heel landing (THL) in traceurs (parkour 
practitioners)[2]. This has been considered to be the result 
of increased knee and hip flexion occurring in this 
technique. However, no kinematic measurements were 
done to rationalize this view-point. 

Traceurs frequently perform impactful FFL in their 
practice, whereas wrestlers rarely perform any landing. The 
goal is to compare the effects of FFL and THL techniques 
on MVGRF and joint kinematics in traceurs, wrestlers and 
non-athletes. 

METHODS 
4 male traceurs (age=18±1.4 years; body mass=66.7±1.9 
kg; and height=1.74±0.06 m), wrestlers (age=19.3±0.5 
years; body mass=77.5±13.6 kg; and height=1.75±0.05 m) 
and, non-athletes (age=18.5±06 years; body mass=66.1±3.9 
kg; and height=1.72±0.08 m) participated in the study.The 
participants were asked to drop off from a platform (0.75 m) 
without jumping and to land on a force platform performing 
3 trials for each landing technique. A high-speed (145 Hz) 
camera (VDS Vosskühler, CCD-1300QHS, Germany) was 
used for kinematic analyses. Markers were placed on 
anatomical reference points to analyze maximum flexion 
angles of ankle, knee and hip joints from fully extended 
position (00). 

MVGRF and LR were calculated from the force platform 
recordings at 400Hz. Mean values of 3 trials of each 
technique were calculated. Subsequently, group means and 
standard deviations (SD) and mean percent differences for 
the studied metrics were computed to assess effects of 
landing techniques and groups. 

RESULTS AND DISCUSSION 
For all groups, MVGRF and LR were significantly higher 
in THL technique, compared to those in FFL (Table 1): by 
40% and  61% in wrestlers, 24% and 60% in traceurs; and 
34% and 74% in non-athletes, respectively. This may be 
ascribed to higher activity of ankle musculature in FFL, 
leading to a higher energy dissipation in the knee and hip 
joints [3]. MVGRF data are in concert with [2]. However, 
in contrast to earlier assumptions, there was no significant 
increase in knee and hip flexion angles in FFL, compared to 
THL. Moreover, hip flexion even decreased in FFL in non-
athletes and traceurs (by 22% and 15%, respectively). The 
higher maximum ankle flexion angle in FFL, indicate less 
dorsi-flexion, as a consequence of the technique. 

Higher maximal joint flexions shown in non-athletes 
compared to the remainder groups indicate that they 
collapsed more during the landing. This is ascribed to the 
athletes' capacity for higher muscle cocontraction, which 
increases joint stiffness, and limits joint flexion[4,5]. 

CONCLUSIONS 
The FFL technique was shown to reduce maximal ground 
reaction forces in all groups in the absence of any increase 
in maximum knee and hip flexion angles. Higher joint 
flexion angles in non-athletes, compared to athletic groups 
indicate a different landing strategy for energy dissipation 
in the lack of muscular adaptation to training. Future studies 
with a higher number of subjects are indicated for further 
analyses. 
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Group 
Landing 

Technique 
MVGRF 

(BW) 

Loading 
Rate 

(BW/S) 

Max Hip 
Flexion 

Angle (0) 

Max Knee 
Flexion 

Angle (0) 

MaxAnkle 
Flexion 

Angle (0) 

Wrestler 
FFL 2.7±0.2 41.8±3.7 20.3±13.6 32.4±13.6 11.3±6.6 
THL 4.6±0.6 106.2±25.5 30±13.5 26.6±12.2 29.6±5.1 

Traceur 
FFL 2.8±0.3 38.9±5.8 32.2±8 40.8±3.6 18.5±7.3 
THL 3.7±0.6 97.5±38.6 40.7±13.5 39.4±3.7 32.6±2.9 

Non-
athlete 

FFL 2.7±0.3 41.4±13.8 25.7 ±9.2 50.4±14.1 20.6±1.9 
THL 4.2±0.4 160.8±115 40±6.2 51.2±11.8 37.2±2.8 

Table 1: Group means and SD of Max GRF and joint angles 
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INTRODUCTION 
Femoroacetabular impingement (FAI) is a morphological 
condition of the hip joint producing impingement between the 
femur and acetabulum and resulting in cartilage damage and 
pain. FAI has been proposed as a risk factor for hip 
osteoarthritis (OA), particularly in young healthy adults [1]. 
There are three variations of FAI morphologies: Cam, Pincer 
and a combination of the two, referred to as ‘Mixed’. It has 
been suggested that Cam-FAI morphology has the strongest 
association with OA [1]. Cam-FAI involves thickening of the 
femoral head and neck, and is thought to cause the labrum to 
separate from the acetabular rim, resulting in delamination 
and degradation of adjacent acetabular cartilage. 

Gait analyses of FAI patients suggest altered gait 
biomechanics, with significant differences in frontal and 
sagittal range of motion (ROM) [2],but the samples studied 
were predominantly male (71%). Moreover, hip joint contact 
forces have not been evaluated in an FAI population and little 
is known regarding changes in the neuromechanics of hip 
muscles and their contribution to locomotion. 

Neuromusculoskeletal (NMS) models can be used to 
investigate internal hip joint biomechanics (i.e. muscle and 
articular contact forces) during locomotion and contribute to 
our understanding of best practices for treatment of Cam-FAI. 
As most gait research has been done in males, this study 
aimed to investigate gait biomechanics in both male and 
female Cam-FAI patients. Consequently, we plan to 
investigate hip joint contact forces, using an electromyogram 
(EMG)-informed NMS models and will present these results. 

METHODS 
Fifteen Cam-FAI patients with an alpha angle >55° 
participated after consulting an orthopaedic surgeon with FAI 
symptoms.  

Patients underwent gait analysis with a 12-camera (Vicon, 
Oxford Metrics, UK) motion capture system and in-ground 
force plates (AMTI, Mass, USA). Several walking trials were 
performed at a self-selected pace. Surface EMG was collected 
from 14 muscles of the affected leg.  

Gait data were processed and OpenSim v3.3 was used to 
calculate joint angles, joint moments and muscle tendon unit 
(MTU) kinematics [3]. The 14 EMGs were mapped to 34 
MTUs of an EMG-informed NMS model [4]. Model 
parameters were calibrated using the lower-limb moments, 
EMG and MTU kinematics from selected walking and squat 
trials [4]. Once calibrated, a hybrid EMG-informed NMS 
model [4, 5] was used to estimate muscle and hip joint contact 
forces. 

RESULTS AND DISCUSSION 
Data processing is ongoing and preliminary results of 8 Cam-
FAI patients, 4 males and 4 females (32.3±8 yrs), are 
presented. Mean gait speed was 1.4±0.3 ms-1, with no 
differences in gait speed between sexes. We found no 
differences in mean hip flexion ROM (48.5±5.8°) or mean hip 
adduction ROM (21.9±4.2°). Measured ROM of this cohort 
was similar to that for healthy controls reported elsewhere [3]. 
Peak hip flexion moments were 0.7±0.2 Nm/kg, but tended to 
be higher in females (Figure 1) but there were no significant 
differences between sexes in any lower-limb moments. 
Average peak vertical and anterior-posterior hip joint contact 
forces were 2±0.5 BW and 0.4±0.2 BW, respectively. 

Figure 1: Averaged hip flexion/extension moments (Nm/kg) 
during gait in males (red) and females (blue). 

CONCLUSIONS 
We did not find differences in gait biomechanics between 
male and female Cam-FAI patients. Hip joint contact forces 
were at the lower end of values reported from direct 
measurements of elderly hip replacement patients [6]. Data 
processing is ongoing, and a larger sample size, including 
comparisons with healthy controls, will clarify pathological 
gait biomechanics in FAI patients to identify differences 
between the sexes, FAI-patients and healthy individuals. The 
use of EMG-informed NMS modelling will also evaluate hip 
contact forces and neural control solutions in this population. 
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INTRODUCTION  
People with diabetes can develop many different foot 
complications with the worst being diabetic foot, which 
compromises the function and structure of the foot and may 
lead to plantar ulcers and amputations. Several authors have 
demonstrated a close relationship between neuropathy and 
foot biomechanical alterations that, leading to an increased 
plantar pressure (PP), might determine the ulcerations [1]. In 
the last decades several 3D foot finite element models 
(FEMs) have been developed to investigate diabetic foot 
biomechanics and aetiology, aiming to improve prevention 
therapies. The usefulness of FEMs resides in the possibility 
of estimating the stresses of the internal tissues, otherwise not 
measurable in vivo. The aim of this work was to perform a 
sensitivity study changing the boundary conditions on two 
subject specific foot FEMs: a diabetic neuropathic (DNS) and 
a healthy (HS) one. With this purpose, simulations in 3 
different conditions were run to identify the best 
configuration for the FEMs. 

METHODS 
FEMs were created for a DNS (age 71, BMI 37 kg /m2) and a 
HS (age 31, BMI 20.15 kg /m2) according to the procedure 
described in [2]. Gait analysis was performed as in [3] for 
acquiring subject specific experimental data to be used as 
boundary conditions in the FEMs. The experimental setup 
included a 6 cameras stereophotogrammetric system (BTS 
S.p.A., 60 Hz), 2 force plates (Bertec Corp., FP4060, 960 Hz) 
and 2 PP systems (Imagortesi, 150 Hz). The simulations of 
FEMs were driven on 4 significant instants of the stance 
phase of gait (initial contact, loading response, midstance and 
push off) by considering as boundary conditions the 
experimentally acquired foot kinematic and: A. experimental 
ground reaction forces (GRF) [2] (FEM-GRF); B. 
musculoskeletal modeling (MSM)-derived joint kinetics 
(FEM-JR); C. MSM-derived muscle forces and GRF (FEM-
MUSC). 

RESULTS AND DISCUSSION 
In Figure 1 the results of the simulations in term of errors on 
peak PP estimation with respect to experimentally measured 
PP are reported,  in percentage of the experimental PP.  It can 
be noticed that for the HS the results of the FEM-MUSC are 
sensibly better than the others (from initial contact to 
midstance the mean error is 15% instead of 29% and 47% of 
the others) with the exception of push off phase. It must be 
reported that FEMs-MUSC used for this study include only 
foot extrinsic muscles. It should be mentioned that while in 
FEM-GRF and FEM-JR more degrees of freedom in links 
between the bones are locked due to the fact that no muscles 
are inserted to guide movements, in FEM-MUSC those 
degrees of freedom are released thus determine the larger 
errors in push off phase simulations. This could be avoided 

by adding intrinsic foot muscles in FEMs as they act strongly 
in keeping the arches of the foot. For the DNS FEM, it is 
interesting to notice that errors of FEM-MUSC simulations 
are of a comparable magnitude with respect to FEM-GRF and 
FEM-JR simulations (mean errors of about 30%). However 
improvements can be observed in results of FEM-MUSC 
when considering that this model always overestimated the 
peak PP and this brings type 1 errors in identification of 
patients at risk for foot ulceration, which are considered safer 
in term of ulcers prevention. The results reported herein 
agrees with those reported in the study of Chen who showed 
that inclusion of gastrocnemius and soleus, were crucial for 
an appropriate estimation of the PP peaks [4]. 

Figure 1: Results of the simulations for the 2 subjects in the 
3 conditions: errors in percentage of the experimental data. 

CONCLUSIONS 
Although the analysis is restricted to two subject specific 
cases, preliminary results showed improvements in the 
simulations of FEMs muscle forces driven. The future 
developments will consider the inclusion of intrinsic foot 
muscles in FEMs and MSM derived muscles forces for these 
muscles as in [5].  
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INTRODUCTION 
Anterior cruciate ligament (ACL) rupture and reconstruction 
(ACLR) are risk factors for knee osteoarthritis (OA) [1]. 
Post-ACLR, tibiofemoral contact forces are reduced in 
magnitude [2] and associated with future knee OA [3], while 
cartilages have elevated T2 relaxation times [4], indicative of 
anisotropy and collagen loss, and increased water content. 
To date, relationships between ACLR tibiofemoral contact 
forces and cartilage T2 values have not been reported. As 
walking is the primary behavioural determinant of the 
knee’s mechanical environment, we hypothesized larger 
walking tibiofemoral contact forces would be related to 
larger current and future T2 values in full-thickness, 
superficial and deep layers of ACLR tibiofemoral cartilages. 

METHODS 
We tested 28 individuals (age: 29.8±6.3 years; height: 
1.73±0.1 m; mass: 73±13 kg) with one single-bundle 
hamstrings ACLR at 2-3 years following initial ACL injury 
(baseline) of which 16 individuals (age: 30±6.7 years; 
height: 1.72±0.1 m; mass: 72±14 kg) were tested 2 years 
later (followup). Participants underwent ACLR <6 months 
following initial ACL injury, had no meniscal pathology, 
and had no other surgically treated articular structures. 

A 3T magnetic resonance (MR) unit (Siemens Magenetom 
Verio, Germany) imaged ACLR knees with sagittal multi-
echo spin echo sequence: slice thickness 3 mm, inter-slice 
gap 3 mm, five echo-repetition times of 13.8, 27.6, 41.4, 
55.2, and 69.0/1200 ms; flip angle 180°, field of view 159 
mm, in-plane resolution 0.42×0.42 mm and acquisition time 
8 min 16 s. Tibiofemoral cartilage T2 maps were developed 
using manufacturer-supplied software (Siemens Syngo 
MapIt, Germany) and manual segmentation of each image 
using Osirix software (Pixmeo SARL, Switzerland). Full-
thickness cartilage was equally divided into superficial and 
deep layers using custom Matlab (Mathworks, Mass., USA) 
code. Mean T2 values were taken from the middle five slices 
of each tibiofemoral compartment for each layer. 

Participants completed gait analysis <1 week from baseline 
MR imaging. Walking biomechanics were determined using 
OpenSim [5] and combined with electromyograms to 
calibrate and execute a neuromusculoskeletal model [6] of 
muscle and tibiofemoral contact forces. Peak tibiofemoral 
contact forces were averaged from three repeat trials. 
Baseline, followup, and change-in (i.e. baseline−followup) 
T2 values were regressed onto baseline contact forces. 

RESULTS AND DISCUSSION 
One trained examiner (XW) performed all segmentations, 
yielding intra-class correlation coefficients of 0.94-0.99 for 
all regions. Larger baseline lateral contact forces were 
related to lower T2 values in the lateral femoral superficial 
(b=-0.009, R2=0.32, p=0.01) (Figure 1A) and full-thickness 

layers (b=-0.008, R2=0.22, p=0.04). Larger baseline lateral 
contact forces were related to lower followup T2 values in 
the lateral femoral deep layer (b=-0.008, R2=0.54, p=0.006) 
(Figure 1B). Conversely, larger baseline lateral contact 
forces were related to larger T2 values at the followup time 
point in the lateral tibial superficial layer (b=0.01, R2=0.58, 
p=0.004). We found no relationships between baseline 
medial contact forces and any medial T2 values, and change-
in T2 values in any compartment. 

Figure 1: (A) baseline lateral contact forces associated with 
baseline lateral femur superficial layer T2 values, and (B) 
follow-up lateral femur deep layer T2 values. 

CONCLUSIONS 
Larger baseline lateral contact forces were related to lower 
T2 values in lateral femoral cartilage at both baseline and 
followup. This conflicts with our hypotheses and consensus 
opinion, i.e. increased contact force drives cartilage 
degeneration in knees at risk of OA. In contrast, larger 
baseline lateral contact forces were related to increased 
followup lateral tibial cartilage superficial layer T2 values, 
consistent with our second hypothesis and the consensus 
opinion. Further investigation into the relationships between 
cartilage strain fields and regional T2 maps is warranted. 
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INTRODUCTION  
Morphological parameters of a muscle, e.g. fascicle length 
(FL) and pennation angle (PA), impact the muscle’s force 
generation capacity. These parameters vary between 
individuals and can be modified due to neurological 
pathologies. Therefore, accurate measurements of human 
muscle morphological parameters in vivo are needed and 
clinically relevant. The approach presented in the study aims 
to tackle the inaccuracy of conventional 2D ultra-
sonographical measurements by using 3D diffusion tensor 
imaging (DTI). The morphological parameters of the soleus 
muscle from an example subject after stroke were presented. 

METHODS 
One hemiplegic subject after stroke (male, age: 31 yrs, body 
weight: 70 kg) was scanned using a 3T MRI scanner (Siemens 
Trio) while the subject was lying in a supine position with 30° 
knee flexion and 80° ankle plantarflexion. The T1-weighted 
images were obtained with a voxel size of 0.84x0.84x5 mm 
and the DTI images with a voxel size of 2.5x2.5x2.5 mm (20 
gradient directions). The reconstruction of muscle fascicles 
and calculation of morphological parameters (fascicle length 
and pennation angle) were conducted using a previously 
reported method [1]. The post-processing protocol consisted 
of several steps [2]:  

1. Muscle segmentation from T1-weighted images
2. Diffusion tensor and T1-weighted image registration
3. Region of interest (ROI) identification and fascicle

tracking from DTI images
4. Fascicle length and pennation angle determination

Due to its complex multipennate architecture, the soleus 
muscle was segmented into two compartments: the posterior 
and anterior compartment. Muscle parameters were identified 
in three ROIs for each muscle compartment (lateral, central 
and medial location of the posterior compartment; anterior, 
central and posterior location of the anterior compartment). 
FL is defined as the length of fascicles from the 
superficial/anterior aponeurosis to the deep aponeurosis or 
median septum and it was assumed that all fascicles ended at 
the muscle surface of the segmented volume. PA was 
determined as the angle of the fascicles relative to 
superficial/deep aponeurosis (posterior soleus) and relative to 
anterior aponeurosis and median septum (anterior soleus). 

RESULTS AND DISCUSSION 
The estimated morphological parameters were in the range of 
previously reported values obtained by 3D modelling of a 
cadaveric human soleus [3]. An overview of the fascicle 
tracking, muscle segmentation and mean values of FL and PA 
is shown in Figure 1. 

Figure 1: (a) Fascicle tracking at different locations of the 
soleus muscle (b) Segmentation of the posterior and anterior 
compartment of the soleus muscle (cross-sectional view) (c) 
Mean values (including standard deviation) of fascicle length 
and pennation angle, estimated in three ROIs. 

Compared to the less-affected side, FL was found slightly 
longer at all locations of the posterior and anterior soleus in 
the affected side. Moreover, PA of the anterior soleus was 
found larger in the affected side. However, PA of the 
posterior soleus was similar between both sides. 

CONCLUSIONS 
T1-weighted and DT-MR images were used to estimate 3D 
muscle morphological parameters of the posterior and 
anterior soleus of a post-stroke subject. The estimated 
parameters agree with previously reported values and it has 
been shown that the proposed method can be successfully 
used for the measurement of muscle morphological 
parameters in vivo. Furthermore, our preliminary results have 
indicated that the morphological parameters of the soleus 
may differ between the affected and less-affected side after 
stroke, though further investigation is necessary. 
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INTRODUCTION  
Obesity causes excess repetitive loading on the foot. The 
repetitive loading on the foot can damage the soft tissue and 
cause changes in the bone structure. Excessive loading on 
the foot can lead to further problems such as hyperuricemia, 
gout, immobilization, low back pain, and hip and knee 
osteoarthritis [2].  

Finite Element Modelling (FEM) is a powerful tool which 
allows the internal structure of the foot to be analysed. 
Although finite element studies on the obese foot are rare, 
several experimental studies have been undertaken to 
analyse the effects of obesity on the plantar pressure and 
morphology of the foot. As most foot pathologies begin 
internally, FEM can serve as a means of identifying foot 
issues before they become a problem [3]. A finite element 
study will provide a method of validating previous 
experimental studies and can aid to provide new information 
on what happens inside the foot.   

Hence the aim of this study is to characterize the differences 
in the biomechanical behaviour of the foot for obese and 
non-obese subjects using a finite element approach and the 
experimental techniques of plantar pressure and gait 
measurements. 

METHODS 
10 subjects with a normal BMI (18-25kg/m2) and 8 subjects 
with an obese BMI (≥28kg/m2) classified using adjusted 
WHO guideline values for an Asian population [1], were 
gait tested using the Kairos 3D motion capture system. Foot 
parameters and patient info was collected for classification 
purposes. Through an analysis of the gait trials, an obese 
subject was selected for the computational modelling. 

The medical imaging software, Mimics Research 18.0 was 
used to segment the MR images of the selected 21 year old 
male with BMI of 29.6 to create an anatomically correct 3D 
geometry. Density segmentation techniques based on 
Hounsfield units was conducted. The bone structure was 
segmented into four sections: forefoot (phalanges and 
metatarsals), midfoot (cuneiforms, cuboid, and navicular), 
rearfoot (calcaneous and talus), and ankle (part of tibia and 
fibula).  The fat, muscle, and skin were lumped together as 
soft tissue. 

The model was post-processed and meshed using the 
software 3-Matic 10.0. Tetrahedral elements were used for 
all parts. A non-linear analysis was conducted of the 
segmented model using the FE modelling software, Abaqus 
v.6.14. The bone was modelled as homogenous, isotropic, 
and linear elastic and the soft tissue was characterized as 
non-linear and nearly incompressible. A ground was added 
as a rigid body. Kinematic constraints were used to define 

interactions between bone and soft tissue. Experimentally 
found plantar pressure measurements were used to validate 
the non-linear modelling procedure. A schematic showing 
the outcomes of each step of the modelling procedure can be 
seen in Figure 1. 

Figure 1: Outcomes from each stage of the modeling 
process. 

RESULTS AND DISCUSSION 
Comparison of the Normal (BMI: 21.91±4.08, Age: 
22.8±2.49) and the Obese (BMI: 31.04±5.16, Age: 
24.2±5.54) subjects through the initial gait trials showed 
some differences in the walking patterns of obese and non-
obese such as the stride length (N: 1.19±0.12 m, O: 
1.11±0.07 m, p= 0.03) and in the cadence (N: 50.87±4.68 
steps/minute, O: 45.12±3.60 steps/minute, p<0.01). 

The FE model of the obese foot shows greater peak plantar 
stresses compared to a normal foot. The internal bone 
structure of the obese subject also has greater peak stresses 
at the calcaneous and metatarsals compared to that of a 
normal subject. The largest stresses were observed at 
metatarsal 2 and metatarsal 3. 

CONCLUSIONS 
Some differences in the biomechanical behaviour of the foot 
were observed through the gait measurements and FEA 
results. The experimental results suggest that obese subjects 
are adapting their walking patterns due to the added load. 
Adaptations observed include smaller step size and less 
mobility in joint angles. The FE model showed the obese 
subject to have greater stresses on the foot plantar as well as 
the internal bone structure, suggesting that long term obesity 
could lead to the development of foot pathologies. The 
adjustments in the walking pattern observed are likely an 
outcome of these higher stresses where the subject is trying 
to compensate with smaller and shorter steps.  
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INTRODUCTION  
All neuromusculoskeletal systems can be mathematically 
described as linear mappings from a neural command space 
to an eventual mechanical wrench space [1]. In nature, the 
set of feasible neural command inputs is larger than the set 
of feasible mechanical outputs [2] and different sets of 
neural commands can achieve the same motion. The 
culmination of mechanical actions that a joint system 
produces can be described as the endpoint wrench space. To 
achieve any particular endpoint wrench set during motor 
tasks, neural commands must define actions producing 
muscle forces, which in turn produce joint torques. The 
hypothetical set of all possible joint torques is referred to as 
the Feasible Torque Set (FTS) [2]. The FTS sensitivity to 
physiological parameters of muscle fiber length (lm) and 
fiber velocity (vm) is not well understood. Identifying 
relationships between force-length-velocity properties and 
FTS contributes to our understanding of neural control. 

In this study, we used OpenSim [3] modeling and simulation 
to examine the FTS for the human lower-limb joints during 
normal gait and determine how sensitive the FTS is to 
different models of muscle physiology, including lm and vm. 
We hypothesized that simulations accounting for lm would 
reduce the FTS compared to those assuming maximum 
isometric muscle forces (F0

m); in addition, simulations 
accounting for both lm and vm would reduce the FTS further. 

METHODS 
For proof-of-concept, simplicity, and reduced computational 
costs, we used a two-dimensional gait model with 10 
degrees of freedom and 18 muscles available in OpenSim. 
The model was scaled to the anthropometry of the subject 
(75 kg, 1.8 m). Inverse kinematics determined model 
kinematics matching experimental marker data of the 
subject walking at 1.2 m/s on a treadmill. A residual 
reduction algorithm adjusted model kinematics and inertial 
properties to minimize dynamic inconsistencies between the 
model dynamics and experimental ground reaction forces. 
Computed muscle control determined muscle excitations 
and resulting model states for a forward dynamic simulation. 

The gait simulation’s model and states were used to 
investigate the effects of lm and vm on the FTS for 3 cases of 
varying muscle physiology inclusion. For no muscle 
physiology (case 1), muscle forces were simply F0

m. For lm 
effects (case 2), muscle forces with activations of 1 were 
computed along an inextensible tendon when model velocity 
states were set to 0 and joints locked at each time frame of 
position data. For both lm and vm effects (case 3), muscle 
forces were computed as in case 2, but model velocity states 
were from gait and joints unlocked. To isolate vm effects 
alone, muscle forces were found by subtracting case 2 from 
3. In all cases, the matrix of muscle moment arms about
each joint was computed (Rm) and used to compute the joint 
torques (τm = Rm·Fm). The FTS was determined by the 
Minkowski sum of all possible joint torques of the hip, knee, 
and ankle producing a 3D convex polyhedron, or 
zonohedron. Zonohedra volumes for the varying muscle 

physiology cases were compared and we evaluated our 
hypotheses by conducting one-tailed t-tests at the 0.01 
significance level. 

RESULTS AND DISCUSSION 
The FTS’s during gait were affected (represented by smaller 
zonohedra volumes) by including muscle physiology model 
components (Figure 1). The FTS was largest overall with no 
muscle physiology considerations (case 1). The FTS was 
reduced (p < 0.01) by 34%, on average, when including lm 
effects (case 2) and reduced (p < 0.01) by 46%, on average, 
when including lm and vm effects (case 3). Relative volume 
changes with lm and vm effects were 11.5% larger over the 
entire gait cycle than those with lm effects alone during both 
stance (13% larger) and swing (9.5% larger). 

Figure 1: Muscle fiber length, lm, (red) and fiber velocity, 
vm, (black) effects on hip, knee, and ankle feasible torque 
sets (FTS) during gait, represented by zonohedron volume 
changes relative to the FTS using maximum isometric 
muscle forces without muscle physiology considerations. 
Muscle fiber length and velocity effects (blue) reduce the 
FTS volumes below the non-physiological case during gait. 

CONCLUSIONS 
Muscle physiology substantially reduces the lower-limb FTS 
during gait, and lm effects are more significant than vm. To 
obtain a better understanding of FTS behavior during 
dynamic movements, it will be necessary to consider 
additional modeled parameters, such as tendon compliance. 
Future work to investigate mappings from neural command 
space to endpoint wrench space should consider tendon 
compliance as well as the muscle fiber length and velocity. 
Identifying the function of FTS during movement provides 
insights to improve our understanding of complex neural 
control for behavioral tasks. 
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INTRODUCTION  
Because lower extremity muscle forces in abnormal gait in 
hip osteoarthritis are closely related to the gait motion, muscle 
strength and disease seriousness [1], subject-specific 
prediction is necessary to assess muscle forces around the hip. 
A motion capture for gait and musculoskeletal simulation are 
potent approaches to predict muscle forces and elucidate a 
relationship between their forces and changes in gait 
posture/decrease of muscle strength. In this study, we 
measured gait motion of patients using a motion capture 
system and developed musculoskeletal models around the hip 
which has low isometric muscle forces assuming it is a case 
with disease progression. We also reflected muscle strength 
based on muscle volume using CT images of the patient and 
calculated muscle forces during the gait motion. The potency 
of our prediction for muscle forces to understand/assess the 
mechanism/progress of osteoarthritis gait was discussed.  

METHODS 
Gait motion and floor reaction forces of 2 patients; models A 
(68 years old, 155 cm and 56 kg) and B (71 years old, 145 cm 
and 49 kg) on which 25 markers were attached, were 
measured using the Vicon 512 (Vicon Motion Systems) and 
a force plate. Then, 318 muscles around the hip and spine 
except for legs in a musculoskeletal model were defined by 
adapting each segment geometry which corresponds to the 
body size on the Anybody Modeling System (AnyBody 
Technology Inc.). The segments are equivalent to bones as 
rigid bodies and mass was distributed to each segment 
according to its ratio for the weight. First, we calculated 
muscle forces during walking of the 2 models using an 
optimization technique as follows [2] because the number of 
muscles were greater than that of the freedom of joints and 
muscle forces were not determined only by equilibrium 
equation of forces: 

 



n

i
ii NfG

1

3  → min. (1) 

subject to: rfM  , 0if   ni ,,1   (2) 

where Ni, fi, n, M, r and f are a maximum isometric force 
which the i-th muscle generates; i.e. a muscle strength, 
muscle force, number of muscles, vectors of joint moments, 
moment arm and muscle forces, respectively. Second, to 
assess the difference of muscle forces depending on the 
disease severity: in slight/severe disease cases, we calculated 
muscle forces by decreasing the Ni of hip abductor muscle 
group to 50 % using the model A. Third, to evaluate effects 
of the Ni of muscles which were different depending on 
subject, we made 3D models of representative muscles based 
on CT images using the model A, measured its volume and 
length, and calculated the Ni as follows:  

PSLN iii  ,  
iii LVS    (3) 

where Li, Vi , Si and P are a length, volume, cross-sectional 
area of the i-th muscle and the maximum isometric force per 
unit area, respectively. 

RESULTS AND DISCUSSION 
The difference of the calculated force of Gluteus medius, 
which was important for walking between the models was 
characteristic. The magnitude of the muscle forces of both 
models were lower in the left leg than the right leg relating to 
the existence of the osteoarthritis in the left leg. The Connect 
time to ground of the left/right legs of model B was different 
notably, reflecting individual abnormal gait. Comparison of 
muscle forces between slight/severe disease cases is shown in 
Fig.1. In the severe case, muscle forces of Gluteus medius 
decreased 86%, Gluteus minus increased to 161% than in the 
slight disease case, respectively, and other muscle forces 
changed correspondingly, implying compensatory force 
generation. In addition, reflecting cross-sectional area of 
muscles which differed between the left/right legs of the 
patient, muscle forces such as musculus rectus femoris, 
gluteus maximus and gluteus medius changed dominantly. 
These muscles corresponded to important ones for hip joint 
motion, indicating that our results were practical and valid. 

Figure 1: Muscle forces between the slight/severe cases. 

CONCLUSIONS 
Subject-specific musculoskeletal simulation of osteoarthritis 
was performed. Our approach could predict practical muscle 
forces, take account of the disease progression and find the 
mechanism of the compensatory force in body, suggesting its 
high potency to understand osteoarthritis gait motion. 
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INTRODUCTION  
Motor weakness is a major sequela of stroke patients. 
Most of the stroke patients who affected their dominant 
hand are forced to change their dominant hand [1]. 

Compensatory movements are frequently observed in the 
stroke patients with right-hand dominance when using the 
non-dominant hand. Compensatory movements may be a 
critical factor limiting recovery following brain damage 
[2].Therefore, it is necessary to choose from the training 
about daily activities with less compensatory movements in 
motor rehabilitation. 

However, it is not clear which joint of the upper extremity 
contribute primarily to compensatory movements during 
daily activities. 

The purpose of this study was to clarify which joint of the 
upper extremity contributed to compensatory movements 
when performing daily activities with the non-dominant 
hand in comparison to the dominant hand in healthy 
persons. 

METHODS 
Twenty-seven healthy right-handed volunteers (10 males, 17 
females, age=22.0±1.3) participated in the study. We 
excluded participants if they reported a history of a current 
upper extremity injury or a previous surgical intervention of 
their upper extremity.  

Participants accomplished the nine tasks on daily activities: 
Writing, writing a sentence; Scissors, cutting by scissors; 
Pages, turning over the pages; Open PET, opening PET lid; 
Close PET, closing PET lid; Cup, filling the cup; Chopsticks 
eating with chopsticks, Spoon, eating with spoon; and 
Button, button clothes. They performed these tasks with 
both the dominant and the non-dominant hand in the sitting 
position and repeated it five times for each task. 

We used six accelerometers (LOGICAL PRODUCT, LP-
WS0904) and recorded acceleration and angular velocity 
data during the task. These sensors were attached to the 
following body parts: both upper arms, forearms, and 
hands, 

with elastic belt. The resultant acceleration and angular 
velocity were calculated for each body part. We detected the 
initial motion and the end of the motion using the resultant 
angular velocity data and extracted five motions of each task. 

The activity of each body part was calculated as the 
integration of the acceleration for each motion of each 
task and computed the mean of five times.  

The activity of the elbow and the wrist joint were calculated 
as the difference of the activity between the forearm and the 
upper arm and between the hand and the forearm, 
respectively. The activity of the shoulder joint used the 
activity of the upper arm data. We calculated the ratio of the 
activity of each joint. 

We analyzed the ratio of the activity of each joint between 
the dominant and the non-dominant hand by paired t-test 
(IBM SPSS version 23.0). Statistical significance was 
accepted at values of p<0.05. 

RESULTS AND DISCUSSION 
The ratio of the activity of each joint is shown in the Table1. 
The ratio of the activity of the shoulder joint was 
significantly increased during Chopsticks and Spoon. The 
ratios of the activity of the shoulder and the wrist joints were 
significantly increased during Scissors. The ratio of the 
activity of the elbow joint was significantly increased during 
Open and Close PET. There were no significant differences 
in the ratio of the activity of each joint during Button, Cup, 
Pages and Writing. 

CONCLUSIONS 
There were patterns of compensatory movements of 
each joint of the upper extremity when performing daily 
activities with the non-dominant hand. 
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INTRODUCTION  
It is well known that tendons are responsive to mechanical 
loading and unloading, and their mechanical properties are 
often the target of intervention programs. However, the 
tendon’s mechanical properties also govern its function. 
Changes in tendon mechanical properties could therefore 
have substantial influence on energy-saving mechanisms 
during activities utilizing the stretch-shortening cycle, but 
has received surprisingly little attention; the impact of such 
changes have only previously been modelled [1]. In order to 
understand the potential impact of changes in tendon 
properties on tendon function during walking, we 
investigated Achilles tendon (AT) function in vivo with 
respect to a resistance training intervention designed to elicit 
significant increases in tendon stiffness. 

METHODS 
14 men and women (29.8±6.9 y) completed a 12-week 
plantarflexion strength training intervention designed to 
increase AT stiffness. Pre- and post-training intervention, 
participants walked shod at their preferred velocity on a 
fully-instrumented treadmill during which ground reaction 
forces (GRF), movement kinematics and gastrocnemius 
medialis muscle-tendon junction (MTJ) displacement were 
captured synchronously using 3D motion capture software 
and ultrasound imaging, respectively. Ankle joint moments 
were estimated using an inverse dynamics approach and AT 
forces calculated as the ratio of ankle joint plantarflexor 
moment to AT moment arm length. 

Figure 1: Experimental set-up. Grey dots on body represent 
placement of motion capture markers; ultrasound graphic 
includes 3-marker rigid body for transforming 2D MTJ 
coordinates into the 3D reference coordinate system. MTU 
length changes were estimated from changes in ankle and 
knee angles given by lower leg segments. AT length 
changes were estimated from MTJ and heel coordinates. 
GRF and EMG data represent averaged data during the 
ground contact phase of the gait cycle.  

Peak AT force, stress, strain, hysteresis and elastic strain 
energy were averaged from six consecutive step cycles. 
Dynamic displacement, velocity, work and power of the 
MTU, muscle and tendon were assessed with respect to 
subdivisions of the ground contact phase. The ATs from 

both legs were examined in each participant, which was 
included as a possible covariance factor in all statistical 
analyses. Repeated measures MANOVA tests were used to 
examine 1) changes in AT force-related variables following 
strength training and 2) changes in MTU, muscle and tendon 
function during phases of the ground contact period.  

RESULTS AND DISCUSSION 
Plantarflexor training induced a mean AT stiffness increase 
of 31.0±33.9% (p≤.001). All statistical tests were non-
significant for a main effect of time (before and after 
training), therefore no follow-up tests were conducted.  

Table 1. Variables calculated pre- and post-intervention. 

Pre Post % ∆ 
Force (N) 3039.1±639.61 3320.2±914.72  9.3 
Excursion (mm) 31.9±7.41 31.7±6.60 -0.5 
Strain (%) 8.6±5.2 8.1±3.9 -5.9 
Stress (MPa) 52.0±11.7 56.4±16.9  8.4 
Hysteresis (%) 61.0±13.3 57.4±13.2 -5.9 
Strain Energy (J) 5.4±3.2 5.6±3.5  2.9 

To our knowledge, this is the first time that in vivo muscle-
tendon function has been investigated in relation to 
substantial increases in tendon stiffness as a result of a 
training intervention. Of the host of variables measured, 
very little appeared to have been impacted by changes in AT 
stiffness, implying that muscle-tendon function during 
walking is relatively insensitive to substantial changes in 
this property. Our findings are supported by modelling 
studies which predict that a wide range of properties can 
successfully optimise the efficiency of the muscle-tendon 
unit [1]. Importantly, large increases in AT stiffness as a 
result of such interventions do not appear to have a negative 
impact on muscle-tendon function during walking activities.  

CONCLUSIONS 
Our findings provide an important foundation for 
investigating the functional consequences of training 
adaptations and may be of particular relevance for clinical 
and ageing populations where walking capacity is a critical 
contributor to quality of life. For activities such as running 
and jumping, which involve elevated portions of the tendon 
stress-strain relationship, the functional implications of 
increased AT stiffness warrant future investigation.  
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INTRODUCTION  
Finger, thumb, and hand motions are intricately controlled 
by complex muscle activities in the forearm. Observation of 
muscle cooperative activities or muscle synergy is important 
for evaluating the physiological functions. The authors have 
developed the electromyography computed tomography 
(EMG-CT) for the measurements of muscle activity 
distribution within a cross section of the forearm on the 
basis of surface EMG signals around the forearm [1]. In 
previous study, the muscle activities in the forearm were 
measured by EMG-CT during external loadings applied to 
each finger and thumb in the various directions [2]. Daniels 
and Worthingham’s muscle testing (D-W muscle testing) [3] 
is used for evaluating the individual muscle functions in 
clinical practice. Hence, the present study aims to elucidate 
the individual muscle activities in the forearm during the D-
W muscle testing for each forearm muscles by using EMG-
CT. 

METHODS 
Three male subjects (23.7±0.5 years old) participated in the 
experiments. A customized EMG-CT band (Harada 
Electronics, JP2016-131689A), comprising 40 pairs of 
bipolar electrodes placed circumferentially, was positioned 
at the middle of the forearm to detect the surface EMG 
distributions. The fingers, thumb, and wrist motions for 
forearm muscles were examined following to the D-W 
muscle testing: finger metacarpophalangeal (MP) extension 
for extensor digitorum (EDC), extensor indicis, and extensor 
digiti minimi (EDM) (Fig. 1(a)), finger proximal phalanges 
(PIP) flexion for flexor digitorum superficialis (FDS), finger 
distal phalanges (DIP) flexion for flexor digitorum 
profundus (FDP), thumb interphalangeal (IP) flexion for 
flexor pollicis longus (FPL), thumb IP extension for 
extensor pollicis longus (EPL), thumb abduction for 
abductor pollicis longus (APL), wrist flexion for mainly 
flexor carpi radialis (FCR) and flexor carpi ulnaris (FCU), 
and wrist extension for extensor carpi radialis longus 
(ECRL), extensor carpi radialis brevis (ECRB), and extensor 
carpi ulnaris (ECU). The subjects were instructed to 
maintain the initial posture against the external loadings. An 
EMG conduction model [1] in the cross section of the 
forearm was constructed using a circle cross-section with 
the measured circumferential length. The distribution of 
muscle activity (mA dipole/s･mm2) was calculated from the 
surface EMG singnals and the model [1]. The loadings were 
applied 5 s three times with 5 s intervals. The averaged 
muscle activity distribution during each loading was 
calculated. 

RESULTS AND DISCUSSION 
Figure 1(b) shows a typical muscle activity distribution 
during the index finger MP extension against the flexion 
loading to the index finger at MP. The color scale was 
normalized with respect to the maximum value in the 
loading. For instance, as shown in Fig. 1(b), the high muscle 
activity was detected in the region where EDC and EDM 
were arranged. It corresponds to the target muscles in the 
tests. FDS and FDP region was also slightly active, 
suggesting antagonist activities. During the fingers and wrist 
motions, the muscle activities were almost the same in all 
subjects and the high activities were detected in each target 
muscle region. On the other hand, the individual differences 
were observed during the thumb motions. The intrinsic 
muscles may assist the motions. It suggests that the D-W 
muscle testing evaluates the muscle functions relating to the 
fingers and wrist motions especially. The study 
demonstrated the complex individual muscle activities in the 
forearm during the D-W muscle testing by using EMG-CT. 

Figure 1: An example of (a) loading directions and (b) 
muscle activity distributions in Daniels and Worthingham’s 
muscle testing. Flexion loading was applied to index finger 
at MP for EDC, extensor indicis, and EDM [3]. Figure (c) 
shows a typical arrangement of muscles in the forearm [4].  

CONCLUSIONS 
In the fingers and wrist motions of D-W muscle testing, the 
activities of each target muscles were detected; on the other 
hand, the individual differences were observed in the thumb 
motions. 
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INTRODUCTION  
In European countries, the hot spring water containing high 
concentration carbon dioxide (CO2 ≥1000 ppm), CO2-hot 
spring, has long been applied to the patients suffering from 
cardiovascular diseases in balneotherapy. Clinical 
observations reported the effects of CO2-hot spring 
immersion on human body, such as flushing of the skin, skin 
blood flow improvements, and blood catecholamine levels 
and heart rate decreases. Animal experiments using recently 
developed artificial CO2-hot spring maker revealed that the 
heart rate reduction during immersion in the CO2-water was 
caused by an inhibition of sympathetic nerve activity [1]. 
The heart rate reduction by CO2-water immersion may be 
induced by neuronal information generated in the skin and 
transported through the spinal cord to the brain [2]. Those 
results imply that an immersion into CO2-hot spring may 
produce some other effects on physiological functions by 
the efferent signals from the skin. On the other hand, 
experiments in human subjects indicated that flexibility of 
the body was facilitated by bathing into artificial CO2–hot 
spring [3]. Furthermore, near-infrared spectroscopy (NIRS) 
applied to the human subjects revealed that repeated 
immersion of the forearm into CO2-water augmented the 
local muscle O2 consumption and blood flow. Taking all of 
these results into account, CO2-water bath may facilitate a 
recovery from muscle fatigue. To inspect this hypothesis, 
we investigated whether the immersion of extremities 
including agonist muscles into artificially made CO2-water 
(CO2 ≥1000 ppm) influences recovery of muscle hardness 
and soreness in fatigue after resistance exercise. 

METHODS 
The healthy male college students (n=12) participated in this 
study (Age 19-26 yrs, height; 173.5±5.0 cm, weight; 
64.9±6.9 kg). Before the experiment, all procedures and any 
potential risks were explained to each subject, and an 
informed consent document was signed previous to 
participation. This study was approved by Japanese Red 
Cross Hokkaido College of Nursing Review Board for 
Health Sciences Research Involving Human Subjects. The 
subjects performed 100 times calf raise resistance exercise 
and immersed lower legs into tap-water or artificial CO2-
water at 35 °C for 10 minutes after exercise. On exercise 
day, a hardness of the medial head of gastrocnemius 
dominant muscle was evaluated 3 times with indentation 
method, at 5 minutes before, immediately after and 10 
minutes after the exercise. Simultaneously, muscle soreness 
was assessed using a 100 mm visual analogue scale where 
the subject was instructed that 0 mm indicated no pain at all, 
while 100 mm was an indication of ‘unbearable’ pain. 
Subjects were asked to rate their muscle soreness 
experienced during each measure by making a mark on a 
100 mm line. Resistance exercise was performed only the 
first day. Lower legs water immersion (tap-water or 

 Figure 1: Changes of muscle hardness (left) and soreness 
(right) in lower leg bath for 5 days. 

after the resistance exercise. Following the exercise day, 
muscle hardness and soreness were measured before and 
after lower legs water immersion once a day. Statistical 
evaluation of the data was done by repeated-measures two 
way ANOVA, using Tukey test for post hoc multiple 
comparisons, where appropriate. Significance level was set 
at the p < 0.05.  

RESULTS AND DISCUSSION 
Muscle hardness peaked at the third day after the exercise. 
Muscle hardness at the third day was significantly smaller in 
CO2-water treatment group than in tap-water treatment 
group, and the difference between two groups disappeared 
after the peak day. Muscle soreness of the CO2-water 
treatment group was significantly smaller than that of the 
tap-water treatment group, and was lasting only for 2 days 
after exercise, in comparison with 5 days in tap-water 
group. These results imply that an immersion into high 
concentration CO2-water after the exercise may contribute to 
rapid recovery from the muscle fatigue. 

CONCLUSIONS 
The present study suggested that high concentration 
artificial CO2-hot spring bathing may contribute to rapid 
recovery from the muscle fatigue. 
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INTRODUCTION  
The number of patients with lifestyle-related diseases such 
as hypertension is annually increasing in Asia as well as in 
the United States and Europe. The hypertension induce 
vascular morbidity and nephropathy associated with changes 
in calcium metabolism [1]. As the secondary factor, the 
hypertension possibly affects the properties and structures of 
musculoskeletal tissues such as bone. It has been reported 
that the healing of bone fracture is delayed in hypertensive 
subjects as compared with healthy ones [2]. Epidemiological 
data reveal bone abnormalities in the patient with 
hypertension [3], however the mechanisms responsible for 
them remain unknown. Bone fractures are ultimately a kind 
of mechanical event. Thus, a quantitative assessment for 
bone biomechanical performance is essential both clinically 
and biologically. A better understanding of the factors that 
determine bone strength in hypertensive patient is needed to 
prevent the bone fractures in order adults. We hypothesized 
that hypertension is related to impaired material and 
structural properties of bones. To examine this hypothesis, 
the stress-strain relations and microstructure of the femora 
obtained from the experimental animal model of 
hypertension were determined by means of mechanical tests 
and X-ray micro-computed tomography analyses. 

METHODS 
Stroke-prone spontaneously hypertensive rats (SHRSP 
group) of 8 weeks of age, and the age-matched Wistar rats 
(Control group) were used for the experiments. After soft 
tissues around the femur were removed, ring-like specimens 
were sliced off from the midshaft of the femur using a 
rotating diamond saw. Bone tissues were kept submerged in 
a physiological saline water during machining to minimize 
load- and heat-induced damage. The final length of each 
specimen was measured with a micrometer. The nominal 
length of the specimen was approximately 3 mm. The cross-
sectional area of the specimen was measured using an image 
analyzer. A conventional material tester (AGS-H, Shimadzu, 
Kyoto, Japan) having polished stainless steel platens was 
used for compressive loading tests. Platen surfaces were 
lubricated with mineral oil prior to each loading. To 
minimize the effects of the machine compliance of the 
material tester, the specimen deformation was measured by 
a laser micrometer. Bone specimens were immersed in a 
physiological saline solution of 37˚C during the mechanical 
testing. The proximal portion of the femur was used for X-
ray micro-CT analyses. Cross-sectional images of the 
trabecular bone were obtained at the femoral neck portion.  

RESULTS AND DISCUSSION 
Figure 1 shows the stress-strain relations of cortical bones in 
the Control and SHRSP groups. The compressive strength in 
the SHRSP group was 60.7 ± 7.1 MPa (Mean ± S.D.). These 
values were approximately 82% of the compressive strength 
in the Control group (73.9 ± 13.7 MPa). There was a 

significant difference in the strength between the Control 
and SHRSP groups. These results indicate that hypertension 
is closely related to the material properties of cortical bone. 
Figure 2 shows the trabecular structure of femoral neck in 
the SHRSP and Control groups (8 weeks old). Trabecular 
bone in the SHRSP group has a higher porosity than that in 
the Control group. In the present study, we investigated the 
bone properties only at 8 weeks of age. To understand the 
effects of the duration of hypertension, it is necessary to 
conduct the mechanical test for bones obtained from elderly 
animals. Moreover, the mechanisms of the bone absorption 
process are suggested in the future studies. 

Figure 1: Stress-strain relations in the SHRSP and Control 
groups. 

Figure 2: Trabecular structure in the SHRSP and Control 
groups. 

CONCLUSIONS 
There was a significant difference in the compressive 
strength between the SHRSP and Control groups, indicative 
of the direct evidence suggesting a possible link between 
hypertension and osteoporotic bone fracture. 
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INTRODUCTION  
Gap junctions and hemichannels play important roles in 
communication between adjacent cells or between cells and 
extracellular environment, respectively. Two transgenic 
mouse models with the overexpression of dominant negative 
Cx43 mutants were generated [1]. The R76W mutant blocks 
the gap junction channel, but has enhanced hemichannel 
function, and the Δ130-136 mutant inhibits activity of both 
types of channels. 
In this study, we aim to understand the function of Cx43 
dominant mutants in response to mechanical unloading by 
subjecting 10-weeks-old R76W, Δ130-136 and wild-type 
(WT) C57BL/c mice to hindlimb suspension (HLS) for four 
weeks. The bone structure, bone material properties and 
dynamic bone formation of hindlimb bones were determined 
by microCT, three-point bending and bone 
histomorphometry analysis, respectively. 

METHODS 
The mice were divided into control and unloading groups 
and tested randomly for next 4 weeks. After unloading 
testing, the femurs and tibias were isolated. The structures 
properties of cortical and trabecular bones of femur from 
suspended and control mice were evaluated using microCT. 
Trabecular bone was sampled with 10μm VOI started from 
the growth plate. And cortical bone was sampled with a VOI 
positioned for 5μm started at 55um from the growth plate. 
The mechanical properties of mice were examined by using 
a 3-point bending test. All the mice were injected with 
calcein at 10mg/kg body weight 2 weeks before sacrificing 
and followed by the second injection 10 days later. The 
mineralizing surface (MS/BS), mineral apposition rate 
(MAR) and bone formation rate (BFR/BS) were determined.  
All data were statistical analysis with GraphPad Prism 5 
statistics software (GraphPad). 

RESULTS AND DISCUSSION 
Our results showed that mechanical unloading significantly 
increased bone loss of all mice, but the trabecular thickness 
(Tb.Th) of Δ130-136 transgenic mice decreased more than 
that of R76W and WT mice (Figure 1). Given that both 
R76W and Δ130-136 mice have impaired gap junctions, the 
lesser decrease in R76W mice is likely due to functional 

hemichannels in R76W mice, which partly attenuate the 
effect of unloading on trabecular thickness. 
The three-point bending analysis showed that mechanical 
unloading decreased the material properties of all mice, 
including elastic module (Figure 1), ultimate load and 
stiffness. Also the changes of transgenic mice were less than 
that of WT mice, but the difference was not significant. 
Previous study has shown that Cx43 knockout leads to 
restraining of sensitivity for mechanical unloading. Here in 
our study, the inhibition of gap junctions and hemichannels 
similarly reduced the decrease of mechanical properties. 
The dynamic histomorphometric showed a decrease of 
MAR and BFR/BS in WT and Δ130-136 mice, whereas an 
increase in R76W mice, which might be the function of 
enhanced hemichannels. More investigation is warranted. 

Figure 1: Mechanical unloading affected femoral trabecular 
thickness and mechanical property. 

CONCLUSIONS 
The results of Micro-CT, three-point bending and 
histomorphometric analysis suggested that Cx43-formed gap 
junctions and hemichannels play important roles in 
biological response of bones to unloading.  
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INTRODUCTION  
It has been well documented that bone adapts to its 
mechanical environment. However, the dynamic alterations 
of bone structure and properties, as well as its non-mineral 
components, across the disuse period has not been detailed 
investigated. The purpose of the present study was to outline 
the modulation effects of a moderate mechanical loading on 
the discordant responses between bone mechanical 
properties and structural parameters. Moreover, in ultra-
scale level, how collagen fibers of cortical bone response to 
disuse was studied with a hindlimb unloading animal model. 

METHODS 
A hindlimb unloading model and an in vivo tibia axial 
loading model in rats was adopted. 75 male, 5-month old, 
SD rats were randomly assigned to three groups: baseline 
control group (BC, n = 7), age-matched group (AC, n = 28) 
and hind limb unloading group (HU, n = 40). During 28-day 
intervention, the left tibia of rats in both groups remained 
untreated, referring to Age-matched Control Unloaded 
(ACU) and Hindlimb Unloading Unloaded (HUU). The 
right tibia of the rats in both groups, referring to Age-
matched Control Loaded (ACL) and Hindlimb Unloading 
Loaded (HUL), was was loaded with the mechanical 
loading. On experimental day 0, 7, 14, 21 and 28, the 
loading amplitude that can engender 800 µε bone strain at 
the medial mid-diaphysis of the right tibia at each time point 
were characterized using strain gauge approach. Sinusoidal 
loading with corresponding amplitude was applied to the 
right tibia throughout the following 7 days. On day 0, 7, 14, 
21 and 28, animals were sacrificed for sample collection of 
bilateral tibia. Bone Mineral Density (BMD), trabecular 
bone microarchitecture and mechanical properties were 
assessed. The morphological characteristics of collagen in 
the shell of cortical bone was scanned with Atomic Force 
Microscope (AFM), following with the dissolve procedure 
with EDTA. 

RESULTS AND DISCUSSION 
The body mass of the rats from AC and HU group remained 
constant across 28 days. There was no significant difference 
between the AC and HU group at each time point. The 
mechanical load to engender 800 µε of tibia strain did not 
change over the experimental time period for ACL tibia (p = 
0.35). At day 14, the force amplitude between the ACL and 
HUL was statistically different (p = 0.0013). At day 14, 
BMD of both HUU and HUL tibia was lower than ACU (p 
= 0.0003). Likewise, BMD of HUU tibia was lower than 
ACL tibia (p = 0.0062). The similar trend remained until 
day 21. At day 21, BMD of ACU tibia was still higher than 
the HUU (p = 0.027) and HUL bone (p = 0.0015). No 
significant difference on BMD between HUU and HUL tibia 
was found (p = 0.24). Bone Mineral Content (BMC) of 
HUU tibia was the lowest in all groups at day 14 (p = 
0.0009 v.s. ACU, p = 0.0005 v.s. ACL and p = 0.018 v.s. 

HUL). At day 21, BMC of both HUU and HUL tibia were 
lower than ACU bone (p = 0.0097). At day 14, BV/TV of 
HUU and HUL tibia was lower than ACU. By contrast, Tb. 
Sp of HUU and HUL tibia was larger than ACU. No 
significant difference on BSA/BV, Tb. Th, CWT and Tr. N 
was found among groups. The density of type I collagen and 
crosspoint between adjacent fibers in bone were barely 
altered by disuse. No significant difference on D-periodic 
spacing of collagen fibers between groups was observed. By 
contrast, dramatic changes in collagen fibers orientation was 
found after unloading (Figure 1). 

Figure 1: The alterations of collagen fibers in cortical bone 
after 28-day mechanical disuse. A: The angle of collagen 
fibers to represent its orientation. B: The density of 
crosspoint of collagen fibers. C: The D-periodic spacing of 
fibers. D: The density of all collagen fibers. *: p < 0.05, **: 
p < 0.01. 

CONCLUSIONS 
Moderate mechanical stimulation failed to alter the 
mechanical response of tibia in the control group to loading, 
but was capable of reversing the detrimental effects of 
unloading on bone. It was therefore indicated that 
physiological mechanical strain play specific roles to bones 
under different loading situations. The alteration of collagen 
fibers in bone may contribute to bone mechano-adaptation 
process. Future studies on the response of collagen fibers in 
bone to mechanical stimulation are to be expected.   
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INTRODUCTION  

Two ultrasound waves are observed when wave penetrates 
the cancellous bone. Williams [1] introduced the Biot theory 
or so called poroelasticity theory to cancellous bone and 
showed that two waves are observed in cancellous bone. 
Yoon and his colleague [2] showed that the shape of 
trabeculae significantly affect the velocity of wave 
propagation by using Biot theory.  

Poroelasticity has been used for elucidating the bone fluid 
flow stimulating bone cells and these bone cells 
communicate each other. The electrokinetic effect is another 
parameter in bone remodeling process. These two – bone 
fluid flow and electrokinetic effect - are coupled each other. 
The strain generated potentials induce the charged bone 
fluid flow through canalicular network and excessive 
positive charges move along the bone fluid flow, which is 
called streaming potential.  

Thus the general bone poroelasticity equation is combined 
with the charge density in electrokinetic effect of bone, and 
the fast wave is determined by charge density. 

METHODS 

The governing equations for the poroelasticity theory are 
given by Neev and Yeatts [3] include the charge density q

s
and q

f
, which are charge densities of solid and fluid.

However, in the paper Neev and Yeatts [3], it is shown that 
these two quantities are almost identical and we will set 
these two quantities to be identical for future calculation.  
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, where N, R, Q, and A are poroelastic parameters, u and U 
are displacements of fluid and solid constituents, and the 

variable b is defined by 2 / K   , where   is the fluid 

viscosity, K is the permeability of bone fluid, and   is the 
permittivity, and the   is the porosity. After we 

define 2P A N  , the poroelastic parameters or, so 
called Biot parameters P, Q, and R are given by  
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iK   is the bulk modulus of i  , where i  is substituted for 

solid ( s ), fluid ( f ) and bone ( b ). 

RESULTS AND DISCUSSION 

Figure 1 shows the variation of fast wave velocity against 
porosity and charge density. The charge density as well as the 
porosity affect the fast wave velocity. However, the slow wave 
velocity and attenuation are not sensitive to the charge density. 
As we already know that the fast wave moves along the 
trabecular struts and the slow wave moves along the fluid in 
pores. Then we can simply conclude that the excessive charge 
ions are attached on the trabecular struts and increase the fast 
wave velocity and attenuation. Since the charge ions are 
gathered on the trabecular struts, which recruit the osteoblasts 
to be attached.  

Figure 1: The fast wave against porosity and charge density 

ACKNOWLEDGEMENTS 
 This research was supported by Basic Science Research 
Program through the National Research Foundation of Korea 
(NRF) funded by the Ministry of Education (grant number 
2015R1D1A1A09057878) 

REFERENCES 
1. Williams, J.L., The Journal of the Acoustical Society of

America, 1992. 91(2): p. 1106-1112.
2. Yoon, Y.J., et al., Journal of biomechanics, 2012. 45(4):

p. 716-718
3. Neev, J. and F. Yeatts, Physical Review B, 1989.

40(13): p. 9135.



P393 - EFFECT OF CHANGE IN AN ADJACENT MUSCLE LENGTH ON THE 
SHEAR MODULUS OF THE RESTING MUSCLE - EVIDENCE FOR 
EPIMUSCULAR FORCE TRANSMISSION IN HUMAN MUSCLES  

Yasuhide Yoshitake, Daiki Uchida, Hiroaki Kanehisa 
National Institute of Fitness and Sports in Kanoya 
Corresponding author email: y-yoshi@nifs-k.ac.jp 

INTRODUCTION  
The muscle force is transmitted in series to the aponeurosis, 
tendon, and bone, resulting in movement of limbs. The 
muscle force would be also transferred between 
extramuscular connective tissue structures, between 
synergistic muscles, and between antagonistic muscles. 
These observations have been termed as “epimuscular force 
transmission” [1]. Epimuscular force transmission has until 
now mainly been shown in animal models while few studies 
have demonstrated in human in vivo because of 
methodological limitations. From the limited information, 
the occurrence of force transmission between triceps surae 
muscles in vivo was suggested by the displacement of 
fascicles determined by means of ultrasound images [2]. 
However, the triceps surae muscles are connected to a 
common distal tendon (Achilles tendon), and therefore it is 
impossible to conclude if the displacement of fascicles is 
due to mainly epimuscular force transmission. Therefore, 
whether intermuscular force transmission occurs in humans 
is presently unknown. 

Recent technological developments for assessing muscle 
mechanical characteristics, in particular, ultrasound shear-
wave elastography, enables us to noninvasively measure the 
muscle shear modulus (muscle stiffness) with simple 
operations and high reproducibility [3]. A series of studies 
revealed that muscle shear modulus measured by shear wave 
elastography is linearly related to both active and passive 
muscle forces [3].  

By using ultrasound shear-wave elastography, the present 
study aimed to elucidate whether intermuscular force 
transmission occurs in human muscles. We hypothesized 
that if no epimuscular force transmission occurs from an 
adjacent muscle in humans, the shear modulus of the other 
muscle (resting muscle) should not be altered. To test this, 
the present study determined the shear modulus of the 
resting muscle while passive force exerted by an adjacent 
muscle was manipulated.  In this study, we changed passive 
force of an adjacent muscle by changing passively the 
muscle length (joint angle). 

METHODS 
Thirteen healthy men (21.6 ± 2.7 yrs) participated in the 
study.  The biceps brachii longus (BB: adjacent muscle) and 
the brachialis (BRA: resting muscle) were chosen in this 
study because they are neighboring muscles with different 
tendons that are connected to different bones, indicating that 
length of the adjacent muscle can be manipulated without 
change in muscle length of the resting muscle.   

Subjects were seated upright in a chair with the right upper 
arm abducted to an angle of 90º with the forearm in a 
horizontal position, and the elbow joint was flexed to 160º 
(fully elbow extension; 180º).  In order to manipulate the 

muscle length of BB only, forearm was passively set at the 
supination, neutral, and pronation positions. Shear modulus 
of BB and BRA during rest were measured with an 
Aixplorer ultrasound scanner (Ver.7; Supersonic Imagine) at 
each forearm position.    

RESULTS AND DISCUSSION 
As expected, shear modulus of BB was largest at pronation 
(15.4 ± 3.9 kPa), followed by neutral (13.9 ± 2.7 kPa) and 
supination (10.6 ± 1.3 kPa) positions (P < 0.05 between all 
positions; Fig. 1A). This result represents that the changes in 
muscle length are closely associated with passive muscle 
force of BB.  In contrast, shear modulus of BRA (resting 
muscle) showed reverse order, i.e., largest value at 
supination (11.9 ± 3.2 kPa), followed by neutral (10.4 ± 2.0 
kPa) and pronation (9.9 ± 2.0 kPa) positions (P < 0.05 
between all positions, Fig. 1B). This result indicates that 
shear modulus of the resting muscle was altered by changing 
passively the length of an adjacent muscle.  

Figure 1: Shear 
modulus of the biceps 
brachii (A: BB) and 
the brachialis (B: 
BRA) at each forearm 
position during rest.

CONCLUSIONS 
The results of the current study indicate that intermuscular 
force transmission is present in human muscles.   
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INTRODUCTION  
Enhancing the numbers of shots made is critical for winning 
a basketball game. There are multiple trajectories that a 
successful shot can follow from a certain release position 
since the diameter of the goal ring is about twice as large as 
that of a basketball [1]. The combination of release speed 
and angle that result in a successful shot was investigated 
theoretically by numerical analysis across various conditions 
of release height and spin [2,3]. Additional studies have 
investigated the trajectory of a shot experimentally and 
assessed release angles and speeds, and ball arrival positions 
[4,5]. However, since the theoretical and experimental 
approaches were not conducted simultaneously, it is not 
understood how players release the ball under practical 
conditions in comparison with theoretical successful release 
conditions. Thus, the purpose of this study was to compare 
theoretical successful release conditions with actual release 
variables to reveal the release conditions that result in higher 
percentage of successful shots. For this purpose, we 
compared the data of a highly-skilled basketball player with 
that of a less experienced player. 

 METHODS 
A professional male basketball player (Expert), who played 
for the Japanese professional league from 2005 to 2016 
(height: 1.67 m, weight: 75 kg) and one healthy male player 
(Non-Expert) who had experience in playing basketball at a 
high school club for three years (height: 1.74 m, weight: 78 
kg) participated in this study. They attempted 100 free-
throw shots. Forty-eight reflective markers were attached to 
the players, and nine to eleven reflective marks were 
randomly attached on the surface of the basketball. Shooting 
motion and trajectories of a ball were captured with three-
dimensional motion analysis system using 20 cameras (MX-
series, VICON). 

The release positions, angles, and speed of the center of the 
ball, spin rate, and ball arrival positions (the position of the 
ball center at the height of the ring) were computed from the 
obtained positional data of the attached marks on the surface 
of the ball. Since we observed a significant influence of air 
drag and lift force, the drag and lift coefficients were 
determined by optimization to minimize the least-squares 
deviation between the actual ball trajectory and trajectory 
that was calculated by solving the equation of the motion of 
the ball including the terms of lift and air drag force. We 
calculated the ball trajectory at given combinations of 
release speed and release angle using the mean release 
position, spin rate, and drag and lift coefficients of the 100 
shots of each player. A shot was regarded as successful if 
the ball arrival position was within the boundary where it 
could go through the ring without touching the rim (swish) 
or barely touching the rim (swish ± 50 mm region). 

RESULTS AND DISCUSSION 
The ball arrival position (mean±SD) was 14 ±50 mm short 
and 18 ± 49 mm left of the center of the ring for the Expert 
who successfully made 99 shots out of 100 shots, and 48 ±
139 mm short and 8 ± 108 mm left for the Non-Expert who 
made 61 successful shots. The mean arrival positions by 
both players were almost equal to the center of the ring, 
while the SD was smaller for the Expert. This indicates that 
less variability and greater repeatability contributed to a 
higher percentage of success. When the theoretical 
successful region and actual shots were compared, it was 
found that the Expert had smaller variability in release 
parameters compared to the Non-Expert, and those were 
mostly within the successful region (Figure 1). The margin 
for error in release angle at mean release speed was 10.6 
degree for the Expert and 3.8 degree for the Non-Expert, 
and that in release speed at mean release angle was 0.14 m/s 
for the Expert and 0.20 m/s for the Non-Expert. Thus, the 
Expert chose the region with a greater margin for error in 
release angle while the Non-Expert in this study chose the 
region with a greater margin for error in release speed. 

Figure 1: Theoretical successful combination of release 
angle and release speed (dark blue: swish, light blue: swish 
± 50 mm) and experimental data (red). Black dash line 
shows the means and the light green area shows the standard 
deviations of release angles and release speeds of 100 shots. 

CONCLUSIONS 
A higher percentage of successful shots can be achieved by 
reducing the variability in release parameters and choosing 
such parameters that permit a greater margin for error 
according to the variability characteristics. 
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INTRODUCTION  
Biological variability is inherent to the human motor 
system, and is reflected in variability or unsteadiness of 
muscle force which is typically defined as the coefficient 
of variation of actual force around a submaximal isotonic 
target [1,2]. Previous literature has shown inconsistent 
evidence regarding changes in steadiness with ageing 
[3,4]. If force steadiness is a limiting factor in motor 
control, a decrease in steadiness with ageing may underlie 
decreased motor performance in many motor tasks among 
older adults. Therefore, the effect of age on the steadiness 
of force was reviewed in the literature and a meta-analysis 
was performed to determine the effect size of age. 
Furthermore, to account for differences in effect sizes the 
following determinants were investigated: sample size, age 
difference, tested muscle groups and target force levels. 

METHODS 
Twenty studies were included in this systematic review, of 
which twelve provided sufficient data to determine the 
pooled effect size for the effect of age. The effect of 
sample size on dichotomized effect sizes (significant vs. 
non-significant) was determined. Furthermore, effects of 
age difference between age groups, dominance of 
investigated limb, muscle group, muscle location 
(proximal vs. distal and upper vs. lower extremity) and 
target force level on effect size (categorized as small, 
medium, or large) were investigated. 

RESULTS AND DISCUSSION 
A large pooled effect size of age was found (rtotal = 0.67, 
95% CI [0.61; 0.72]) (see Figure 1). Differences in 
significance of effects were not related to sample size, 
indicating that differences in conclusions were not due to 
differences in power between studies. Differences in effect 
size categories were related to muscle group (χ2= 24.15; p 
< 0.01), proximal vs. distal muscle location (χ2= 12.13; p < 
0.01) and target force level (H=11.02; p < 0.01). Also, an 
interaction effect of muscle group and target force level 
was suggested. 

CONCLUSIONS 
This study showed a large pooled effect size of age on 
force steadiness, which was determined by muscle group 
and target force level. Large and consistent effects were 
found at the lowest target levels, which decreased and 
became less consistent at moderate-to-high target levels. 
Small distal muscles showed effects over the entire force 
range, and large proximal muscles showed effects only at 
low target levels. The effect of age on force steadiness can 
best be explained by motor unit loss occurring with ageing 
and this effect can partially explain decreased motor 

performance associated with ageing. 

Figure 1: Effect sizes with 95% CI, sorted in ascending 
order of target level and different symbols indicating 
different muscle groups, see the legend: KE: knee 
extensors; EF: elbow flexors; PF: plantar flexors; DF: 
dorsal flexors; IFA: index finger abductors; TI: thumb 
index finger precision pinch. 
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INTRODUCTION  
Fatigue of shoulder muscles has shown to alter scapular 
kinematics during humeral elevation [1]. Of the shoulder 
muscles, the infraspinatus is involved in external rotation 
and stabilization of the humerus. Instability of the humerus, 
due to fatigued shoulder muscles, could increase the chance 
of shoulder injury such as impingement.  

The central nervous system influences the activation of 
motor neurons and the contractility of muscles. Signals from 
the motor cortex cause the response from muscles, but this 
response is not instantaneous. There is a latency between the 
stimulation of the motor cortex and activation of muscle 
contractility. There may be an effect on latency and motor 
evoked potential (MEP) of a muscle after being fatigued.   

The purpose of this study is to examine the change, pre- and 
post-fatigue, in muscle activation latency and MEP 
amplitude of the infraspinatus.  

METHODS 
A total of 17 subjects participated in this experiment. Aged 
22 ± 2.1 years old. Average height 176.5 ± 9.51 cm and 
average mass of 74.4 ± 14.8 kg. All subjects were recruited 
from the campus of Western Washington University.  

The right infraspinatus was monitored with dual surface 
electrodes with an inter-electrode distance of 1.75 cm apart 
with a Noraxon TeleMyo desktop direct transmission 
electromyography (EMG) system. Transcranial magnetic 
stimulation (TMS) was performed with a figure-of-8-coil 
using Magstim BiStim system to stimulate the motor cortex. 
Optimal stimulation was found by mapping of the motor 
cortex by stimulating multiple points on a 5x5cm grid every 
1 cm around C1 to locate the spot that most excites the 
target muscle. C1 is the position over the motor cortex on 
the contralateral side of the right infraspinatus when 
following the international 10 20 electrode placements for 
electroencephalography [2]. During mapping and recording 
of data, the subject held their right arm horizontal to the 
floor at 45° of scapular abduction to cause a 6-10% 
activation of maximum voluntary contraction in the 
infraspinatus. Active motor threshold (aMT) is the lowest 
setting on the TMS device that will elicit an MEP from the 
target muscle. During data collection, 120% of the aMT was 
used during recording.  

When the optimal spot and active motor threshold for 
infraspinatus activation was found, twelve pre-fatigue 
stimulations were recorded, followed by a fatigue protocol, 
and then twelve post-fatigue stimulations. The fatigue 
protocol consists of the subject holding their arm at their 
side, pinching a rolled towel between their right elbow and 
torso, and having the elbow flexed at 90° while the forearm 
is in a semi-prone position while holding onto an elastic 
band in the right hand. Subjects were instructed to externally 

rotate (ER) their shoulder rapidly with as full range of 
motion. The experimenter held the other end of the elastic 
band to provide resistance. After the subjects had failed to 
move into ER because of fatigue, ER force was measured. 
When force production was decreased by 25%, measured by 
a Microfet2 handheld dynamometer, the post-fatigue 
stimulations began.  

RESULTS AND DISCUSSION 
Muscle activation latency did not show a difference between 
pre- and post-fatigue with an average change of -0.2 ms 
(p=0.77). The MEP amplitude has shown an average 
decrease of 111.4 uv, (p=0.43) but was not statistically 
significant. The peak to peak latency within the MEP, 
measured by the time between the minima and maxima of 
the MEP, has shown statistically significant (p=0.005) 
increase from an average of 4.5 ms pre-fatigue to 5.9 ms 
post-fatigue with an effect size of 0.68 (Figure 1).  

Figure 1: A sample of an averaged MEP from a single 
subject. Peak to peak latency is shown to change from 4.6ms 
pre-fatigue to 6.6ms post-fatigue 

CONCLUSIONS 
Latency between the stimulation of the motor cortex and 
activation of muscle contractility has shown no difference 
after the fatigue protocol. There is a trend to the change in 
MEP amplitude but did not show statistical significant. The 
peak to peak latency has shown to have a significant 
increase. The increase in time to the same stimulus, post-
fatigue, might mean that the muscle has a longer activation 
in a fatigued state. This change in activity could lead to 
alteration in shoulder kinematics. The infraspinatus might 
influence a decrease in stabilization depending on its 
interactions with other shoulder musculature.   
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INTRODUCTION  
Current conflicts and homeland security operations present 
an increased risk of improvised explosive devices, threat 
that principally affect air-filled organs such a lung. In order 
to better protect soldier from shock-waves, there is a need to 
develop an adapted injury criterion and before this to 
evaluate the response of biological model against that threat. 

The objective of this study is to provide some robust data to 
quantify the thoracic response of post-mortem swine under 
different blast loadings. 

METHODS 
Seven female post-mortem swine (54.5±2.6kg), whose 
abdominal viscera were replaced by four natural sponges 
while thorax and its organs were still intact, were exposed to 
five different shock-waves, from no injury to 50% of 
lethality according to the Bowen curves [1]. The animals 
were exposed side-on to the threat and against the ground, 
the spherical explosive charge of C-4 was suspended 2m 
above the swine ribcage. 

The swine were instrumented with an accelerometer on the 
8-9th rib (from the top) directly exposed to the shock-wave, 
and a target was mounted on it in order to track the ribcage 
displacement. A piezo-resistive pressure sensor was placed 
next to the accelerometer in order to measure the reflected 
pressure. Two pencil probes were also used to measure the 
incident threat that faced the swine. In addition, a high-
speed camera recording at 40,000fps was installed to 
visualize the shock-wave interaction with the animal and to 
track the ribcage displacement. 

An overview of the experimental set-up is proposed in 
figure 1, five C-4 masses were used to conduct 47 
experimentations and to analyze results in terms of thoracic 
kinematic parameters and intra and inter swine results’ 
reproducibility. 

Figure 1: Experimental setup 

RESULTS AND DISCUSSION 
Forty-seven experiments were performed, leading to 423 
profiles in terms of incident and reflected pressure/impulse, 
acceleration Γ, velocity V and displacement D of the 
ribcage. 

The main results are: 
‐ Intra and inter-species reproducibility; 
‐ For maximum incident impulses from 50kPa.ms to 

160kPa.ms, the following ribcage responses have been 
recorded: 
 Γmax (m/s²): [5728 ± 939 - 40988 ± 3311];
 Vmax (m/s): [2.5 ± 0.25 - 10.3 ± 0.6];
 Dmax (mm): [4.8 ± 0.9 - 19.4 ± 2.8].

‐ Relations have been established between kinematic 
parameters and the maximum of incident impulse 

In addition, it has been observed that the threshold of lung 
injury defined by Cooper [2] in terms of Γmax (10,000m/s²) is 
in accordance with the data obtained, but the limits defined 
for the viscous criterion in the automobile field (1m/s for 
AIS3+) and for non-lethal weapons (0.8m/s) seems not 
adapted for the blast threat. Indeed, the value obtained for 
lung injury threshold is 0.061m/s and it goes to 0.34m/s for 
50% of lethality.  

CONCLUSIONS 
Forty-seven reproducible experiments have been performed 
on seven swine exposed against the ground, side-on to 
shock-waves of increasing intensity. The obtained data are 
reproducible and simple relations between the kinematic 
parameters (plus the viscous criterion) and the incident 
impulses have been obtained. 

The huge set of data recorded from that study could be used 
to validate FEM of swine under that threat in order to 
develop a new tolerance limit for lung at tissue level. 
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INTRODUCTION  
Of all the internal organs, the lungs exhibit the strongest 
connection between physiological function and 
mechanical behaviour. Better understanding of the 
alveolar wall — in particular, how the mechanical 
constituents of the alveolar wall interact with the geometry 
of the alveoli — is key to improving diagnostic 
measurements of lung function, and therefore 
understanding of disease progression [1]. This is especially 
relevant to the older population, as the normal decline in 
lung function which occurs with age is virtually 
indistinguishable from early disease, leading to frequent 
misdiagnoses in the elderly. 
Lung tissue is extremely delicate, making it challenging to 
characterise its mechanical properties without damaging 
the tissue. Thus, current models of the lungs are weakly 
parameterised, as material measurements are made on cut 
or stretched tissue which do not represent the lungs in vivo 
state, where pre-tension plays a significant role. 

This project focuses on non-destructively imaging the 
lungs, with the aim of quantifying the mechanics of the 
tissue; specifically, the alveolar wall. An optical coherence 
tomography (OCT) imager was developed to capture 3D 
images of rat alveoli non-destructively. A real-time 
pressure control system was developed to enable 
measurement of high resolution pressure-volume (P-V) 
loops. The high spatial resolution of the OCT, coupled 
with the real-time pressure control, allows for acquisition 
of stable volume scans of the lungs at physiologically 
relevant pressures.  

METHODS 
Sprague-Dawley rats were used in this study for two key 
reasons: their similarities to humans in alveolar air-space 
enlargement with age [2], and their relatively large alveoli 
(~90 μm diameter) compared with lung size (~20 mL) [3], 
which enables the visualisation of alveolar deformation 
by OCT (which has a voxel size of ~15 µm3). Key 
physiological measurements were changes in volume 
with pressure and alveolar topology. Initial studies were 
performed on excised lungs that are intubated under real-
time pressure control developed on a National 
Instruments compact rio (CRIO). Techniques have been 
developed to make use of tissue from rats that have been 
euthanized. 
Lungs were collapsed upon dissection from the rats. 
Before imaging, to recruit the collapsed alveoli, lungs 
were fully inflated to 3 kPa and held until inflation 
stopped. If inflation halted before full alveolar 
recruitment, pressure was cycled sinusoidally between 1 
kPa and 3 kPa. The lungs were then fully deflated and 
inflated to record a full P-V loop; followed by a range of 
physiologically occurring pressures for 3D OCT imaging 
[4].    

A phase-based Savitzky-Golay gradient-correlation (P-
SG-GC) [5] tracking algorithm was used to process the 3D 
OCT images and determine the changes in volume of the 
alveoli resulting from the changes in pressure.  

RESULTS AND DISCUSSION
Figure 1.A shows an inflated left lobe. An inflation 
device was designed and tested that gives volume and 
pressure resolutions of ±5 µl and ±0.05 Pa respectively. 
This allowed for quasi-static imaging of lungs with OCT 
ex vivo as shown in Figure 1.B. 

Figure 1: A: left lobe of rat lung, at 2.5 kPa. B: 
 2D OCT image of rat lungs. 

2D OCT images were stitched into 3D volumes and 
tracked between the pressure states. 3D subvoxel 
displacement measurements enabled tracking of 
geometry as the volume of the alveoli change with 
pressure.  
CONCLUSIONS 
Optical coherence tomography is a powerful tool for the 
non-destructive measurement and tracking of alveoli. 
P-SG-GC tracking provides accurate measurement 
of displacements in response to changes in inflation 
pressure. 
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INTRODUCTION  
A KAFO with a locked or offset single-axis knee is used for 
stabilizing standing and walking in people with quadriceps 
muscle weakness. While these knees are simple, low-cost 
solutions, a locked knee results in an unnatural gait with 
excessive loads, and an offset knee can compromise stability 
on uneven terrain. A stance control orthosis (SCO) is an 
improved version of a KAFO that tries to mimic normal 
walking by locking during stance and allowing swing 
flexion, but SCOs are expensive and out of reach for many 
potential users. A four-bar mechanism (4BM) can 
potentially provide better functionality in a KAFO by virtue 
of its moving centre of rotation. A 4BM has been used in 
knee braces to mimic the anatomical knee centre, and in 
prosthetics to provide stance stability and swing phase 
ground clearance [1, 2]. However, the literature shows that 
the use of the polycentric nature of a 4BM in a KAFO has 
not been explored. In this work we present an approach for 
optimal design of a 4BM for an orthosis.  

METHODS 
To improve the gait of people with quadriceps muscle 
weakness, maximum stability during stance and reduced 
effort during initiation of swing flexion is required. The hip 
moment required for ensuring stability during stance and for 
ease of initiating flexion during the push-off phase of 
walking is used as a criterion. Using an approach similar to 
Radcliffe [2], the hip moment is expressed in terms of the 
location of the knee centre, which is the instant centre (IC) 
of rotation of the 4BM, with respect to the load line (the line 
from the hip joint to the centre of pressure (COP) on the 
ground). Our objective is to minimize the hip moment 
required at heel contact and toe off, expressed as follows: 

   Mh=PL (x/y)………………. (1) 

where, Mh is the required hip moment, P is the load along 
the load line, L is the distance from the hip joint to the COP 
along the load line, x is the normal distance of the IC from 
the load line, and y is the height of the IC from the COP 
along the load line. The factor (PL) is user specific, but 
remains constant for a particular user. Hence, the (x/y) ratio 
is the deciding factor for optimization. Constraints used for 
optimization are as follows: 

1) Grashof criterion for a 4BM
2) Size constraints on the link lengths
3) Constraint to maintain proportionality of the 4BM

for the purpose of alignment

MATLABTM (R2014a) software is used for optimal 
synthesis of the 4BM. Genetic algorithm (GA) with elitist 
strategy is used for optimization.  

RESULTS AND DISCUSSION 
The synthesized 4BM is a Grashof class-I double rocker 
mechanism as shown in Figure 1. The 4BM locks the knee 
joint based on mechanics principles as compared to actual 

locking systems present in existing SCOs. The new four-bar 
design provides stable stance phase knee flexion up to 5º 
even in the absence of a stabilizing hip moment. Further, a 
user can voluntarily control the stance stability for 4-5º 
additional flexion, assuming that the user is capable of 
generating at least 50% of the average hip moment (60-120 
Nm) required during normal human walking [3]. With this 
available hip strength, users can control knee stability by 
applying a small hip extension moment, even when they 
land on a flexed knee, a likelihood on uneven terrain. Thus, 
stability issues arising during community ambulation with 
an offset knee joint can be overcome with a stance stable 
four-bar orthotic knee joint. 

Increase in stance stability demands a greater effort to flex 
the knee during push-off. However, with this four-bar, the 
hip flexion moment required during push-off to initiate 
swing phase is within the range of available hip muscle 
strength of the user population considered for this design. 
For such users, an orthosis with 4BM providing voluntary 
stability in stance and flexion during swing can function as a 
mechanically operated SCO. 

Figure 1: Potential four-bar knee configuration for KAFO 

CONCLUSIONS 
The new orthotic four-bar knee joint could be a functionally 
superior alternative to conventional single axis knee joints, 
and provide a simple and cost-effective alternative to SCOs 
available in the market. Challenges include aligning the 
mechanism on the two sides of the uprights and minimizing 
pistoning forces due to shank-shortening with a 4BM. 
Future work includes clinical trials with KAFO users and 
design modifications based on feedback. 
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INTRODUCTION  
Optimal socket fit is an essential pre-requirement to allow 
below-knee amputees regaining activity and participation in 
daily life. However, the design and implementation of a 
socket can be challenging when the stump presents poor 
skin quality, painful bony prominences or the patient lacks 
sensitivity due to peripheral neuropathy.   
We think that thermographic (TG) imaging can be a 
practical solution to increase comfort, reduce the number of 
trial sockets and increase quality of life in these patients.  
A protocol has been previously documented [1], which 
relies on the sequential acquisition of TG images in multiple 
views before and after walking with the prosthesis under 
assessment. Then, pre-post images are registered 
(superimposed with the use of custom-made thermographic 
markers), and a differential image is calculated for each 
view. The differential image highlights hot and cold spots. 
Hot spots can either be associated with areas of known 
increased mechanical stress in agreement with prosthetist’ 
will, but can also be unwanted stress areas.  
One of the limitation of the current protocol is related to the 
post-processing phase. The CPO must view separate images, 
and mentally reconstruct the 3D geometry of the stump, 
taking notice of the abnormalities image-by-image. 
Therefore, the aim of this study was to develop and test a 3D 
thermographic application, that fuses 3D scanning with TG 
images. This allows to incorporate all the knowledge in a 
single 3D model with “thermographic color”. 

METHODS 
The following constraints were assumed for system 
development: 
1) it should be based on a 3D scanner, a 2D thermographic

camera, a set of thermographic markers, a “spinning
platform” [1] and an image fusion software;

2) the 3D scanner should be cost-affordable, easy to use,
fast in acquisition and post-processing, and allow the
operator to move around the patient for image
collection;

3) thermographic markers are small 3D printed cubes
(side=5mm) of ABS material placed on the stump by
the CPO;

4) the “spinning platform” is a rotating platform used to
rotate the patient during 2D image acquisition, while
keeping the 2D thermographic camera still;

5) the image fusion software should be based on an
available platform, low-cost and easy to use.

The protocol consists of the following sequential steps: 
1) the patient walks for 15 minutes;
2) the prosthesis is donned and markers are applied;
3) multiple 2D thermographic images are collected;
4) the patient rests for 20 minutes;
5) step 3 is replicated;
6) the 3D scanning of the stump is completed;
7) 2D images are fused on the 3D model;

8) the temperature information on the pre- and post-
walking 3D models are subtracted to highlight hot and
cold spots;

9) the model is virtually examined or sent to a 3D color
printer for building a physical thermographic model.

For 3D scanning we selected a Microsoft Kinect combined 
with the software Skanect [2]. A FLIR A320 was used for 
TG image collection (320 x 240 pixels) and temperature 
data were mapped to colors with a custom-made MATLAB 
software. Pre- and post-walking images were fused onto the 
3D mesh using the freeware MESHLAB, so that each vertex 
was associated with a color. A neural network was used to 
trace back colors to actual temperatures. Finally, the 3D 
model with the differential information was obtained. The 
procedure was tested on a below-knee amputee. The 
accuracy of the whole process was analyzed by looking at 
the temperature associated to the makers, which is expected 
to be constant pre-post walking.  

RESULTS AND DISCUSSION 
An exemplary differential image is provided in Figure 1, 
with red indicating hot spots and blue indicating cold spots. 
The analysis of markers’ temperature showed a worst case 
spatial error of 5mm, which appears acceptable for socket 
refinement. 

Figure 1: 3D model with differential (pre-post walking) 
temperature information. 

CONCLUSIONS 
The unique 3D system that we developed is easy to use, and 
accurate; it has the potential to diffuse in the clinical routine 
and forms the bases for a breakthrough in socket 
optimization.  
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INTRODUCTION  
Evaluating the functional similarity of hand prostheses with 
the human hand (HH) is essential for improving current 
anthropomorphic hand designs. Feix et al. [1] proposed a 
metric for comparing the anthropomorphic motion 
capability of robotic and prosthetic hands, the 
Anthropomorphism Index (AI), but its computation is 
cumbersome and based only on the position and orientation 
of the distal phalanges in different grasp types (GT). The 
importance of the different GTs for personal autonomy of 
the patients in activities of daily living (ADL) has been 
studied previously [2], being pulp pinch (26%), extension 
grip (20.8%), tripod pinch (10.4%) and transverse volar grip 
(8.7%) the most relevant GTs for a non-dominant hand to 
reinforce bimanual grasping. Principal component (PC) 
analysis has been used by Gracia-Ibáñez et al. [2] to reduce 
to five main PC the degrees of freedom (DOF) of the HH in 
ADL: finger arching (FA), closure (C), palmar arching (PA), 
lateral pinch (LP) and opposition (O). Besides this, 
underactuation in artificial hands allows to use less actuators 
than DOF while keeping versatility to adapt GT to different 
object shapes. Based on that previous research, we propose 
here an index for the anthropomorphism of an artificial 
hand, based on the comparison of the topology of the whole 
hand (joints and DOFs) and on the possibility to control 
these DOFs independently (degree of actuation, DOA). The 
computation of the index referred to as anthropomorphism 
index of mobility (AIM) weights each DOF depending on its 
importance for grasping in ADL. 

METHODS 
The DOFs of the HH were classified into four different 
groups for defining the AIM: finger flexion-extension (12 in 
HH), finger abduction-adduction (4 in HH), palmar arching 
(3 in HH) and thumb opposition (5 in HH). AIM was 
defined with Equations (1) and (2): 

where i is each of the four groups of DOFs, rDOFi represents 
the ratio of DOF of the artificial hand to the human hand in 
group i, kDOAi is a coefficient between 0 and 1 dependent on 
the DOA for the DOFs in group i and wi (Eq. 2) is a 
weighting coefficient between 0 and 1 depending on the 
relative relevance of the DOFs of group i for grasping in 
ADL. To define kDOAi, Pugh’s method used in concept 
design evaluation [3] was employed to convert an ordered 
list of methods of actuation of the joints, depending on their 
relative independent motion capability, into a numeric 
coefficient, obtaining: 1 for total active control of the DOF; 
0.75 for underactuated DOFs with tendons or elastic 
elements; 0.5 for DOF coupled with linkages; 0.25 for DOF 
with passive motion not actuated; 0 for DOF absent. The 
weighting coefficient wi was obtained with Eq. 2., where rij 
is the relative contribution of the group of DOF i (i=1,2,3,4) 

in the PCj (j=1,2,3,4,5 corresponding to each of the five 
main PCs obtained in [2]) and was computed as the sum of 
absolute values of the coefficients of PC j for the group of 
DOF i divided by the sum of the absolute value of all the 
coefficients of this PC. To obtain sj used in Eq. 2, a set of 
grasping tests was performed on 4 subjects. Twelve different 
objects from the YCB Set [4] (3 for each of the 4 most 
relevant GT for ADL [2]) were selected, and grasped three 
times by each subject, while hand angles were registered 
using an 18-sensor CyberGlove®. The value of the score sj 
was obtained with a weighted averaging of the normalized 
scores of the PCj in each hand posture during the 
experiments. The relative relevance of each GT for 
autonomy [2] was used for weighting.  

The AIM was compared for different low-cost 3D printed 
prosthetic hands, including IMMA hand [5]. The AIM was 
also assessed comparing with results of AI obtained in [1]. 

RESULTS AND DISCUSSION 
The sj obtained from the experiment was: 34.7% (FA), 
26.8% (C), 16.2% (PA), 18.7% (LP) and 3.6% (O). The 
resultant wi was 59% for finger flexion-extension, 18.4% for 
finger abduction-adduction, 5% for palmar arching and 
17.6% for thumb opposition. The AIM obtained for the 
hands used in [1] was: SensorHand® Speed 13.6% (AI is 
0.25%), Michelangelo® hand 35.7% (AI is 2.8%), FRH-4 
hand 38.2% (AI is 5.2%). The different hands are ranked 
equally by both metrics, although the magnitudes are 
different. The AIM obtained for low-cost 3D printed hand 
prostheses was: IMMA hand (63.3%), Cyborg Beast (41%), 
Flexy-Hand (59.8%), K1 (41%) ADA (57.8%). 

CONCLUSIONS 
A metric of anthropomorphism was proposed, simpler than 
the AI, which can be useful for concept design and 
comparison of artificial hands. Further research will focus 
on new metrics considering range of motion of the joints, 
relative length of the phalanges, orientation of the joints 
axes or virtual finger oppositions able with the hand.  
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INTRODUCTION  
Amputation of lower extremities, whether it is transtibial 
(amputation between knee and foot) or transfemoral 
(amputation between hip and knee) will limit the amputee’s 
mobility and require them to use leg prosthetic to perform 
daily activity. In Indonesia, most leg prosthetics are out of 
reach for amputees coming from lower-middle income. 
Above knee prosthesis usually costs from $2000 to $48000 
depending on the complexity and manufacturing. Because of 
that, many of the amputees used simple single axis knee leg 
prosthetic. While it is cheaper, it cannot function well and 
represents poor gait. ITB has been developing polycentric 
knees that are affordable and have a good representations of 
human gait, one of them being six-bar knee leg prosthetic. 
In this research, evaluation of the design was conducted to 
derive design modifications and improvements. 

METHODS 
The design process starts with determination of design 
requirements and objectives (DR&O). DR&O is made based 
on discussions and interviews with several amputees and 
also consideration of ease of manufacturing and final cost. 
After defining DR&O, functions and sub-functions for the 
design are determined. After the list of functions and sub-
functions is finished, variation of design improvements are 
created and evaluated. From these designs, decision has to 
be made on which design comply the most with DR&O. 
Detailed concept design then was created to include 
dimensions, detailed geometry, and material selection. After 
that, we create a prototype by machining processes. The 
prototype was then evaluated. 

RESULTS AND DISCUSSION 
There are five main points of the DR&O: cost, physical 
form, performance, fabrication, and maintainability.  

Two main functions of the prosthetic knee are: The 
prosthetic knee should flex and extent smoothly during 
swing phase. Swing speed is determined by mechanical 
properties of knee, including swing moment, friction, and 
other resistance that may be present. Prosthetic knee must be 
stable as the user’s weight move forward during stance 
phase. Important sub-functions of the prosthetic knee are 
knee-socket pyramid adapter joining mechanism, 
Stephenson’s six-bar linkage system [1], bearing linkage 
joints, and knee-pylon joining mechanism with integrated 
clamp.  

The material selected for top and bottom links is HDPE, not 
Nylon as in previous prototype [2], due to ease of machining 
and better precision. The resulting prototype is shown in 
Figure 1. 

Figure 1: The new Six-bar Prosthetic Knee Prototype. 

CONCLUSIONS 
The improvement and prototyping of the six-bar prosthetic 
knee have been carried out successfully. The new male 
pyramid adapter is aesthetically better with more accurate 
dimensions. It also does not exhibit worn-out effects after 
usage. The integrated clamp also provides better aesthetic 
and functions and have fewer components. The top and the 
bottom links curved form also looks better. The decreased 
thickness of anterior, link 1, and link 2 makes the prototype 
more compact. However, the new prototype are found to be 
still in need of improvement. For example, the top and 
bottom link still has inaccurate dimensions due to the 
difficulty in machining plastic parts as compared to metal. 
On the other hand, the male pyramid adapter, which is made 
of metal, has accurate dimensions. There is also contact that 
hampers motion at 6 degree flexion due to geometry of the 
top link and the bottom link. The dimension of the shaft is 
inaccurate, causing misalignment in the knee movement. 
The new prototype still need some improvements, but this 
prototype could be used as a reference for further research 
and improvement of six-bar prosthetic knee. 
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INTRODUCTION  
Ankle-foot orthoses (AFO) are commonly prescribed to 
provide functional assistance for patients with lower limb 
injuries or weakness. Their passive mechanical elements can 
provide some energy return to improve walking ability, but 
cannot restore plantar flexor push-off. Powered AFOs 
provide an assistive torque about the ankle to address the 
inherent limitations of passive devices [e.g. 1-3] but current 
designs have yet to be implemented on a large scale 
clinically. The aim of this study was to compare mechanical 
work and efficiency in passive and a new powered AFO 
design in patients with lower extremity trauma. 

METHODS 
Three individuals with unilateral lower extremity trauma 
requiring surgical reconstruction and continued AFO use 
participated in this case series. Subjects had at least a 20% 
deficit in ankle plantarflexion strength and were capable of 
walking without an assistive device.  All wore a passive 
AFO for walking and activities of daily living. A crossover 
study design compared gait mechanics at a standardized 
speed (based on leg length) in 4 AFO conditions: 1. None 
(shoes only), 2. Blue Rocker (BR, Allard, USA), 3. Intrepid 
Dynamic Exoskeletal Orthosis (IDEO), and 4. PowerFoot 
Orthosis, PFO (BionX Medical Technologies, Inc.). 

The BR was an off-the-shelf carbon fiber AFO with cuff 
below the knee, lateral strut and flexible foot plate. The 
IDEO was a custom carbon fiber AFO with cuff below the 
knee, lateral strut and rigid foot plate [4]. The PFO was a 
custom device engineered for each patient and damping and 
power were tuned based on patient feedback and 
observation. It was untethered and a battery pack on the 
subject’s waist provided external power. The device was an 
extension of previously reported powered efforts [5]. 

Total power on the affected and unaffected limbs was 
calculated using a unified deformable (UD) segment model 
to quantify power for structures below the knee. UD power 
was integrated over time to calculated mechanical work 
(J/kg) and a dimensionless efficiency metric was then 
calculated as the ratio of positive to negative work. Effect 
sizes (d) were calculated and d>0.8 denoted a large effect. 

RESULTS AND DISCUSSION 
Net positive work was greatest in the PFO (d>1.2 for all 
comparisons) and lowest in the BR (d>1.1 for all 
comparisons) (Figure 1). In the PFO positive work was 
comparable between affected and unaffected limbs (d<0.8). 
There were no large effects in positive work between 
wearing an IDEO and not wearing an AFO (d=0.7). The 
affected limb in the BR generated consistently less negative 
work than the other conditions (d>1.4). Negative work was 

comparable between limbs (d<0.8) for all conditions except 
the BR, where the affected side was, on average, 27% less. 
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Figure 1: Mechanical work calculated using a unified 
deformable (UD) segment model. Error bars are 1 SD.  

The PFO increased efficiency (+/- work ratio) during 
walking compared to all other conditions (d>1.4).  The only 
other large effect on the affected limb was with BR 
compared to None, with BR less efficient (d=1.1). 
Efficiency was also consistently less on the affected limb for 
all AFO conditions (d>1.7) except the PFO (d=0.5). There 
were no large effects between AFO conditions on the 
affected limb (d<0.4). Patient preferred their daily use AFO 
(2 IDEO, 1 BR). All participants indicated that mass and 
size were concerns with using the PFO. 

CONCLUSIONS 
A novel PFO resulted in more biomimetic mechanical work 
and efficiency than commercially-available and custom 
passive AFO models. Of the two passive devices, the 
custom, carbon fiber IDEO provided greater positive 
mechanical work than the commercially-available BR. 
Although the powered AFO provided some biomechanical 
benefits, further improvements are warranted to improve 
patient satisfaction. 

ACKNOWLEDGEMENTS 
 Support provided by U.S. Army Medical Department’s 
Advanced Medical Technologies Initiative grant W81XWH-
11-2-0216.  

REFERENCES 
1. Shorter KA, et al., J Rehabil Res Dev. 48, 459-472,

2011. 
2. Takahashi KZ, et al., J Neuroeng Rehabil. 12, 23-34,

2015. 
3. Kao PC, et al., J Biomech. 43, 203-9, 2010.
4. Patzkowski J, et al., J Bone Joint Surg Am 94, 507-515,

2012. 
5. Blaya JA, et al., IEEE Trans Neural Syst Rehabil Eng

12, 24-31, 2004. 



P404 - DEVELOPMENT OF BILATERAL ROBOTIC PELVIS ORTHOSIS FOR POST STROKE REHABILITATION 

1 Nobuo Sakai, 2Katsuki Hayashi, 2Hiroyuki Wakuno, 2Takafumi Matsuda, 2Yuki Koba 
1Mochimitsu Komori and 3Teruo Murakami 

1Kyushu Institute of Technology 
2Seiai Rehabilitation Hospital 

3Teikyo University 
Corresponding author email: sakai.nobuo@ise.kyutech.ac.jp 

INTRODUCTION  
In Japan, the national populational survey indicated that 
population composition of seniors more than 65 years 
reached 27.3% in 2016. Therapeutic robots are expected as 
the framework for quantitative and intensive rehabilitation 
[1]. The retrieving of pelvis motion have been one of the 
principal tasks in a therapeutic menu [2] before moving to 
the other functional tasks. So, authors constructed the 
robotic pelvis orthosis. The pelvis motor orthosis was 
controlled by therapists with control wheel and by the 
motion of the other pelvis orthosis. Each device was 
connected the other by bilateral master-slave control (or 
multi-lateral control within control wheel and two pelvis 
motor orthosis). In this report, the visualizations of the force 
and motion are presented, and the potential of the system is 
discussed. 

METHODS 
For wearable robots, wearability is one of the compromise 
problems, because a soft contact to human body sometimes 
means a deficit of force transmission. In this study, special 
handling locations, called 'key point' by therapists, were 
introduced for the contact point to a human body. Then, the 
motions of the handling were captured and analyzed to seek 
the rotation axis of the robotic. The motion axis was driven 
by servomotor with a torque sensor and controlled by a 
wheel handle with a servomotor. In the clinical setting, force 
perception by therapists is an important factor to facilitate 
patient's body. In this study, the control wheel handle and 
the motor orthosis were connected by bilateral master-slave 
control, in which therapists can perceive the force of patient. 
For the control method, disturbance observer and external 
force observer with load cell were utilized with position, 
velocity, and force feedback system. Therapist's demand for 
this system was not the power assistance but the 
augmentation of the perception. So, the motion of the wheel 
was enlarged, while the force was assisted. The other input 
device was the other pelvis orthosis for a therapist, in which 
therapist can perceive patient's motion via the therapist's 
robotic orthosis and facilitate patient's motion in a face to 
face or side by side seating. In this situation, the motions 
and forces between patiants and therapists were completely 
captured by bilateral controll system, while a superviser 
intervention could be available by the handling wheel. 

RESULTS AND DISCUSSION 
In this paper, we show an example case in which two people 
wore the robotic orthosis and transmit force and motion via 
bilateral control. Fig. 1 shows a visualization of motion and 
force in two persons. The orange and blue line shows the 
pelvis motion of the master person and slave person. As the 
functionality of the two robotic orthoses was almost same, 
the word master and slave is a logical one. A person wearing 
blue clothes was the master and gray clothes the slave, but 
both of persons were not a therapist in this case. Measured 

forces from master and slave device are shown in red and 
sky-blue lines. By the nature of action and reaction forces, 
the force lines are shown on opposite sides. At 3 s, a trigger 
force by the master motion led a reactional force to the slave 
person. Although it seemed that slave person obeyed the 
motion of the master person, the force value was apparently 
small within a value enough to tell each motion. Subjects 
were perceived motions and forces each other. In this case, 
the motion profile was comprehensive, but the force profile 
was very complexed. 
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Figure 1: Visualization of force and motion in reach-to-
grasp tasks by robotic pelvis orthosis. Two persons wore the 
robotic pelvis orthoses which were connected by bilateral 
master-slave control. 

CONCLUSION 
The bilateral master-slave robotic orthosis system was 
successfully developed in the current state. The motions and 
forces between master and slave device were visualized by 
the control system, which would be available for 
quantification of the rehabilitation and also useful as a 
teaching tool. The facilitation technique by therapist will be 
captured and visualized by the robotic orthosis. In the future, 
some diagnosis method would be required for our pelvis 
robotic orthosis system. 
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INTRODUCTION 
Patients with complete quadriplegia after high cervical 
spinal cord injury (SCI) are fully dependent on others in 
activities of daily living (ADL) [1]. Neurological recovery is 
rare [2]. The rehabilitation plan should include 
environmental control systems to compensate for loss of 
independence in performing ADL. Therefore, the use of 
assistive technology can improve their quality of life. 

The single-joint hybrid assistive limb (HAL®-SJ; 
Cyberdyne Inc., Japan) was developed for elbow or knee 
joint motion support. The small power unit on the lateral 
side of the joint consists of angular sensors and actuators. 
The primary control system is based on the motion intention 
and uses the bioelectric signals generated by the patient’s 
muscle activities. 

We hypothesized that the HAL-SJ for SCI patients with 
complete quadriplegia could restore active elbow 
movement. 

METHODS 
Participants 
Two male patients were enrolled in this study. First was 19 
years old and at 3 years 8 months post injury. Second was 
75 years old and at 1 month post injury. Clinical evaluation 
before intervention revealed that both cases were grade A on 
the American Spinal Injury Association (ASIA) impairment 
scale (AIS) and ASIA motor score of 0 points. 

HAL-SJ intervention 
The intervention on each side included 10 sessions. Each 
session with the HAL-SJ lasted 50 min, including rest, 
attachment, detachment of the device, and evaluation before 
and after intervention. The intervention targeted both sides 
in Case 1, whereas only the left side was targeted in Case 2. 

Clinical Assessment 
Clinical assessments were conducted before and after the 
intervention. A Trigno Lab wireless electromyography 
(EMG) movement sensor system (Delsys, USA) was used to 
evaluate the muscle activities of the trapezius, biceps 
brachii, infraspinatus, and triceps brachii muscles before and 
during the HAL-SJ sessions. The activity of each muscle 
was evaluated using EMG, which was collected at 2000 Hz 
and filtered with a 30- to 400-Hz band-pass filter. An 
activation envelope was computed using a 200-ms moving 
window average, using scripts on MATLAB 8.2 
(Mathworks, USA). 

RESULTS AND DISCUSSION 
Case 1 
Surface EMG before the intervention revealed no voluntary  

contraction in the bilateral upper arms, but revealed 
voluntary contraction in the bilateral trapezius. The 
electrodes for flexion and extension were placed on the right 
and left trapezius, respectively (Figure 1). Initially, 
voluntary right elbow flexion with a HAL was performed 
with motion intention from the right trapezius in accordance 
with shoulder elevation. Over time, isometric contraction of 
the trapezius was performed; therefore, only elbow flexion 
was performed without shoulder elevation. 

After the sixth session, EMG of the biceps revealed 
voluntary contraction. Following which, voluntary right 
elbow flexion with the HAL-SJ could be performed using 
the right biceps activities. After the tenth intervention, the 
patient could contract the right biceps voluntarily; therefore, 
the intervention on the left side was implemented as well. 

Figure 1: The HAL-SJ using trapezius activities in Case 1. 

Case 2 
As in Case 1, EMG showed no voluntary contraction in the 
bilateral upper arms, trapezius activities were also used for 
elbow flexion at first. After the first session for the left side, 
voluntary contraction of the left biceps was observed. After 
the third session on the left side, contraction on both sides of 
the biceps was detected. From the sixth session, left biceps 
contraction was used for the flexion of the left elbow. 

CONCLUSIONS 
In this study, the HAL-SJ was used to produce active elbow 
flexion in patients with complete quadriplegia, based on the 
voluntary motion intention detected from the trapezius. Both 
patients could contract the bilateral biceps voluntarily after 
the HAL-SJ intervention. Voluntary elbow flexion using 
HAL-SJ might provide systematic feedback, including 
motor learning effects. 
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INTRODUCTION  
The patients, who had the spinal cord injury (SCI) at L3, 
cannot control their lower limb parts. They had to use a 
wheelchair for moving however the infrastructure in many 
countries is not support enough for the wheelchair. In addition 
to the support of wheelchair problems, patients have to spend 
more time and money to treat them for the pressure sore and 
joint stiffness. The BART LAB Lower Limb Exoskeleton 
(BART LAB LL-EXO) was introduced and developed for 
solving those problems. 

The BART LAB LL-EXO is an ongoing project. The 1st 
iteration was proposed. The robot was developed for group of 
patients who cannot control their knee and ankle. The patients 
have to attaching the BART LAB LL-EXO1suit with their leg 
and operate by swung their hip as normal when they want to 
walk. However the robot has the limitation, a little bit heavy 
with only walking function [1]. The BART LAB LL-EXO1 is 
shown in Figure 1. 

Figure 1: BART LAB LL-EXO1 [1]  

Moreover, the medical consult and the survey result from 
group of people such as patient, doctor, physiotherapist, 
prosthetist and orthoptist [2] show that in many case patients 
also cannot control their hip and more functions are requested 
for the daily life. 

The 2nd iteration, BART LAB LL-EXO2, was designed to 
improve the performance and met requests from the survey 
[2]. The robot consists of 4 functions (walk, turn left/right, sit 
to stand and stand to sit) and be operated by EEG and EOG 
signals to serve patients daily life.  

Conceptual Design 
To improve the robot performance, the limitation of 1st 
iteration and survey result are concerned and analyzed. The 
analyzed result shows that the robot function and the active 

joints are not fit with the real patient condition, SCI at L3 
condition is also effect to the hip movement. And also the 
ranges of motion of each robot joint are not covering the new 
robot functions. Thus, the BART LAB LL-EXO2 was 
designed and developed to fit with those new requirements. 
To fulfill them, the robot will consist of 10 DOFs, 6 DOFs are 
main active joints with the torque compensation mechanisms 
to perform walk, sit to stand and stand to sit, 2 DOFs are also 
active joints without the compensation mechanism to perform 
the turn movement and the less are passive joints for a body 
balance. The robot is operated by a user brain signal and eyes 
movement in term of the EEG and EOG signal, respectively. 
The conceptual design of the 2nd iteration is shown in Figure 
2. 

Figure 2: the conceptual design of BART LAB LL-EXO2  

CONCLUSION 
The robot is re-designed to fit with the new information and 
survey result and reduce the overall weight of the robot. The 
robot performance is improved to fit with the patient 
condition and daily life. Next step the robot will design in 
detail by the CAD program and build up for testing. 
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INTRODUCTION 
Since its release Kinect has shown great promise as a physical 
function assessment tool. Previous studies have demonstrated 
the validity and reliability of Kinect for assessing kinematic 
parameters during gait [1, 2], demonstrating its potential for 
clinical use. As a decline in muscle function is a key 
contributor to gait impairment [3], clinical gait assessment 
should also include quantitative assessment of muscle 
activities during gait, which requires kinetic gait analysis. 
However, there are no preceding studies that performed 
kinetic analysis as well as kinematic analysis using Kinect 
sensors. OpenSim, open-source software to analyze dynamic 
movements, can be utilized to perform both kinematic and 
kinetic gait analysis. The purpose of this study was to 
construct a framework of kinematic and kinetic analysis of 
gait using Kinect with the aid of OpenSim. 

METHODS 

Figure 1: (a) Stick picture and image of the subject obtained with 
Kinect. (b) Experimental environment: the subject started gait 
approximately 4m apart from Kinect. (c) Conversion to Helen Hays 
marker set: The landmarks detected by Kinect were converted into 
Helen Hayes marker set. (d) Snapshot of IK analysis using 
OpenSim: The kinematic data from Kinect were imported into the 
subject’s body model. (e) Snapshot of the ID analysis using 
OpenSim: GRF data were added to the IK analysis data. Muscle 
color indicates simulated activation from deactivated (blue) to 
activated (red) level.  

Instruments 
 Kinect v2 (Microsoft, 30Hz)
 8 force plates (Tech Gihan TF-4060-B, 750Hz)
 18 camera optical motion capture system (Motion

Analysis MAC3D, 250Hz)
 OpenSim ver. 3.3
 Image Processing Toolbox and Image Acquisition

Toolbox in MATLAB
Experimental setups and data analysis framework 
1. Participant: One male (Age: 22 years, Height: 177.2 cm,

Body mass: 68 kg).
2. Data collection: 3D coordinate data were obtained using

Kinect during gait. Ground Reaction Forces (GRFs) were
obtained from the force plates.

3. Synchronization: The 3D coordinate data obtained from
Kinect and optical motion capture system were time
synchronized utilizing cross-correlation of two trajectory
data sets of the right knee obtained from Kinect and from
the marker attached on the right knee.

4. Conversion to anatomical landmarks in the Helen Hayes
marker set: 3D coordinates of the anatomical landmarks
in the Helen Hayes maker set were calculated based on
the 3D body landmark data obtained from Kinect and the
data obtained with anthropometric measurements.

5. Data analysis: Inverse Kinematic (IK) and Inverse
dynamic (ID) analyses were performed using OpenSim.

RESULTS AND DISCUSSION 
The 3D coordinate body landmark data during gait were 
obtained from Kinect. The data were then imported into 
OpenSim and were processed through the IK and ID analysis 
engine with the framework outlined above in the Methods 
section, in which lower limb joint torque and power during 
gait were calculated. The constructed framework allowed us 
to easily perform kinematic and kinetic analyses in a short 
period of time. We are currently validating resultant 
kinematic and kinetic variables by comparing them with 
those obtained from the optical motion capture system. 

CONCLUSIONS 
This study constructed a framework for kinematic and kinetic 
analysis of gait utilizing Kinect and OpenSim. We confirmed 
that the 3D coordinate body landmark data from Kinect could 
be imported into OpenSim with this framework. This 
framework could be utilized to analyze dynamic motions 
other than gait, including sit-to-stand and turning, which 
would be useful for clinical assessment. Further work is 
needed to make the whole process more automated toward 
even faster and easier implementation of the process. 
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INTRODUCTION  

The success of a fast bowler, in the sport of cricket, is 
primarily dependent on their ball release speed. A faster ball 
release speed reduces the reaction time the batsman has to 
decide and execute the shot, and hence ball release speed 
can be used as a measure of performance in a fast bowler 
[1]. 

The contribution of the fast bowling technique to the ball 
release speed has been studied in literature. Straighter front 
knee during front foot contact (FFC) phase [1], larger front 
foot braking force [1], rapid front foot loading rate [1], 
shoulder angle at ball release (BR) & FFC [2], run-up speed 
[2], knee angle at BR [2] and upper trunk flexion between 
FFC and BR [2] have been identified as technique 
parameters which contributed to faster ball release speed in 
previous studies.  

The previous biomechanical studies in fast bowlers were 
however conducted in bowlers from Australia and England. 
Technical differences which contribute to faster bowling 
speed have not been studied in fast bowlers from Asia. The 
aim of this study was to study the contribution of 
biomechanical parameters to bowling speed in Indian fast 
bowlers.  

METHODS 
Twenty five fast bowlers (Age = 21.24 ± 4 years; height = 
1.79 ± 0.05 m; body mass = 73.6 ± 8.3 kgs) playing in a 
state’s (Tamil Nadu, India) 1st and 2nd Division cricket 
league, were selected to take part in this study. 15 technique 
parameters which have been associated with faster bowling 
speeds were identified from literature. 

The bowlers were required to ball 6 deliveries at a good 
length while their bowling action was being captured with 
16 Vicon (MX-T20s) 3D cameras and the ground reaction 
force was measured using AMTI force plates. The fastest 
delivery from each bowler was selected for this study. 
Forward stepwise linear regression was performed using 
SPSS software, to identify the key kinematic and kinetic 
parameters which could predict the ball release speed. 

RESULTS AND DISCUSSION 
Out of the 15 parameters selected, Plant angle at FFC, Knee 
flexion at BR, Run-up speed and Maximum knee flexion 
between FFC and BR were selected by the regression 
equation to be able to predict 62.6% of variation in the ball 
release speed (Table 2). Plant angle at FFC was the best 
individual predictor of ball release speed, explaining 29.8% 
of variation in ball release speed (Table 2). 

Table 1: Regression equations for the ball release speed 
using stepwise linear regression 

# of 
Paramet

ers 

Technique 
Parameters  

Coefficient 
P 

value 
Percentage 
Explained 

1 
Plant angle at 

FFC 
0.965 0.003 29.8 

2 

Plant angle at 
FFC 

1.007 0.001 38.3 

Knee flexion 
at BR 

0.084 0.053 

3 

Plant angle at 
FFC 

0.619 0.031 54.5 

Knee flexion 
at BR 

0.121 0.004 

Run-up 
Speed 

6.395 0.007 

4 

Plant angle at 
FFC 

0.574 0.028 62.6 

Knee flexion 
at BR 

0.328 0.002 

Run-up 
Speed 

6.463 0.003 

Maximum 
Knee Flexion 

-0.266 0.029 

Abbreviations: front foot contact (FFC), ball release (BR) 

CONCLUSIONS 
The results of this study suggest that a large Plant angle at 
FFC (front foot is further in front of the pelvis), straighter 
Knee flexion at BR, higher Run-up speed and lower 
maximum knee flexion could lead to a faster ball release 
speed.  
Large plant angle was previously associated with a large 
horizontal impulse, which correlated significantly to faster 
ball release speed [3]. This study is agreement with previous 
literature [3], as the plant angle was found to be the best 
individual predictor of ball release speed. The negative 
coefficient of Maximum Knee flexion suggests that a bent 
knee between FFC and BR will lead to a faster ball release 
speed. This may seem contradictory to what was previously 
suggested in literature, but a bent knee in conjunction with 
larger knee flexion at BR suggests that a large knee 
extension till BR could lead to faster release speed.  
This knowledge will be useful for coaches to better train 
their fast bowlers and in talent identification. 
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INTRODUCTION
Anterior cruciate ligament (ACL) injury commonly occurs 
among soccer player due to non-contact movement such as 
jumping, landing, sudden change of direction combined with 
deceleration, and pivoting with knee near full extension and 
planted foot [1]. Greater knee extension and knee abduction 
angles during landing may alter knee kinematic and lead to 
ACL injuries[2,3].Fatigue has been speculate as an 
important factor that further contributes to ACL injury, as it 
has been lead to altered lower limb mechanics during 
landing task, especially late in game [4].  

This study aimed to investigate the effect of high intensity 
fatigue protocol (HIFP) on dominant and non-dominant limb 
knee kinematics during landing task.

METHODS
In a single group repeated measures design, fifteen (n=15) 
male recreational soccer players were participate in this 
study (age: 20.93 ± 1.53 yrs; body mass: 64.47 ± 9.69 kg; 
height: 169.27 ± 5.71cm). Players were required to complete 
a 5 min HIFP. The simulation was adopted from Bossuyt et 
al. [2] which consisted of multidirectional and utility 
movements, and repeated acceleration and deceleration as 
observed in soccer matches. Athletes were assessed prior to 
the simulation (time 0 min), at immediately after HIFP (time 
5min), and immediately after recovery phase (time 15 min), 
with five (5) drop vertical jump (DVJ). Two dimensional
kinematic data were recorded using three digital video 
cameras set at 30Hz. Heart rate (HR) and rate of perceived 
exertion (RPE) were observed every 5 min throughout the 
simulation.

A two-way repeated measures ANOVA with time treated an 
as independent variable was utilized to identify significant 
differences at α = 0.05

RESULTS AND DISCUSSIONS
Significant different in both dominant and non-dominant 
knee abduction angles (valgus) only at time 15 min 
compared to time 0 min (Dominant: time 0=183.99±2.09; 
time 15 min=155.22±1.69; Non-dominant: time 0= 
183.81±2.07; time 20= 154± 1.60; p=0.001, figure1). In 
contrast, there was no significant different in knee abduction 
angles immediately post fatigue (time 5 min) and knee 
extension angles at all times. 

Figure 1. Effects of HIFP on knee abduction angles 
overtime. *Indicate significant different between time 0 min 
and time 15 min. ** Indicate significant different between 
time 5 min and time 15 min.

Although both sagittal and frontal plane knee angle were not 
affected immediately after fatigue, 15 min of passive rest 
may influence changes in knee abduction angle, that can
cause the ligaments on the lateral side of the knee slack and 
tightens and may lead to increased risk of ACL injuries[5]. 
Similarly, more knee valgus lead to increased anterior tibial 
translation and load on the ACL [6]. Finding indicates knee 
abduction angles due to fatigue protocols increased over 
time. These may represent fatigue was main indicator that 
contributed to alter frontal knee kinematics angles and lead 
to increased ACL injury risk.

CONCLUSIONS
This study demonstrated that passive half time during rest 
interval may likelihood to increase the risk of injury 
especially during the initial stage of the second half. Using a 
two-dimensional DVJ task assessment with the inclusion of 
a fatigue protocol is an inexpensive, feasible and reliable 
injury screening tool to identifying ACL injury risk and 
return to play assessment among soccer players.
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INTRODUCTION  
There exists many publications that have used the RSscan 
International footscan® products for plantar pressure 
research (1,2,3) and there is some research that has 
examined the validity and reliability of pressure platforms 
(4,5). However, the reliability of the RSscan platforms 
hasn’t been thoroughly investigated to date. Given that 
human movement includes a degree of inherent biological 
variability, reliability analysis of pressure platforms is 
required to determine the level of technical variability 
present. Identification of the technical variability of pressure 
platforms can ensure high quality research and reduced 
reporting of Type I errors. Therefore, the aim of the research 
project was to examine the between-day reliability of the 
RSscan International footscan® 2m pressure platform.  

METHODS 
One participant, free of any musculoskeletal injury, 
performed a three-step strategy (two steps before the 
platform and a third step on the platform) at a self-selected 
speed. Initiation of gait was achieved using the dominant 
foot (right) and 10 trials were performed. The participant 
attended the laboratory at the same time of day for nine 
consecutive days. The participant was instructed to walk 
barefoot across the RSscan International footscan® 2m 
platform to a target 2 meters beyond the end of the plate. 

The footscan® 7 gait 2nd generation software (RSscan 
International, Belgium) was used to determine mean peak 
plantar pressure (mpp) and pressure time integral (pti) for 
the following sites; toes, metatarsals, mid-foot, medial and 
lateral heel. Additionally, stance period centre of pressure 
(COP) was calculated and normalized to 100 points (Figure 
1). 

Reliability was analysed by calculating Intraclass 
Correlation Coefficients (ICC) with lower and upper limits 
(90% confidence intervals). Additionally, coefficient of 
variation (CV) was also calculated for all sites.  

RESULTS AND DISCUSSION 
There were moderate to high ICC exhibited for mpp for the 
metatarsals and heel (0.44 – 0.90), with the mid-foot 
showing very low ICC for both feet (left -0.03 & right 0.13). 
The pti displayed very low ICC (<0.25) for all sites except 
the left foot mid-foot (0.42), medial (0.60) and lateral (0.45) 
heel, metatarsal 3-5 (>0.79) for the left foot and low ICC for 
all sites on the right foot except for metatarsal 1 (0.54). COP 
results displayed a small variance between mean and 
confidence intervals (Figure 1). 

The CV for mpp ranged from 16.15% at the medial heel on 
the left foot to 52.94% for the metatarsal 5 of the left foot. 
The CV for pti ranged from 19.44% at the left toe 1 to 140% 
at the left toes 2-5. 

Figure 1: Centre of Pressure mean and 95% confidence 
intervals for left and right stance phase, plantar pressure.  

These results indicated that the mpp was a reliable measure 
for metatarsals and heel pressures sites however, the pti 
exhibited poor reliability for most sites, particularly for the 
right foot. The CV and ICC appears to be comparable with 
previous research using five trials (5). Future research 
examining the reliability and validity of data from pressure 
platforms is urgently needed. Similar to studies of motion 
analysis systems, identification of ‘typical’ variability data 
will assist future studies of plantar pressure platforms to 
reduce the likelihood of Type I errors. 
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INTRODUCTION  
To ensure the validity and reliability of variables to quantify 
sporting movements derived via accelerometers housed 
within a global positioning system (GPS), both the 
attachment method and location of the GPS device is of 
critical importance and specific to each measured outcome 
variable. Thoracic-mounted triaxial accelerometers 
embedded within GPS devices have been shown to 
overestimate acceleration magnitudes [1]. It has previously 
been postulated that the elasticised harness that fastens the 
GPS device to the wearer is a major contributor to 
extraneous acceleration magnitudes recorded by the GPS 
accelerometer [1,2]. It is unknown whether device moves 
within the small pocket in the harness and/or the harness 
moves relative to the skin that cause these extraneous 
accelerations.  

The attachment location of the inertial measurement units 
are dependent upon the outcome variable it remains 
unknown if the for its location [3]. With the GPS superior 
location on the thoracic relative to the locations of the shank 
or centre of gravity used to estimate ground reaction force 
and energy expenditure, respectively via accelerometry, it 
remains unknown if GPS accelerometry is valid to estimate 
thoracic segment acceleration.  

METHODS 
Amateur rugby union players (n=17) twice performed five 
successful linear running tasks per lower limb at three 
speeds (slow=3.3 m·s-1, medium=5.0 m·s-1, fast=6.7 m·s-1), 
wearing a SPI HPU device (GPSports). Three dimensional 
kinetic (1200 Hz, Kistler) and kinematic (300 Hz, Qualysis) 
data was recorded to estimate the COG (3D-Model-COG), 
thoracic (3D-Thoracic) and GPS (3D-GPS) peak vertical 
accelerations during the weight acceptance and propulsion 
phases. Two Delsys Trigno triaxial accelerometers were 
attached laterally to the GPS device on the harness (Accel-
Harness) and skin (Accel-Skin). Validity was assessed with 
a repeated measures analysis of variance (p<0.05). 
Reliability was measured by the change in mean (Δmean; % 
and g), typical error of measurement (TEM; g), coefficient 
of variation expressed as a percentage (CV%) and intraclass 
correlation (ICC).  

RESULTS AND DISCUSSION 
A significant main effect for type (F2,18=73.64, p<0.001) 
was observed, with interactions between phase*type 
(F2,18=35.36, p<0.001), phase*speed (F2,18=13.31, p<0.001;), 
and type*speed (F4,36=8.89, p<0.001; Figure 1). Post hoc 
analysis for phase*type showed that GPSports was 
significantly increased compared to 3D-Thoracic and 3D-
GPS throughout the stance phase (p<0.001) and showed 
poor reliability to estimate both peak vertical thoracic and 
COG acceleration when speeds were pooled (0.02 ICC, 
19.11 CV%, 71.7% Δmean; 0.22 ICC, 12.68 CV%, 11.9% 
Δmean, repectively). Analysis of the phase*speed 
interaction showed that during weight acceptance the slow 

speed peak vertical acceleration was decreased compared to 
medium and fast speeds. During propulsion there was no 
significant differences between variables. The type*speed 
interaction showed GPSports had a significant increase in 
peak vertical accelerations across all speeds compared to 
3D-Thoracic and 3D-GPS (p<0.001), and that slow speeds 
were significantly decreased compared to medium and fast 
for 3D-Thoracic. These findings indicate that vertical 
acceleration derived via GPS accelerometry is not indicative 
of vertical thoracic acceleration, and is therefore not 
representative of its attachment location. 

Figure 1: Means ± SD peak acceleration for (A) thoracic 
and (B) harness movement during stance phase in running. 

For the investigation of the effect of the harness on GPS 
accelerometry a significant main effect for type (F3,27=14.21, 
p<0.001) was observed, with interactions between 
phase*type (F3,27=6.43, p=0.002) and phase*speed 
(F2,18=14.62, p<0.001; Figure 2). Post hoc analysis of the 
phase*type interaction determined that GPSports was 
significantly higher than all other measured variables at all 
speeds throughout the stance phase (p<0.05), showing poor 
reliability when speeds were pooled (0.22 ICC, 12.68 CV%, 
11.9% Δmean). Furthermore, Accel-Harness was 
significantly higher than Accel-Skin throughout the entire 
stance phase (p<0.001), whereas the 3D-GPS segment was 
not significantly different to Accel-Harness throughout the 
stance phase. This suggests that the GPS device does not 
move within the harness pocket, rather, the elastic properties 
of the harness causes a movement artefact throughout 
weight acceptance, leading to extraneous accelerations 
derived via GPS accelerometry and is major contributor to 
its poor validity and reliability. 

CONCLUSIONS 
Caution is advised when utilising GPS triaxial accelerometer 
data as it is not a valid nor reliable means to estimate peak 
vertical thoracic acceleration for its thorax location during 
running. To improve its validity and reliability, development 
of new attachment method and/or material(s) of the harness 
is urgently warranted. 
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INTRODUCTION  
As wearable technology evolves, lighter and more practical 
devices are helping understand human kinematics during 
both clinical1 and real-world sports performance 
applications. Advancements in technology has also yielded 
devices that allow cyclists to exercise without leaving their 
homes, closely mimicking the physical effort they would 
endure cycling outdoors on the road. However, it is unclear 
how the kinematic motion of stationary cycling might differ 
from cycling on the road and whether the demands places on 
key joints such as the sacroiliac joint are substantially 
different. 

The aim of the study, therefore, was to quantify differences 
in the cycling technique adopted by cyclists during maximal 
effort stationary cycling (indoors) and road cycling 
(outdoors).   

METHODS 
Well-trained male cyclists participated in the study (n=16; 
age 38.0 ± 3.3 y, body mass 74.0 ± 3.6 kg; mean ± SD). The 
participants had a minimum training history of 5 years and 
were healthy and injury-free at the time of the study.  

Participants were required to complete two 20 min maximal 
effort time trials (TT) with a wearable Inertial Measurement 
Unit (IMU) device. One trial was performance indoors and 
one outdoors using (on both occasions) the participant’s 
own road cycle and after a 2 x 15 min warm up at 50-75% 
of their maximal 5 min power output. Their maximal 5 min 
power output was derived from their best 5 min effort 
during competition in the 90 days leading up to the study. 
Each individual bike was fitted according to the 
measurements each cyclist was using during training and 
these measurements were replicated in both trials. 
Participants were also asked to wear the same shoes and 
clothing for both TT.  

The indoors 20 min maximal effort was performed on rollers 
using a validated Racermate computrainer to replicate the 
same effort completed outdoors. Participants were instructed 
to give their maximal effort during a 20 min Time Trial 
(TT). Each participant was fitted with an IMU unit 
(Letsense, Bologna, Italy) on their sacrum according to the 
ISIS reference point. Using an IMU, the following 
movements (°) at the sacroiliac joint were recorded 
continuously: obliquity (frontal plane), rotation (transverse 
plane) and tilt (sagittal plane), and rotation (transverse 
plane). 

Descriptive data are shown as mean ± standard deviation 
(SD) and differences between conditions are reflected as 
Cohen’s standardised effect size with 90% confidence limits 
(CL).  

RESULTS AND DISCUSSION 
The relative power output during the maximal 20 min TT 
for the group was similar; 3.69 ± 0.47 W/Kg (outdoors) and 
3.71 ± 0.48 W/Kg (indoors). There was a higher degree of 
movement while cycling on the road (outdoors) compared to 
indoors stationary cycling (Figure 1). There was a large 
difference in obliquity (1.22, ±0.37; standardised difference, 
±90% CL) and tilt (1.92 ±0.63) between cycling indoors and 
outdoors with a moderate difference in rotation (1.12 ±0.37). 

Figure 1: Differences of the movement at the sacroiliac 
joint during the indoors and outdoors 20 min maximal 
cycling time trial (TT). 

The difference between cycling on the road vs cycling 
indoors is likely attributable to environmental and 
topographical factors associated with cycling on the road vs 
simulating a course indoors. While the physiological effort 
during both cycling trials is comparable, it seems cycling 
indoors is unable to mimic all biomechanical aspects 
involved in road cycling during training or competition. 
Core strength training might help decrease this difference by 
improving an athlete’s cycling efficiency on the road and 
avoiding unnecessary and inefficient displacements on the 
saddle. 

CONCLUSIONS 
There is a greater movement at the sacroiliac joint when 
road cycling than cycling on rollers at an equivalent 
workload, adding to the inefficiency of cycling. Cyclists 
should consider core strength training to maintain better 
efficiency when riding outdoors. 
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INTRODUCTION 
Since movement initiation requires unloading of the 
stepping leg, the loading condition of the leg would be 
important for effective movement initiation. Reduced or 
increased loading of the stepping leg may facilitate or 
impede faster movement initiation, respectively [1]. 
Continuous bilateral knee flexion-extension movements as 
a preparatory motion preceding side-stepping can be 
utilized to control such loading conditions, where the 
unloading state has been reported to shorten side-stepping 
initiation [2]. However, it is still unclear if the loading 
state would impede faster movement initiation. This study 
investigated how dynamic loading and unloading of the 
legs preceding step initiation would affect subsequent side-
stepping performance. 

METHODS 
Sixteen male collegiate basketball players performed a 
two-choice (left and right) side-stepping reaction task   in 
response to the visual cue (LED) with and without a 
preparatory movement: prep (P) and no-prep (NP) 
conditions, respectively. Before the visual cue presentation, 
the subjects performed continuous bilateral knee flexion-
extension movements in the P condition, while they stood 
still in the NP condition. Ground reaction forces (GRFs) 
were recorded at 1000Hz by a separate force platform 
located under each foot (Tech Gihan Co., Ltd., Kyoto, 
Japan), and kinematic data were obtained with a 16-
camera motion capture system (Motion Analysis Corp., 
Santa Rosa, CA) at 200Hz. 
 

 

 
 
 
 
 
 

Figure 1: (a) Visual cue presentation timings in P 
condition, (b) step lift-off time, (c) step initiation time, and 
(d) stepping leg unloading time. *p<.05. 

Real-time visual feedback of the vertical GRF (vGRF) was 
provided with a monitor behind the LEDs, and the subjects 
were asked to maintain the vGRF from 70 to 130% of their 
body weight (BW) in the P condition, while side-stepping 
task was performed in response to the visual cue provided 
at the following four timings: when the vGRF first fell 
below 125% and 100%BW during the knee extension 
phase (from Up to Down: UD, and Down to Down: DD), 
and when the vGRF first exceeded 75% and 100%BW 
during the knee flexion phase (from Down to Up: DU, and 
Up to Up: UU) (Fig.1a). Step lift-off time, step initiation 
time, stepping leg unloading time, and step velocity were 
calculated. One-way repeated measures ANOVA with 
post-hoc Bonferroni analysis was performed to examine 
differences between NP, UD, DD, DU, and UU conditions. 

RESULTS AND DISCUSSION 
Step velocity was significantly greater in all the P 
conditions than in the NP condition (p<.001). Step lift-off 
time was significantly shorter in all the P conditions than 
in the NP condition (p<.05, Fig.1b). These results indicate 
that the preparatory movement facilitated faster side-
stepping regardless of the visual cue presentation timings. 

Step initiation time was significantly shorter in the UD and 
DD than in the NP condition (p<.03, Fig.1c), while 
stepping leg unloading time was significantly reduced in 
the DU and UU as compared to the NP condition (p<.01, 
Fig.1d). These results imply that the significant reduction 
in the step lift-off time resulted from shortened step 
initiation in the UD and DD, and from shortened stepping 
leg unloading time in the DU and UU conditions. 
Considering that the legs were loaded during the knee 
extension phase in the UD and DD, while they were 
unloaded during the knee flexion phase in the DU and UU 
conditions at the instant of visual cue presentation (Fig.1a), 
loading and unloading states may facilitate faster step 
initiation and stepping leg unloading, respectively. 

CONCLUSIONS 
Both loading and unloading states at the instant of visual 
cue presentation shortened subsequent step lift-off time, 
which was respectively attributable to shortened step 
initiation and shortened stepping leg unloading time. 
Dynamic loading and unloading of the legs preceding step 
initiation could facilitate faster step lift-off, resulting from 
either faster step initiation or faster stepping leg unloading. 
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INTRODUCTION  
BMX Supercross (SX) racing technique has developed from 
the experiential knowledge of coaches and athletes. 
Quantitative analysis has been difficult due to the 
environment in which these races occur.  Ecological validity 
in quantitative biomechanics has been has been shown to be 
important with field results differing from laboratory results 
in cycling activities [1].  

This study quantifies the validity and intra-tester reliability 
of a 2D method for calculating sagittal plane kinematics 
during the BMX SX gate start action that utilises GoPro 
Hero® 4 Black 120 fps cameras and Kinovea software. This 
technique was used to analyze the symmetry of the sagittal 
kinematics of the upper body of elite BMX athletes. 

METHODS 
All video data were collected during standard training 
sessions of the BMX Australia High Performance Unit and 
Development Academy.  All athletes were aged 18-25 years 
and had competed in World Cup events in the 12 months 
prior to testing.  A markerless motion capture technique was 
employed.  Cameras were fixed to the start ramp as shown 
in Figure 1. Each camera was aligned so that the athlete start 
position was in the centre third of the frame and the start 
lights at the base of the ramp were visible.  Ten participants 
each performed 5 maximum effort gate starts.  The fastest 
trial for each participant was analyzed. 

Figure 1: Top view of start ramp and gate with camera and 
rider. 

Kinovea 0.8.15 (Kinovea.org, France) was used to track 
joint movement through the first 150 frames after the red 
start light activation.  The trajectories were imported into 
Matlab 2014a (Mathworks, USA) where joint angles were 
calculated for ankle, knee, hip, shoulder, and elbow and 
segment angles calculated for the head, trunk and the crank.   

To assess validity, the angle of a bike was measured off the 
track, then calculated using the same markerless motion 
capture technique.  Intra-tester reliability for all measures 
was performed with 54.8 ± 30.8 (range: 28-106) days 
between repeated analysis of the same video files.   

For two athletes (both at Olympic level), the symmetry 
between the right and left shoulder, elbow and trunk data 
were compared. 

RESULTS AND DISCUSSION 
The method was shown to be valid to within 1.56 ± 0.92°.  
for all frames.  The intra-tester reliability varied across the 
joints with the absolute error remaining less than 4.8 ± 0.5°. 
This was considered acceptable given the variation of 
movement between trials and between riders can be up to 
50° (unpublished data) and in consideration of published 
literature [2, 3]. 

For both athletes, symmetry of the trunk and shoulder was 
within bounds of error.  For one athlete, the elbow showed 
significant mean difference between left and right of 7.8 ± 
1.1° (p = 0.01) across 5 trials.    It is suggested that the 
movement of the torso from side to side of the centre of the 
bike for each pedal stroke is reflected in asymmetrical elbow 
angles. The asymmetry pattern observed would support this 
hypothesis. 

CONCLUSIONS 
Go Pro Hero 4 Silver cameras can be used to analyse sagittal 
kinematics for the first ~1.2 s of the BMX gate start action. 
Upper body sagittal kinematics cannot be assumed to be 
symmetrical, even in top level athletes. 
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INTRODUCTION  
Countermovement jump (CMJ) is a fundamental and 
frequent skill in many physical activities. Arm swing (AS) is 
mostly combined with CMJ and can improve CMJ 
performance significantly. Three theories, including 
“transmission of force” [1], “pull” [2], and “joint torque 
augmentation” [3], have been suggested in the literature to 
explain the effects of AS on CMJ. All three theories claimed 
that trunk played an important role in transferring energy or 
maintaining stability for AS to benefit CMJ.  

Previous studies have indicated that core stability (CS) is 
very important during transferring energy and maintaining 
stability [4]. CS is the ability to control the position and 
motion of the trunk over the pelvis and leg to allow 
optimum power production [6]. CS is an important part of 
elite athletes’ training programs. 

Therefore, CS plays a crucial role in CMJ with AS. 
However, inconsistent observation were reported in previous 
research on the relationship between CS and CMJ 
performance. Some studies observed the positive results [5], 
but others disagree. Based on the confounded observations, 
some researchers suggested that the “specificity” of CS to 
sport event should be considered [6]. 

Therefore, we designed 5 core related measures (CRM) 
based on the previous research [7, 8, 9], which can represent 
different aspects of CS comprehensively, and aimed to 
investigate the precise relationship between CS and CMJ 
height with / without AS. 

METHODS 
20 active college students were recruited (age: 22.1±0.3 
year, body mass: 75.2±3.5 kg, height: 1.72±0.02 m, 7 males 
and 11 females) from local university. All participants were 
free from any lower back and lower extremity injuries or 
disease within the previous year. 

Each participant signed informed consent form first, then 
age, weight, and height were recorded before tests started. 
CMJ height with AS (HAS) and without AS (HNAS) were 
calculated from vertical ground reaction force data collected 
using a force platform (AMTI Corporation, Watertown, MA, 
USA). CRM included 5 tests: trunk flexion (TF) and 
extension (TE), where total range of motion (TFE) can be 
calculated; dominant limb single leg stance time test (DLS); 
dominant limb single leg hop distance test (DLH); timed sit-
up test (SU); and trunk extensor endurance test (EE). 

RESULTS AND DISCUSSION 

3 CRM (TF, TFE and DLH) were correlated with HNAS 
significantly (p < .05), and 3 CRM (TE, TFE and DLH) 
were correlated with HAS significantly (p < .05), only one 
CRM (TFE) was correlated with the height differences 
(DAN) between HAS and HNAS significantly (p < .05). 

DLH correlated with HNAS significantly, the two variables 
shared 45.3% variance. DLH correlated with HAS 
significantly, they shared 46.5% variance. The difference 
(DFE) between TF and TE correlated significantly with the 
difference (DAN) between HNAS and HAS, where DFE can 
predict 34.0% of DAN (Figure 1).  

Figure 1: Regression analysis of DAN and DFE (n=20) 

CONCLUSIONS 
TFE and DLH are specific CS parameters for CMJ. DLH is 
a good predictor for both HNAS and HAS. DFE is a good 
predictor for DAN. Greater trunk flexion range of motion, 
combined with less trunk extension range of motion could 
be the key to understand how arm swing helps improve 
counter movement jump height. 
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INTRODUCTION  
Anterior Cruciate Ligament (ACL) injury has been a subject 
of interest in clinical sports biomechanics over the recent 
years. Fatigue has been proposed to be a confounding risk 
factor that may increase the likelihood of ACL injury [1, 2, 
3, 4]. Recently proposed mechanism of the ACL injury have 
included hip extension as a confounding factor to the injury 
[5], suggesting that a more erect landing posture or a more 
extended hip during landing may increase the chances of the 
injury to occur. 

This study aimed to investigate the effects of simulated 
soccer match-play on the kinematics of the hip extension 
angle using two-dimensional biomechanical assessment 
setting in an attempt to maximize cost-efficiency of a field-
based, injury risk assessment procedure. 

METHODS 
In a single group repeated measures design, eleven (n=11) 
male recreational soccer players were consented for 
participation in this study (age: 22.7 ± 4.4 yrs; body mass: 
66.5 ± 9.5 kg; height: 1.7 ± .08 m). Players completed a 45 
min overground soccer match-play simulation adopted from 
Raja Azidin et al. [4] which consisted of multidirectional 
and utility movements, and repeated acceleration and 
deceleration as observed in soccer matches. players were 
assessed prior to the simulation (time 0 min), at half time 
(time 45 min), and immediately after half time (time 60 
min), with five trials of 45˚ dominant limb side cutting 
tasks. 

Each side-cutting task consisted of an anticipated rapid 
change in direction at 45˚ with the tested foot on a 
designated landing area. To reduce inter-trial variability, a 
trial was only included if the approach speed was between 
4-5.0 m∙s-1 with the foot landing in the designated area. 
Players had markers positioned at selected bony landmarks 
to allow angular measurements of the hip form the sagittal 
plane. Two dimensional kinematic data were recorded using 
a high-speed video camera recorder sampling at 240Hz. 

Heart rate (HR) and rate of perceived exertion (RPE) were 
observed every 5 min throughout the simulation. A one-way 
repeated measures ANOVA with time treated an as 
independent variable was utilized to identify significant 
differences at α = 0.05 

RESULTS AND DISCUSSION 
Significant differences in hip extension angles was observed 
over time (F1.9,18.8 = 39.809; p = .011). Pairwise comparisons 
indicated that hip extension angles increased at time 60 min 
when compared to pre-exertion (time 0 min). A more 

extended hip landing posture observed may have 
implications towards ACL injury risk. 

A more extended hip angle may represent dysynchrony in 
hip and knee flexion which would result in tibial anterior 
translation, and ultimately ACL failure due to high tension 
[4, 5]. Similarly, a more erect trunk at initial contact would 
shift the center of mass (COM) backwards, positioning itself 
posterior the knee thus causing more knee flexion than hip 
flexion following the increase of ground reaction force, 
possibly even promoting greater hip extension. Such 
combination may contribute to increased anterior shear 
forces during landing thus increasing load on the ACL [5].  

Fatigue from high exertions may have its influence on hip 
extension angles during initial contact of a landing phase (e. 
g. side cutting tasks) by altering the movement mechanics
[4, 5] thus placing significant load on the ACL [6].  

Passive rest during half time might also contribute to the 
impairment in knee and hip co-flexion harmony. This may 
be explained as the inefficiency of the joint mechanics to 
perform optimally, which is possibly a result of reduced 
muscle temperature due to inactivity during rest period [4]. 

CONCLUSIONS 
Although significant changes have been observed over time 
in hip extension angles throughout this study, further 
investigation is still required for more conclusive 
interpretation as whether or not prolonged exertions induced 
by simulated soccer match-play may induce greater changes 
in the hip extension angles is yet to be revealed. 

This study may also suggest that a two dimensional ACL 
injury risk assessment with the inclusion of simulated soccer 
match-play may be a cost effective and reliable field-based 
tool in identifying increased ACL injury risk among soccer 
players. 

REFERENCES 
1. Greig M, European Journal of Sport Science, 9(1), 23-

33, 2009.
2. Sanna G, et al., Clinical Biomechanics, 23(7), 946-954,

2008. 
3. Small K, et al., Journal of Science and Medicine in

Sport, 13(1), 120-125, 2010.
4. Raja Azidin RMF, et al., Journal of Sports Sciences,

33(13), 1332-1341, 2015.
5. Hashemi J, et al., Journal of Biomechanics, 44(4), 577-

585, 2011.
6. Withrow TJ, et al., Journal of Bone & Joint Surgery,

90(4), 815-123, 2008.



P417 - INTRA-STROKE ACCELERATION PROFILE OF AN ELITE MID-POINT WHEELCHAIR RUGBY PLAYER 

1David S Haydon, 2Ross A Pinder, 1Paul N Grimshaw and 1William SP Robertson 
1 School of Mechanical Engineering, University of Adelaide 

 2Australian Paralympic Committee 
Corresponding author email: david.haydon@adelaide.edu.au 

INTRODUCTION 
Propulsion techniques in wheelchair rugby (WCR) have 
received few detailed analyses, particularly the intra-stroke 
acceleration profiles, with previous investigations focusing 
on the effect of changing wheelchair design [1]. Inertial 
measurement units (IMUs) have previously been used to 
monitor acceleration during the initial stages of propulsion 
to identify when a stroke had occurred [2]. Further work is 
warranted for intra-stroke profiling to understand the impact 
of individual strokes on overall acceleration, and identify 
crucial variables for improving performance in WCR. Due 
to the variability in an individual’s physical impairment in 
WCR, propulsion approaches are expected to be highly 
dependent on their capabilities. Mid-point players (those 
with a classification score of 1.52.5 points), have impaired 
trunk and arm function. These players perform blocking and 
ball-handling roles, and hence regular acceleration from 
standstill and optimisation of initial strokes are crucial to 
performance [3]. 

METHOD 
An elite, experienced 2.0-point WCR athlete completed six 
5m sprints, after providing written informed consent. 
Synchronised high-speed digital video (120Hz, GoPro Hero 
3+) was recorded for left, right and rear views. IMUs 
(IMeasureU, New Zealand) were secured to the front centre 
of the chair frame, as well as at each wheel axle to monitor 
acceleration at 500Hz throughout the sprint. A sharp strike 
to the front of the frame was performed prior to each trial, 
preceded and followed by the athlete sitting stationary for 
10 seconds. This allowed a clearly visible peak in the 
acceleration data for all IMUs for calibration and 
synchronisation with video footage. IMU data was down-
sampled to match the video frequency and filtered at 25Hz, 
well above the recommended 6Hz for daily propulsion [4]. 
A custom MATLAB (R2016a) script was used to 
investigate the intra-stroke acceleration based on contact 
and release points. Key points were identified using the 
acceleration traces from the IMUs, where spikes in the trace 
were visible due to the change in acceleration and vibrations 
evident. Contact and release points were confirmed using 
the corresponding video frame. 

RESULTS AND DISCUSSION 
Figure 1 presents an example acceleration trace in the 
sagittal plane for the first three strokes of the sprint. Vertical 
lines highlight key points throughout each of the first three 
strokes, including contact (grey) and release (red) points. 
For strokes two and three, there is a large acceleration peak 
in the second half of the stroke. Video analysis confirmed 
that this corresponds to the region of the stroke after the 
hand has passed top dead centre (TDC) of the wheel, when 

the elbow is being extended. This peak occurs as the athlete 
uses their triceps and is aided by gravity in the direction of 
the push. This peak is not evident in the first stroke, likely 
due to the decreased release angle (mean 54°) compared 
with the second (68°) and third (71°) strokes.  

Figure 1: IMU acceleration traces for the first 3 seconds of a sprint 
for the frame. 

During the recovery time (RT  from release to the next 
contact) the major acting force is the rolling resistance of 
the chair, evident by the large decelerations during recovery 
times. Figure 1 also highlights that two key regions of 
reduced acceleration are evident throughout the stroke 
(while hand is in contact). The first occurs slightly after 
contact, corresponding to the player attempting to ‘grab’ the 
wheel and causing a momentary reduction in acceleration. 
The second occurs before the large (primary) acceleration 
peak that corresponds to elbow extension. This trough 
occurs as the hand is passing TDC of the wheel, where the 
elbow flexion is likely to be at a maximum; the amount of 
force applied at this point is limited and hence the reduced 
acceleration observed. Reducing these troughs and RT will 
aid performance. 

CONCLUSION 
Intra-stroke profiling of an elite mid-point WCR player can 
be assessed using IMUs and combined digital video 
analysis. This approach improves on current research 
standards and develops a greater understanding of the stroke 
and the corresponding wheelchair behaviour, allowing for 
improved analysis of propulsion approaches. 
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INTRODUCTION  
Factor analysis is a multivariate statistical approach that 
attempts to identify underlying constructs or factors that 
explain the correlations among set of variables which 
represent factors and these can be performance and motor 
fitness factors that underpin specific sports events. Factor 
analysis tests hypotheses concerning the structure of 
measured variables representing more global constructs such 
as multiple measures of strength represent some 
underpinning construct of strength. The method can 
summarise a large number of variables with a reduced set of 
derived variables or factors, such as reducing the ten events 
in the decathlon into five underpinning factors [1]. Finally, 
can determine the number of dimensions factors required to 
represent a set of directly measures variables.  

Surprisingly few studies have applied factor analysis to 
understand the conceptual structure between athletic/track 
and field events and laboratory measures of strength, torque, 
work, power that are thought to be correlated with different 
athletic events. An important question as do laboratory 
derived scores that measure torque, work, power and torque 
acceleration energy (TAE) interact with the factor structure 
of track and field events, such as the sprints and jumps or 
stretch shortening cycle-power events can be answered by 
utlising this multivariate statistical methodology? The 
research aim was to evaluate the factor structure of sprint 
(100m and 400m) and jump (long jump and high jump) 
events with isokinetic testing of lower extremity isokinetic 
performance in generating torque, work, power, torque 
acceleration energy across three isokinetic speeds of 60os-1, 
180os-1,  and 300os-1.   

METHODS 
The research was approved by a university research ethics 
committee.  The sample consisted of 56 young adults (25 
males and 31 females) who volunteered for the study. The 
sample was pooled and the age range was 18 to 26 years 
(mean 19.23 years, S.D. =1.67 years). The poled data 
represented a normal distribution for the measured variables 
and meeting this assumption for factor analysis, as well as 
increasing the sample size for analysis rather than analysis 
based on single gender. Ability levels ranged from the 
national to the average club competitor. 

The performances in the sprint events of 100m and 400m 
were timed in competition at the completion of three months 
training to the nearest 0.01 second as were the long jump 
and high jump performances which were recorded to the 
nearest centimeter on a surveyed athletic track under IAAF 
competition and officiating criteria. Isokinetic dynamometry 
was evaluated in a university exercise and sport science 
laboratory to assess torque work, power and TAE and 
secondary derived measures of torque/weight and 
power/weight were derived. The CYBEX-HUMAC NORM 
extremity testing and rehabilitation system was used for 
isokinetic testing and calibrated according to manufacture 

criteria. All participants performed extension/flexion 
movements of the preferred lower leg and were instructed to 
perform maximally following a warm-up sequence with 
each isokinetic speed. The settings for each participant 
complied with manufacturer guidelines for testing leg 
extension/flexion. The sequence is as follows for leg 
extension/flexion. Gravity correction was selected during 
the isokinetic testing.   
Warm up X 4 reps at 60os-1 then test X 4 reps at 60os-1 
Warm up X 4 reps at 180os-1 then test X 4 reps at 180os-1 
Warm up X 4 reps at 300os-1 then test X 30 reps at 300os- 

RESULTS AND DISCUSSION 
The initial correlation matrix evaluating the bivariate 
correlations between all measured variables and the initial 
starting point to assess if factor analysis is applicable 
indicated significant correlations between all variables, as 
well as the correlation matrix is used to derive the factor 
solutions. Many correlations were r = 0.70 to 0.98. The 
factor analysis conducted was a principle component with 
different rotation solutions generated such as varimax, 
promax and direct oblimin. The total variance explained was 
84.22% and derived a four factor solution where factor 1 
was 40.5%, factor 2 was 30.3%, factor 3 was 6.98% and 
factor 4 was 6.37%.  

The simplest factor structure was the initial principle 
component solution with no rotations. All the athletic events 
of 100m (-.725), 400m (-.734), long jump (.860) and high 
jump (.853) loaded on factor one with peak torque 
extension/flexion 60os-1, 180os-1  and  300os-1 where factor 
loadings ranged from .731 to .946; work extension/flexion at 
60os-1, 180os-1  and  300os-1  where factor loadings ranged 
from .868 to .950; power/weight ratio for extension/flexion 
60os-1, 180os-1  and  300os-1.  TAE displayed some interesting 
loadings where TAE for extension/flexion 300os-1 factor 
loadings .832 and .800 respectively, whereas TAE for 60os-1, 
180os-1 loaded across factor 2 and factor 3. Variables 
loadings on factor 4 were negligible. 

CONCLUSIONS 
Based on the results factor 4 did not represent any variables 
and the factor model was reduced to a three factor model by 
the research which accounted for 80% of the variance and 
the original factor loadings on factors 1, 2 and 3.  The 
implication of these results are maximal effort performance 
to generate torque, work and power as well as relative 
torque and power on isokinetic testing of leg 
extension/flexion in male and female athletes (pooled data 
model) at 60os-1, 180os-1 and 300os-1 is measuring a similar 
underpinning factor that enable athletes to perform in the 
100m, 400m lung, jump and high jump.  
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INTRODUCTION  
Karate punching is an integral component of successful 
karate completion performance in terms of reverse punch 
power, punch speed and punch response time [1] 
comparison of male elite and sub-elite karate athletes 
indicated punch power and punch speed that were important 
discriminators between these ability levels [2] and elite 
athletes showing significantly higher levels of reverse punch 
power, punch speed when compared with sub-elite athletes 
and no significant difference in punch response time 
between these groups following fatigue induced by sparring 
in male karate athletes [3]. Straight punch force of impact 
was evaluated in adult non-martial arts participants and was 
predicted using multiple regression analysis to be predicted 
by hand speed and one repetition maximum (1RM) on a 
cable push exercise with dominant arm which indicated a 
significant predictive explained variance of 63.4% [4]. 
however, the number of research studies attempting to 
predict  punch power, punch speed and punch response time 
at this point in time from other motor fitness factors is 
minimal. The aim of this research was to include a larger 
number of explanatory variables based on general  motor 
and karate specific variables to predict factors associated 
with punch, power punch speed and punch response time 
utlising multiple linear regression modelling.  

METHODS 
Research ethics approval was granted by a university 
research ethics committee compliant with National 
Statement on Ethical Conduct in Human Research (2007) 
Participants were twenty four young adult male karate 
athletes where 12 were classified as high performance 
athletes with black belt or higher (n = 12; age, 33.0 ± 3.5 y; 
stature, 179 ± 8 cm; body mass, 76.3 ± 8.7 kg) and 12 were 
classified as non-high performance athletes practicing karate 
for less than one year and held a green belt black belt (n = 
12; age, 30.0 ± 12.6  y; stature, 176 ± 10 cm; body mass, 
76.6 ± 19.5 kg). The data were collected in a university 
exercise physiology laboratory with constant temperature.  

The general motor ability tests were selected to represent a 
cross-section of recognised human motor abilities and were 
height, weight, age; motor fitness variables of Margaria-
Kalamen power test, standing long jump, isometric grip 
strength, sit-reach flexibility, arm crank, peak aerobic 
power, anaerobic Wingate power test for peak power, time 
to peak power, mean power and power/weight. Karate 
specific motor fitness tests were selected based on 
consultation with expert karate instructors that reflect karate 
motor ability and were karate agility, reverse power punch, 
reverse speed punch, reverse punch response time, balance 
and lower limb bilateral flexibility. Correlation matrices 
were derived to initially identify significant bivariate 
relationships between all variables and assess the relevance 
of multiple linear regression.  Based on initial significant 
correlations identified multiple linear regression was applied 

to derive a series of predictive equations for the dependent 
variables of punch power, punch speed and punch response 
time. The other general motor fitness and karate specific 
variables served as the independent or predictor variables in 
the derived regression equation. Two multiple linear 
regression methods were applied, which were,  enter method 
where user defined variables are entered in the model and 
stepwise method where statistical decisions are made at each 
step of entry to assess if a variable contributes significant 
explained variance to the explanatory equation.   

RESULTS AND DISCUSSION 
Punch power was significantly correlated with Margaria-
Kalamen test (r=.498; p=.013), balance (r=.415; p=.044), 
arm crank (r=.494; p=.014) and mean power Wingate 
anaerobic cycle ergometer (r=.593; p=.003). Punch speed 
was significantly correlated with Margaria-Kalamen test 
(r=-.565; p=.004), balance (r=-.424; p=.039), arm crank (r=-
.530; p=.014), peak power Wingate anaerobic cycle 
ergometer (r=-.577; p=.007) and mean power Wingate 
anaerobic cycle ergometer (r=.599; p=.003). Punch response 
time was significantly correlated with   Margaria-Kalamen 
(r=-.523; p=.009), karate agility (r=.548. p=.006) and 
strength (r=-.413; p=.045).   
Stepwise regression equations were: 
1. Punch Power = .067(mean power) + 2.45(balance) +
22.54,   R2=.486. 
2. Punch Speed = -.002(mean power) + 1.35,   R2=.359.
3. Punch response time = .009(karate agility test) + .16,
R2=.300. 
Each punch construct was predicted by a different set of 
motor fitness factors. Stepwise analysis indicated common 
variance among many predictor variables as they were 
excluded.     

CONCLUSIONS 
Both punch power and punch speed were surprisingly 
predicted by anaerobic leg power tests with balance added to 
punch power equation. Punch response time was only 
predicted by karate agility. These findings suggest that 
complimentary training in addition to the primary task as 
power and speed punching, as identified by regression 
equations should be considered as these previously non-
identified fitness factors influence karate punching ability.  
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INTRODUCTION  
Over the last decade, the use of Kinesiology-Type Tape 
(KTT) has become increasingly popular in sports for injury 
prevention, injury management and performance 
enhancement. Many cyclists use patella KTT; however, the 
benefits of such interventions remain unclear, especially in 
uninjured elite cyclists. We aimed to determine the acute 
physiological, kinematic and electromyographic (EMG) 
responses to applying patella KTT in elite cyclists.  

METHODS 
Twelve elite male cyclists with no current or recent (< 1 
month) injury completed the experimental protocol. All 
cyclists had at least four years of training experience and 
competed nationally. Cyclists performed 4-min submaximal 
cycling trials at 100 and 200 W on a Lode ergometer set-up 
to mimic their individual road cycling positions. Trials were 
carried out in a randomized order with and without patella 
KTT separated by 5-min passive recovery.  

Physiological measurements were monitored using the K5 
wearable metabolic technology wireless system (COSMED, 
Rome, Italy) and Polar® heart rate monitor (Polar Electro, 
Kempele, Finland). Cycling economy, energy cost, oxygen 
cost, and heart rate measures were taken over the last minute 
when steady state was assumed. Kinematics and EMG 
signals were also collected over the last minute using an 
infrared camera system (Qualisys AB, Gothenburg, Sweden) 
and wireless EMG sensors (Noraxon USA Inc., Scottsdale, 
AZ). Following all trials, each cyclist rated their perceived 
comfort levels and change in knee stability and cycling 
performance with KTT.  

RESULTS AND DISCUSSION 
Patella KTT had non-significant trivial effects on all 
collected physiological parameters. The effects of KTT on 
range of motion values of the ankle, knee, hip, pelvis, and 
trunk were non-significant and mostly trivial; except for a 
subset of small non-significant effects observed at the ankle 
and knee at 100 W, and at the knee, pelvis and trunk at 200 
W (see Table 1). 

Patella KTT significantly and meaningfully increased peak, 
mean, and integrated EMG signals from vastus medialis, 
and altered the vastus medialis to vastus lateralis activation 
ratio. Peak, mean, and integrated EMG signals from biceps 
femoris and rectus femoris also generally decreased; with 
changes indicating an increased biceps femoris to rectus 
femoris ratio. Changes in EMG signals with patella KTT 
were more pronounced at the lower power. 

Most cyclists perceived KTT as comfortable (n = 7, 58%), 
providing additional knee stability (n = 10, 83%), and 
improving cycling performance (n = 11, 92%). Perceptions 
were not always well matched with individual responses.  

CONCLUSIONS 
Despite most cyclists perceiving an increased performance 
and knee stability with patella KTT; the intervention had no 
significant or meaningful impact on the physiological 
parameters and knee kinematic measures investigated. 
However, patella KTT did appear to stabilize the proximal 
segments and impact EMG signals, notably decreasing 
pelvis and trunk range of motion, increasing vastus medialis 
signals and recruitment in relation to vastus lateralis, and 
increasing biceps femoris recruitment in relation to rectus 
femoris. Hence, KTT has the potential to alter the 
neuromuscular recruitment patterns of elite cyclists, which 
could have implications for injury prevention, especially the 
development of patella femoral pain. The persistence of the 
neuromuscular changes seen has not yet been established, 
and the ability of patella KTT to directly enhance elite 
cycling performance is most likely trivial. The range of 
responses to KTT seen here implies the presence of positive 
responders, negative responders, and non-responders; 
however, perceptions were not able to clearly delineate 
cyclists into these subgroups.  

ACKNOWLEDGEMENTS 
We thank Dr Christopher Martyn Beaven, Dr Yeo Wee 
Kian, Mohd Izham Bin Mohamad, Chris Tee, all 
participating cyclists, Qualisys AB, and the National Sports 
Institute of Malaysia for their support. 

Table 1. Changes in mean range of motion with patella KTT associated with small effect sizes (0.2 to 0.6). 

Power Joint (Plane) motion No tape (°) KTT (°) Δ mean (°) Effect size p-value 

100 W Ankle* (Y) inversion-eversion 4.3 ± 1.8 5.0 ± 1.7 0.6 ± 1.2 0.34 ± 0.65 0.097 

(Z) rotation 5.5 ± 0.7 5.2 ± 1.0 - 0.3 ± 1.1 -0.36 ± 1.29 0.350 

Knee* (X) flexion-extension 78.8 ± 2.3 78.2 ± 2.2 - 0.5 ± 1.7 -0.23 ± 0.73 0.304 

200 W Knee* (X) flexion-extension 80.1 ± 2.3 80.9 ± 2.5 0.8 ± 2.1 0.31 ± 0.84 0.224 

Pelvis (Z) rotation 4.0 ± 1.8 3.6 ± 1.1 - 0.4 ± 1.8 -0.26 ± 1.14 0.447 

Trunk (X) anterior-posterior tilt 9.5 ± 4.2 8.6 ± 2.7 - 0.9 ± 3.4 -0.24 ± 0.93 0.391 

(Z) rotation 8.6 ± 3.8 7.8 ± 2.6 - 0.9 ± 3.6 -0.25 ± 1.06 0.430 

*Stronger (or dominant) cycling side
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INTRODUCTION  
Golfers need a faster club head speed (CHS) to increase 
driving distance [1].  It is well known that the weight transfer 
strategies during golf swing can be categorized into two types 
in professional golfers, defined as “Front foot style” (Ff) and 
“Reverse style” (Rv) [2].  In the Ff, the center of pressure 
(COP) is positioned at the front foot side relative to the whole 
body center of mass (COM) at the ball impact.  In the Rv, the 
COP is positioned at the rear foot side relative to the COM at 
the ball impact.  Since trunk motion during golf swing is 
related to CHS [3], the Ff and Rv golfers would use different 
trunk motion strategies to get higher CHS.  However, it is 
unclear whether there are differences in the trunk kinematics 
between the Ff and Rv golfers.  The purpose of this study was 
to investigate the relationship between the trunk motion and 
CHS in golfers using two different weight transfer strategies. 

METHODS 
Thirty-eight collegiate skilled golfers participated in this 
study.  There were 19 golfers with the Ff strategy (Ff group), 
and 19 golfers with the Rv strategy (Reverse group).  The 
subjects completed 10 driver shots with maximum effort. 
Whole body and club head kinematics were obtained using 
three-dimensional motion capture system at 250 Hz. 
Maximum angular velocity of the thorax and pelvis, 
maximum angular velocity in the axial rotation of the thorax 
relative to the pelvis, and CHS were calculated.  Pearson's 
product-moment correlation coefficients were calculated to 
examine the relationship between the trunk angular velocity 
and CHS.  The significant level was set at 0.05 %.   

RESULTS AND DISCUSSION 
There was no significant difference in the CHS between the 
Ff and Rv group golfers.  Significant differences were not 
found in all the trunk kinematic parameters between two 
subject groups (Table 1a).  These results suggest that there 
were no differences in both trunk motion and the CHS 
between the Ff and Rv golfers. 

For the Ff group, maximum angular velocity of the thorax and 
pelvis were significantly correlated with the CHS except 
maximum angular velocity in anterior-posterior tilt and axial 
rotation of the pelvis (Table 1b).  These results were in 
agreement with the previous studies [3, 4]. Horan et al. [3] 
and Joyce et al. [4] reported that the higher CHS was achieved 
by an increase in the angular velocity of the thorax and pelvis. 
Therefore, the Ff golfers use thorax and pelvis motion in 
order to promote greater CHS.   

In contrast, for the Rv group, Significant correlations were 
not found in each the trunk kinematic parameter and the CHS. 
These results suggest that there is no relationship between the 
trunk motion and the CHS in Rv golfers.  Kwon et al. [5] 
suggested that some trunk kinematic parameters were not 
directly related to the CHS.  Therefore, the Rv golfers use 
swing strategies in which a different from the Ff golfers to 
promote greater CHS. 

Table 1; 
a )  Summary of club head speed and maximum trunk angular 
velocity of the Front foot style and Reverse style group at the 
ball impact (Mean ± SD). 

b )  Correlation coefficient between maximum trunk angular 
velocity and club head speed of the Front foot style and 
Reverse style group (*: p < 0.05, **: p < 0.01). 

CONCLUSIONS 
The absolute values of CHS and the maximum trunk angular 
velocity did not differ between the Ff and Rv group.  There 
were significant correlations between trunk angular velocity 
and the CHS in the Ff group, while no significant correlation 
was found in each trunk kinematic parameters and the CHS 
in the Rv group.  These results suggest that the Ff golfers use 
the thorax and pelvis motion to promote greater CHS, and the 
Rv golfers would use other body segment motion to promote 
greater CHS. 
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INTRODUCTION  
Badminton is played by more than 200 million people 
worldwide. Players have to perform various jumps, 
directional changes, and lunges. The lunge is one of the 
most frequently executed footwork skills in badminton as it 
accounts for approximately 15% of the total number of 
movements in a single match (Kuntze et al., 2010). 
Biomechanical investigations of the lunge movement in a 
badminton context are sparse, indicating that the 
establishment of reliability measures should be pursued.  

The primary objective of this study was to determine the 
number of trials required to represent performance regarding 
ground reaction forces and joint moments by extracting 
intra-class correlations (ICC) and sequential averaging 
analysis (SAA) for dominant and non-dominant forward 
lunges, respectively. The secondary objective was to 
examine if the players would experience higher ground 
reaction forces and lower extremity loading on their non-
dominant side.  

METHODS 
Fourteen male university badminton players (26.4 +/- 5.5 
years, 69.8 +/- 9.2 kg, 1.75 +/- 0.05 m, experience = 5.5 +/- 
3.7 years) were recruited for the study. All participants were 
right-dominant and free of any lower extremity injuries. 
Participants signed informed consent prior to data 
acquisition. 

All lunge trials were conducted on a standard badminton 
court surface (Li-Ning, CP55 Premium Court Mat, Beijing, 
China), with two embedded force platforms (0.9 x 0.9 m, 
Advanced Mechanical Technology Inc., Watertown, USA) 
with sampling at 1,000 Hz. Reflective markers were firmly 
placed over the left and right legs and pelvis. Six triad 
markers were attached to the shoe heel counter, tibia and 
femur to define shoe, shank, and thigh segments. Marker 
trajectories were recorded using a twelve-camera motion 
analysis system (Vicon, Oxford Metrics, UK) sampling at 
200 Hz. A shuttlecock was suspended 0.60 m above the 
ground, at a distance of 0.60 m from the center of the force 
platform. Twenty successful trials to either side were 
recorded following preparation and standard warm-up.  

Data were low-pass filtered at 10 Hz, spline interpolated and 
inverse dynamics were obtained through processing in the 
AnyBody Modeling System (AnyBody Technology A/S, 
Aalborg, Denmark). Five GRF variables and nine joint 
moment variables were extracted. For GRF variables, initial 
impact peak (GA), secondary impact peak (GB), amortization 
(GC) and weight acceptance (GD) were selected (Kuntze et 
al., 2010). Additionally, the total impulse during the lunge 
contact period (GIMP) was calculated. Peak sagittal, coronal 
and transverse hip, knee and ankle moments were extracted.  
ICC and SAA were used to estimate the number of trials 
required to obtain good reliability (ICC>0.75; SAA: 
subsequent moving average within 0.25 * SD of the mean of 

all trials; Hamill & McNiven, 1990) for all variables 
extracted. A paired t-test was employed to assess differences 
between the dominant and non-dominant sides (P<0.05).   
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Figure 1: Variables extracted from ground reaction force. 

RESULTS AND DISCUSSION 
Based on the ICC analysis, the averaged minimum number 
of trials for all 14 kinetic variables varied between 7.9 and 
8.0, for the dominant and non-dominant sides, respectively. 
Using the SAA approach, the averaged minimum number of 
trials was slightly higher, i.e., 10.3 and 9.5, indicating that 
dominant and non-dominant side lunge tests are comparable 
in regard to requirements for reliable testing. However, the 
range of scores across the difference variables was 
substantially larger for the ICC-based estimation. These 
results may imply concerns in regard to the results from 
previous studies where only five trials were used (Hong et 
al., 2013; Kuntze et al., 2010; Lam et al., 2016) while this 
information will be important for future studies to assess the 
effect of interventions, such as footwear or training on lunge 
biomechanics. 

In comparison of the dominant side, lunging to the non-
dominant side lead to increased transverse plane moments 
and GIMP but reduced frontal plane moments which may 
indicate a more controlled and therefore safer execution on 
the dominant side. 

CONCLUSIONS 
The minimum number of trials needed to provide reliable 
results for the assessment of lunge biomechanics was 8 – 10. 
The information provided in this study will serve 
researchers and coaches as a basis for future studies on 
equipment interventions and training programmes. The data 
may serve as a reference for studies on injury prevention in 
badminton. 
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INTRODUCTION  
The foot and ankle complex is long known for its capability 
of shock absorbance, terrain adaptation, bodyweight support, 
and contribution on propulsion during walking and running in 
healthy conditions. Evidences shows that when the intrinsic 
foot muscles are weak or dysfunctional, all roles previously 
described might be compromised increasing loads carried by 
other passive structures, such as the plantar fascia, promoting 
excessive pronation and compromising several activities 
performance and increasing incidence of foot deformities 
[1,2]. Our main goal was to examine the feasibility of a 
randomized controlled trial for injury prevention of long-
distance runners using therapeutic exercises focused on the 
foot-ankle complex. The secondary outcomes were to verify 
the foot health and functionality status and the biomechanical 
changes during running that denoted an improvement in the 
mechanical efficiency of absorbing loads and propelling the 
body while running after the exercises. 

METHODS 
Four healthy long-distance runners (31,8 ± 2,5 years) with at 
least one year of running experience and weekly running 
distance more than 20 km and less than 100km were 
randomized to one of two groups: the Intervention group (IG) 
participated in an 8-weeks foot muscles training program 
while the control group (CG) performed a placebo stretching 
protocol. Runners also had to practice 8-exercises remotely-
supervised at their home 3-times/wk for the whole duration of 
the follow-up (16-weeks) by accessing a web-software 
developed. Among the secondary outcomes of the RCT, this 
feasibility study assessed the foot health status by the Foot 
Health Status Questionnaire [3], foot-ankle kinematics (IOR 
foot model) [4] and ground reaction force during running. The 
runners were assessed at baseline, after 8-wks of intervention 
and after 16-wks of baseline. All participants had to enter their 
weekly training volume, exercise protocol performance data 
and injury occurrence once a week in a web-software 
developed. Comparisons among T0, T8 and T16 was done by 
2-way ANOVA(2x3). 

RESULTS AND DISCUSSION 
There was no significant difference between T0, T8 and T16 
in both groups for the angle of the second metatarsal bone to 
the ground nor the angle of the fifth metatarsal bone to the 
ground during mid-stance phase (p>0.05). The angle of the 
first metatarsal to the ground was lower in T8 than T16 
(p<0.05) only for the IG. Angle between the first and the 
second metatarsal did not change in the IG while for the CG 
it was higher in T0 than T8 (p<0.05). The angle between the 
second and fifth metatarsal was significantly lower in T16 
than in T0 (p<0.05) for IG, while in the CG, T8 was lower 
than T0 (p<0.05) and T16 (p<0.05). Angle of the ankle at first 
contact showed no differences between T0, T8 or T16 for IG 
(p>0.05) while for CG, this variable was significantly lower 
between T16 and both T0 and T8 (p<0.05). There was no 
difference in maximum ankle flexion between T0, T8 or T16 

for IG (p<0.05) while for CG, this variable in T16 was 
significantly lower than in T0 and T8 (p<0.05). Maximum 
calcaneal eversion was significantly lower in T16 than in T0 
for the IG (p<0.05). No differences were observed in the CG 
for this last variable (p>0.05). Medial longitudinal arch angle 
was significantly higher in T0 than in T8 (p<0.05) and T16 
(p<0.05) for IG while for the CG, T0 was significantly lower 
than T16 (p<0.05). Ankle extensor peak power, ankle 
extensor moment, first and second peak of vertical ground 
reaction force, push off rate, loading rate between 20 to 80% 
and between 0 to 100% of the stance phase did not show 
significant differences between T0, T8 and T16 (p>0.05). 
Maximum ankle extension in T8 was significantly higher than 
in T0 for the IG (p<0.05). No differences were observed in 
the CG for this variable (p>0.05).Ankle range of motion in 
T16 was significantly lower than T0 (p<0.05) and T8 
(p<0.05) for the IG. For the CG, T16 was significantly lower 
than both T0 (p<0.05) and T8 (p<0.05). The foot health status 
at T0, T8 and T16 did not changed among periods for Foot 
Function (p=0.368), Footwear (p=0,778), General Foot 
Health (p=0.761), General Health (p=0.368), Physical 
Activity (p=0.716), Sociability (p=0.135) nor Vigor 
(p=0.165) (Friedman ANOVA test). The primary outcome is 
running-related injury incidence in one-year follow up, which 
could not be verified during the short time of this feasibility 
study (16 weeks). None of the runners reported any injury 
during the 16-weeks of study. 

CONCLUSIONS  
We conclude that the exercises can improve the biomechanics 
during running since important variables like the maximum 
calcaneal eversion has decreased and the medial longitudinal 
arch has also decreased reducing the dynamic strain in the IG. 
In addition, that the full study is feasible; runners that matched 
the eligibility criteria are willing to participate and to be 
randomly allocated in either IG or CG. There was good 
acceptability to the protocol verified by the web-software 
reports and the superior results in strength gain by the IG. 
Adherence to the exercises dropped after eight weeks by a 
mean of 37.4%. The protocol had good acceptability after all 
participants in the IG had answered an anonymous 
questionnaire of satisfaction. Researchers were successful on 
teaching and assessing participant’s performance on each 
exercise through the score entered on the web-software and 
through an inquiry during locally supervised training. 
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INTRODUCTION  

Due to the force development and the high-speed contacts 
performed during a rugby match, executive technique is 
essential both for task effectiveness and injury prevention. 
The tackle has been recognized as the task leading to the 
higher number of injuries, and thus to the higher recovery 
time needed from the athletes. [1, 2] Moreover, since young 
age, the players have been reported to place more interest on 
the effectiveness of the tackle, rather than on their own safety 
or on a good technique [3]. Although injury rate has been 
correlated with athletes’ age [4], no information can be found 
in literature about technique comparison between young and 
experienced players. Acceleration at contact, along with high 
impact speed and correct body posture are expected to deliver 
a great force on the opponent, to perform a dominant and safe 
tackle. Finally, to regain a quick standing posture after 
grounding is essential to strive for the ball possession. The 
aim of the present study is to assess, directly on-field, the 
tackling technique both in senior and young élite athletes, to 
investigate experience-correlated differences. 

METHODS 

Two groups of subjects participated in the study: 5 athletes 
belonging to the Benetton Rugby Treviso 1st XV (mean ± 
standard deviation (SD) BMI: 29.26±4.41, age: 24.20±4.49 
years), and 5 athletes from the U18 XV of the Italian Rugby 
Federation (FIR) Academy (mean ± SD BMI: 28.32±2.96, 
age: 17.13±0.64 years). All the athletes take regularly part in 
international fixtures. Subjects, after signing informed 
consent, performed 4 repeating side-on tackles in the rugby 
field at 2 different heights between: the knee and the hip (KH) 
and the hip and the pelvis (HP). Video sequences and plantar 
pressure (PP) distribution were acquired by means of a Novel 
Pedar system and 4 synchronized cameras (GoPro Hero3+); 
hence peak PP (PPP), peak vertical ground reaction force 
(PV), hip, knee and ankle joints kinematics were determined 
[5,6] and their position with respect to the tackle task 
evaluated with a purposely developed Matlab code. Specific 
features were tracked bilaterally directly on the motion 
sequences [5]: acromion, C7, L5, anterior iliac spine, 
posterior iliac spine, greater trochanter, lateral femoral 
epicondyle, calcaneus, two points on the shoe matching 1st 
and 5th metatarsal head. Key instants were recognized as: left 
foot PV, right foot PV, contact instant. 
Tackler’s center of mass (CM) acceleration have been 
calculated basing on 2D trajectory reconstruction; positive 
and negative CM acceleration peaks have been recognized in 
three phases of the task: start-contact (PC), contact-grounding 
(CT), and grounding-ball retrieve (TR). Finally, an 
independent T-Test or Kruskalwallis based on normal 
distribution of the data in SPSS has been performed between 
the variables to highlight differences between the two groups. 

Figure 1: Acceleration peaks, their position in the three tackle 
parts, and joint angles at contact (* = p<0.05). 

RESULTS AND DISCUSSION 

Results highlighted differences between the two groups, 
concerning acceleration and body posture while approaching 
the tackle: the noticed differences might be related to the 
experience disparity between young and senior athletes. 
Benetton displayed lower flexion angles at all lower limb 
joints on the tackle dominant leg, with higher acceleration. 

CONCLUSIONS 

The present experimental setup allowed to distinguish 
different tackling strategies between young and experienced 
players. Results could be taken in consideration from 
coaching staffs, to improve the tackle technique developing.  
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INTRODUCTION  

The high force development during contacts and the high-
speed execution of tasks performed during a rugby match 
makes executive technique essential both for effectiveness 
and injury prevention purposes. The tackle has been 
recognized as the contact, high-speed task leading to the 
higher number of injuries, and thus to the higher recovery 
time needed from the athletes. [1,2]. Acceleration at contact, 
along with high impact speed and correct body posture are 
expected to deliver a great force on the opponent, to achieve 
an effective and safe tackle. Although speed and moments of 
players have been already investigated in the tackle, little 
information is available in literature on  body posture. 
Moreover, since young age, the players have been reported to 
place more interest on the effectiveness of the tackle, rather 
than on their own safety or on a good technique [3].  
The aim of the present study is to assess, directly on-field, the 
tackling technique both in senior élite University team and 
young international élite athletes, to investigate experience 
and technique correlated differences. 

METHODS 

Two groups of subjects participated in the study: 10 athletes 
belonging to the University of Padua team (CUS), competing 
in the 2nd category national championship (mean ± standard 
deviation (SD) BMI: 27.3±2.16, age: 21.4±3.22 years), and 8 
athletes from the U18 XV of the Italian Rugby Federation 
(FIR) Academy (mean ± SD BMI: 28.32±2.96, age: 
17.13±0.64 years), taking regularly part in international 
fixtures. Subjects, after having signed informed consent, 
performed 6 repeating side-on tackles in the rugby field at 2 
different heights: between the knee and the hip (KH), and 
between the hip and the pelvis (HP). Video sequences and 
plantar pressure (PP) distribution were acquired by means of 
4 synchronized cameras (GoPro Hero3+) and a Novel Pedar 
system. Peak PP (PPP), peak vertical ground reaction force 
(PV) along with hip, knee and ankle joints kinematics were 
determined [4,5] and their position was extrapolated with 
respect to the tackle task evaluated with a purposely 
developed Matlab code. Specific features were tracked 
bilaterally directly on the motion sequences [4]: acromion, 
C7, L5, anterior iliac spine, posterior iliac spine, greater 
trochanter, lateral femoral epicondyle, calcaneus, and a point 
on the shoe corresponding to the 5th metatarsal head. The key 
instant considered was the contact between the two players. 
Tackler’s center of mass (CM) acceleration has been 
calculated based on 2D trajectory reconstruction, hence CM 
acceleration at contact has been extrapolated. 
Finally, an independent T-Test or Kruskalwallis (depending 
on normal distribution) has been performed to highlight 
differences between the two groups. 

Figure 1: Joint angles at contact, acceleration peaks, and PV 
at contact (* = p<0.05). 

RESULTS AND DISCUSSION 

Results (Figure 1) highlighted differences between the two 
techniques, mostly concerning body posture at contact: the 
noticed differences may be due to the experience disparity 
and the different coaching technique between players. On one 
side the higher acceleration, along with the higher joint's 
range of movement made possible a winning tackle, in spite 
of the lower PV reported, on the other lower range of motion 
and acceleration were displayed with higher PV. 

CONCLUSIONS 

The present study highlighted differences in tacking 
technique, probably due to different coaching strategies and 
on-field experience that may indicate a more effective 
tackling posture. 
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INTRODUCTION  

Due to the hits and high forces developed during a rugby 
match, injury rate has been found to be higher than other non-
contact sports. The scrum has been recognized as the task that 
is more likely to injure athletes tacking part in it. The tackle 
leads to a higher number of injured players and to the higher 
recovery time spent off-field. [1, 2] Tackler injuries have 
been recognized to mostly affect the shoulder and lower limb, 
especially the anterior cruciate ligament (ACL) [3]. An 
adequate training and executing technique is therefore 
mandatory [4]. High impact speed, acceleration at contact, 
correct body posture and great force delivery are expected to 
perform a dominant and safe tackle. Finally, regaining a quick 
standing posture after grounding is required to retrieve the 
ball. The aim of the present study is to develop a 
biomechanical based tool to assess tackling technique, 
directly on field, as a means for injury prevention and 
performance optimization.  

METHODS 

10 subjects participated in the study (mean ± standard 
deviation (SD) BMI: 29.26±4.41, age: 24.20±4.49 years). 
However, only the results from half the sample will be 
presented here. All the athletes were members of the Benetton 
Rugby Treviso team; one of the two Italian clubs permanently 
tacking part in the Guinness PRO12 international 
championship. Subjects, after signing informed consent, 
performed 4 repeating tackles in the rugby field at 2 different 
heights: between the knee and the hip (KH) and between the 
hip and the pelvis (HP). Video sequences and plantar pressure 
(PP) distribution were acquired by means of a Novel Pedar 
system and 4 synchronized cameras (GoPro Hero3+); hence 
peak PP (PPP), peak vertical ground reaction force (PV), hip, 
knee and ankle joints kinematics were determined [5,6] and 
their position with respect to the tackle evaluated with 
purposely developed Matlab code. Specific features were 
tracked bilaterally, directly on the motion sequences [5]: 
acromion, C7, L5, anterior iliac spine, posterior iliac spine, 
greater trochanter, lateral femoral epicondyle, calcaneus, two 
points on the shoe corresponding to the 1st and the 5th 
metatarsal head, lateral humerus epicondyle. Key instants 
were recognized as: left foot PV, right foot PV, contact. A 
further Matlab code was developed to calculate the knee 
torque evolution during the performed task, both in 
flexion/extension (FET) and varus/valgus (VVT). Tackler’s 
center of mass (CM) acceleration was calculated based on a 
2D trajectory reconstruction; positive and negative CM 
acceleration peaks were identified in three phases of the task: 
start-contact (PC), contact-grounding (CT), and grounding-
ball retrieve (TR). 

Figure 1: Subject single tasks and means ± SD comparison 
for PV, key instants, acceleration peaks, knees angles and 
VVT, 3D reconstruction. 

RESULTS AND DISCUSSION 

Results (example in Figure1) highlighted different behaviors 
of athletes while approaching the tackle: effective and 
dominant tackle attitude has been underlined in single 
players, as discussed with the coaching staff, and potentially 
injuring knee behaviors have been reported to elaborate 
specific training protocols. 

CONCLUSIONS 

The present experimental setup and elaboration flow has 
allowed us to effectively assess executive quality and safety 
of the tackle, directly on-field. Results have been supported 
from the coaching staff. Further development of the study 
will include enhancing the sample size and to develop a 
complete screening tool for coaches and video analysts, while 
determining a complete biomechanical model for the tackle. 
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INTRODUCTION  
Anterior cruciate ligament (ACL) injuries affect 
approximately 1 in 3,000 individuals each year [1] and most 
occur during non-contact sport movements, such as 
sidestepping or single-leg landing [2]. Injury prevention 
aims to modify body position to minimize knee loads during 
weight-acceptance phase of these movements [3, 4]. 

To determine optimal whole-body kinematics for 
minimizing ACL injury risk, accurate ground reactions are 
necessary to calculate muscle and joint loads. Directly 
measuring ground reaction forces is not practical when 
investigating emergent behaviors modifying neuromuscular 
control or joint-level movement for reducing loads. Several 
computational approaches can predict ground reactions from 
body kinematics [5]. One approach deserving further 
exploration is predicting ground reactions by locating the 
Zero-Moment Point (ZMP) [5, 6], a well-known notion 
within the robotics field. For biomechanists, the ZMP is 
conceptually similar to the Center of Pressure (CoP), but the 
ZMP uses gravity and inertia forces rather than contact 
(reaction) forces and moments. The ZMP and CoP positions 
coincide when the model is dynamically balanced (gravity 
and inertia forces are equal and opposite to contact forces). 

In this study, we used OpenSim [7] modeling and simulation 
to examine ZMP-predicted ground reactions during single-
leg landings and determine how sensitive predictions are to 
different kinematics. We hypothesized that: H1) the ZMP 
approach predicts ground reactions during single-leg 
landings and H2) predictions using dynamically-inconsistent 
kinematics produce larger root-mean-square errors (RMSE) 
from measured ground reactions compared with using more 
dynamically-consistent kinematics. 

METHODS 
Eight male Western Australian Amateur Football players 
(20.5±1.77 yrs, 87.8±4.76 kg, 1.86±0.08 m) were randomly 
selected from a cohort participating in a single-leg jump 
landing protocol [3]. A 12-camera Vicon MX system 
recorded 3D marker trajectories at 250 Hz and an AMTI 
force platform recorded ground reactions at 2,000 Hz. 

A 3D, full-body model with 37 actuated degrees of freedom 
was used in each simulation (Figure 1a) created with a 3-
step process. First, the model was scaled to participant-
specific anthropometry. Second, inverse kinematics (IK) 
determined model kinematics matching measured kinematic 
marker data. Third, a residual reduction algorithm (RRA) 
determined optimal actuator controls producing kinematics 
from a forward dynamic simulation, where optimization [4] 
minimized inconsistencies (residual forces and moments) 
between model dynamics and measured ground reactions. 

The IK and RRA kinematics were separately used with the 
ZMP approach to predict ground reactions and compared 
with measured values. Inverse dynamics, without external 
contact loads applied, determined pelvis residuals. These 
residuals were transformed to an equivalent set of forces and 

moments about the inertial (ground) reference frame origin. 
Similar to the CoP, the ZMP approach further transformed 
these quantities to ZMP-predicted ground reactions, a set of 
forces and a single, free vertical torque (horizontal moments 
are 0), and located the ZMP in the ground reference frame.  

RESULTS AND DISCUSSION 
Confirming H1, ground reactions were accurately predicted 
during single-leg landings when the model used the RRA 
motion adjusted for dynamic inconsistencies (Figure 1b). 
The largest RMSE’s were in the anterior reaction force (1.25 
%BW) and lateral ZMP position (1.24 cm), likely due to 
minimized, but not eliminated, dynamic inconsistences. 
Confirming H2, predicted ground reactions were not 
accurate when the model used the dynamically-inconsistent 
IK motion. The largest RMSE’s were in the vertical reaction 
force (73 %BW) and anterior ZMP position (154 cm), due to 
dynamically-inconsistent inverse kinematics, as the same 
skeletal model and any inherent modeling errors were used 
with both sets of kinematics for each participant.  

Figure 1: (a) Participant-specific model during landing and 
pelvis residuals (red) transformed to equivalent forces and 
moments about the ground origin (blue) to ground reactions 
from the Zero-Moment Point (ZMP) approach (green); (b) 
root-mean-square errors (RMSE) for all 8 participants. 

CONCLUSIONS 
The ZMP approach was able to predict ground reactions 
during single-leg landings; however, due to large 
accelerations and forces during this sport movement, 
dynamically-consistent kinematics are needed to make 
accurate predictions with the ZMP approach. Future work to 
determine whole-body kinematics minimizing lower-limb, 
knee, and ACL injury risk should constrain the ZMP 
position to remain under the landing foot. 
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INTRODUCTION 
Movement screening tests, such as the Functional 
Movement Screen™ (FMS), are used to screen for 
movement abnormalities that may be predictive of 
performance potential or injury risk in athletes and/or 
workers [1]. However, these screens are scored subjectively 
and scores can change based on the rater or the performer’s 
knowledge of the grading criteria [2]. Quantitative methods 
can help us understand how underlying attributes (e.g. 
height, sex, ability, or injury history) contribute to 
movement patterns. This information can then be used to 
identify ideal movement patterns for a specific class, 
faciliating customized movement screening. Using motion 
capture and principal component analysis (PCA) of whole-
body motion may provide an objective, data-driven method 
to identify unique and statistically important movement 
patterns. Therefore, the overarching goals of this research 
are to: 1) examine athletes’ movement variability when 
performing standardized functional movements using PCA; 
and 2) to determine if whole-body movement patterns can 
be differentiated based on classifiers such as skill level, 
sport played, injury history, sex, and anthropometry.  

METHODS  
This study is based on motion capture data collected by 
Motus Global from 542 athletes representing eight different 
sports (soccer, baseball, tennis, basketball, lacrosse, track 
and field, golf, and football) ranging in ability from 
recreational (i.e. do not play on competitive teams) to 
professional (e.g. NFL, MLB, FIFA). Each athlete 
performed 14 range of motion tasks and 7 stability tasks, 
where the tasks were designed to challenge athletes’ 
balance, stability, and power. In this abstract, we will only 
examine the bird-dog and drop-jump tasks and only classify 
differences between novices and elites. Whole-body motion 
data were collected using an 8-camera Raptor-E motion 
capture system (Motion Analysis, CA, USA). PCA was 
applied to time-series position data for each athlete to reduce 
the dimensionality of the dataset for further analysis. The x, 
y, and z position data for joint centres and landmarks were 
used for the analysis so that whole-body motion patterns 
could be examined and videos could be created depicting the 
results for each movement with robust models.  

The PCA calculated principal components (PC) and the 
corresponding PC scores explaining individuals’ variance 
from the mean. Based on pilot data, 10 PCs and scores were 
retained for both the bird-dog and drop-jump task. A linear 
discriminant function (LDF) differentiating between skill 
levels (novice vs. elite) was applied to the reconstructed 
motion data [3]. Data were reconstructed for each group (i.e. 
novice vs. elite) by adding and subtracting the LDF 
multiplied by 1SD to the mean movement across all athletes 
[3]. To further study differences between athlete groups, an 

ANCOVA (controlling for sex, sport, injury, height, weight) 
was used to determine significant differences in PC scores 
between novice and elite athletes, where each PC was 
interpreted using single component reconstruction [4] (not 
reported in the abstract but to be presented in person).  

RESULTS AND DISCUSSION 
For the bird-dog task, the first 10 PCs explained 98.8% of 
the movement variability and the LDF accurately classified 
77.7% of the cases as either a novice or elite athlete. Elite 
athletes had greater flexion and extension throughout the 
task and more trunk rotation compared to novice athletes. 
These findings suggest that elite athletes have better balance 
and neuromuscular control of their trunk compared to 
novice athletes. For the drop-jump task, the first 10 PCs 
explained 97.9% of the movement variability and the LDF 
accurately classified 61.3% of the cases. Elite athletes 
squatted lower during the pre-phase of the jump and reached 
a greater maximal vertical height compared to the novice 
athletes (Fig. 1). In addition, there were differences between 
the timing of the arm swing between the two groups. The 
application of PCA combined with LDF analyses provided a 
data-driven objective method to identify differences in 
whole-body movement patterns between novice and elite 
athletes performing a bird-dog and drop jump task. 

CONCLUSIONS 
Novice and elite athletes were differentiated using PCA and 
LDF while performing a bird-dog and drop-jump task. 
These analytical techniques could provide an objective, 
data-driven method for future movement screening. 
Currently, we are analyzing the remaining 19 movement 
tasks and differentiating athletes using additional classifiers 
(i.e. sport, injury history, sex and anthropometry).    
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Figure 1. 0%, 25%, 50%, 75% and 100% of the drop-jump
task for ±1 SD from the mean along the discriminant
function that separates novice (red) and elite (black) athletes.
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INTRODUCTION  
In field sports, an effective sprint start from a stationary 
standing position is important in developing speed as much 
as possible in a short period of time. Forward step (FS) and 
counter step (CS) are the two common sprint start 
techniques. CS has typically been considered as an inferior 
technique compared to FS because it includes an 
unnecessary step in a direction opposite to the movement. 
However, Kraan et al. [1] suggested that using CS to 
accelerate forwards could be advantageous because of 
additional benefit from the stretch shortening cycle. In 
addition, there is mounting evidence that CS could generate 
faster sprint start time from the stationary standing position 
compared with FS [2-4]. While athletes start sprinting in 
various directions in the field sports, all of previous studies 
focused on the sprint start in the forward direction. It 
remains unclear which technique is superior when athletes 
start sprinting in a sideways direction. Therefore, the 
purpose of this study was to determine differences in sprint 
performance following FS and CS in a sideways direction. 

METHODS 
Ten male lacrosse players performed 5m forward sprint 
following FS and CS in a right direction from the stationary 
standing position. For FS, subjects initiated a first step to the 
right side with their right foot, while turning the body to 
right, followed by forward sprint. For CS, subjects initiated 
an additional side step to left with their left foot, while 
turning the body to the right, before the first forward step in 
the right direction. 3-D kinematic data were recorded by a 
passive retroflective marker motion capture system at a 
sampling rate of 200Hz, and the whole-body center of mass 
(COM) was calculated. Ground reaction forces (GRFs) were 
also recorded by force plates at a sampling rate of 1000Hz. 
Movement initiation was defined as the first frame meeting 
a requirement that the vertical or sprint-direction 
components of GRF exceeds mean GRF plus or minus three 
times the SD of these components in the last 50 frames. The 
following five step events commonly observed during FS 
and CS were identified based on GRFs: initial lift-off of the 
right foot from the starting position, as well as contact and 
lift-off of two forward steps. Five components of COM 
velocity in the sprint-direction at the lift-off of second 
forward step were calculated, including an initial velocity at 
the movement initiation based on the kinematic data and 
four variables of the velocity generated by GRFs acting on 
the following four contacting feet: (1) the right foot in the 
initial contact phase; (2) the left foot in the initial contact 
phase (and the contact phase of additional step in CS); (3) 
the right foot in the contact phase of first forward step; and 
(4) the left foot in the contact phase of second forward step. 
Five components of COM displacement in the sprint-
direction at the lift-off of second forward step were also 
calculated as displacements generated by the initial velocity 
and GRFs acting on the four contacting feet. Times from the 
movement initiation to each step event were compared using 

two-way repeated measures ANOVA (two step techniques x 
five step events). Each COM velocity and COM 
displacement variables were compared by using six separate 
paired t-tests between the FS and CS conditions. 
Significance level was set at 0.05. 

RESULTS AND DISCUSSION 
A significant main effect for step event were found in the 
times from the movement initiation to each step event 
(P<0.001), and there is no interaction and main effect for 
step technique. The sums of all COM velocity and 
displacement components were significantly larger in FS 
than CS (P<0.05, P<0.001) (Table1). These results indicate 
that FS allowed athletes to travel longer distance and 
accelerate greater compared to CS, while the time period of 
two forward steps were not different between the two 
techniques. 

Table 1: COM velocity and COM displacement 

While the component of the left foot in initial contact phase 
included the additional side step in CS, this COM velocity 
and displacement components in CS were similar to or 
smaller than FS (P<0.05) (Table1). In both of COM velocity 
and COM displacement, the components of the right foot in 
initial contact phase in CS generated larger negative effects 
on sprint performance than FS (P<0.05) (Table1). These 
results indicate that counter step in the direction opposite to 
movement does not provide an additional benefit but 
disadvantage to the sprint performance in CS. 

CONCLUSIONS 
The carrent study demonstrated that FS may be a better 
sprint start technique than CS even when the athletes are 
intended to sprint in a sideways direction. Athletes in the 
field sports may be considered to use a forward step 
technique to initiate sprinting in a sideway direction as well 
as in a forward direction. 

REFERENCES 
1. Kraan GA, et al., Journal of Biomechanics. 34:211-215,

2001. 
2. Cronin JB, et al., Journal of Strength and Conditioning

Research. 21:990-992, 2007.
3. Frost DM, et al., Journal of Strength and Conditioning

Research. 22:918-922, 2008.
4. Johnson TM, et al., Journal of Strength and

Conditioning Research. 24:2641-2646, 201

COM velocity [m/s] COM displacement [m]

FS CS FS CS

Initial velocity 0.02±0.01 0.01±0.01 0.02±0.01 0.01±0.01

Right foot in initial contact phase -0.23±0.11* -0.39±0.25* -0.26±0.12* -0.40±0.28*

Left foot in initial contact phase 2.68±0.26 2.54±0.36 1.91±0.21* 1.69±0.29*

Right foot in 1st step contact phase 1.30±0.12* 1.38±0.14* 0.45±0.05* 0.49±0.06*

Left foot in 2nd step contact phase 0.73±0.13 0.70±0.15 0. 05±0.01 0. 05±0.01

Sum of all components 4.50±0.28* 4.24±0.36* 2.17±0.11† 1.83±0.16†

* Significant difference between two groups (P < 0.05)
† Significant difference between two groups (P < 0.001)
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INTRODUCTION  
Cricket biomechanical studies have focused on the link 
between the fast bowling technique and injury risk in fast 
bowlers [1] and the contribution of fast bowling technique to 
the ball release speed [2], as ball release speed can be 
considered to be an indicator for performance in fast 
bowlers. 
Technique parameters such as straighter front knee during 
front foot contact (FFC) phase [1], larger front foot braking 
force [1], rapid front foot loading rate [1], shoulder angle at 
ball release (BR) [2], Run-up speed [2], knee angle at BR 
[2] and trunk flexion between FFC and BR [2] have been 
identified as technique parameters unique to faster bowlers 
during previous studies. Additionally, straighter front knee, 
larger front foot braking force and larger vertical loading 
rate are parameters which potentially increase the risk of 
lower back injury [1].  
Biomechanical studies in fast bowlers have focused on elite 
fast bowlers or junior level fast bowlers. Technical 
differences between elite and sub elite fast bowlers have not 
been adequately studied. The aim of this study was to 
compare the biomechanical parameters between elite and 
subelite fast bowlers, to see whether the bowlers from the 
elite group bowl faster, have significant differences in the 
technique parameters and have higher injury risk. 

METHODS 
Twenty eight fast bowlers were selected for this study, with 
the bowlers divided into groups based on their playing level. 
The elite group consisted of 14 bowlers (Age = 23.7 ± 3.4 
years; height = 1.79 ± 0.05 m; body mass = 75.8 ± 8.2 kgs) 
who were playing in the state’s (Tamil Nadu, India) 1st 
Division cricket league. Ten bowlers from the elite group 
had also played first class cricket as the first division is the 
league preceding the First class level. The subelite group 
(Age = 18.6 ± 2.3 years; height = 1.79 ± 0.07 m; body mass 
= 70.1 ± 8 kgs) consisted of fast bowlers playing in 2nd and 
3rd division of the same State. 14 technique parameters 
which have been linked to either fast bowling speeds or 
linked to higher injury risk, were identified from various 
studies. 
The bowlers were required to ball 6 deliveries at a good 
length while their bowling action was being captured with 
16 Vicon (MX-T20s) 3D cameras and the ground reaction 
force was measured using an AMTI force plate. The fastest 
delivery from each bowler was selected for this study. 
Independent t-test were performed using SPSS software to 
identify the technique parameters which showes a 
significant difference between the two groups.  

RESULTS AND DISCUSSION 
Out of the 14 parameters selected, Run up speed and Ball 
release speed were found to be significantly higher in the 
elite group of bowlers. All the remaining technique 
parameters did not show a significant difference. Table 1 
describes the means, standard deviation and the range of 
selected parameters. 

Table 1: Description of selected kinematic parameters 
measured 

Technique 
Variable 

Group Mean 
Std. 

Deviation 
Range 

Front foot 
peak VGRF 

(BW) 

Subelite 6.43 1.61 3.11 - 8.38 

Elite 6.31 1.63 3.33 - 10.2 

Rear foot 
loading rate 

(BW/s) 

Subelite 46.9 27.45 16.8 - 95.1 

Elite 40.4 23.30 9.06 - 98.3 

Knee flexion 
at FFC (°) 

Subelite 19.3 10.03 4.7 - 41.3 

Elite 13.3 8.78  -6.1 - 27.7 

Maximum 
knee flexion 

(°) 

Subelite 44.4 16.03 18.2 - 67.3 

Elite 40.3 22.80  -2.4 - 81.8 

Maximum 
Trunk lateral 

flexion (°) 

Subelite 42.7 7.05 34.9 - 55.8 

Elite 42.3 7.24 30.2 - 52.9 

Shoulder 
angle at ball 
release (°) 

Subelite 196 10.70 184 - 221 

Elite 194 11.81 178 - 223 

Run-up 
speed (m/s)* 

Subelite 5.74 0.70 4.4 - 6.7 

Elite 6.33 0.45 5.6 - 7 

Ball speed 
(m/s)* 

Subelite 31.3 2.07 27.8 - 33.9 

Elite 34.0 1.47 30.8 - 35.8 

Note: * Significant correlation, P < 0.05 

CONCLUSIONS 
The elite group bowled faster and this could be attributed to 
the faster run-up speed as previous research has correlated 
run-up speed with faster ball release speed. Other 
parameters which correlated with faster ball release speed in 
previous studies, did not vary significantly between the 2 
groups in this study. Parameters, such as anthropometry and 
fitness levels, need to be studied between the two groups to 
further explain the difference in bowling speed between the 
2 groups. Parameters such as high trunk lateral flexion and 
straighter knee during front foot contact phase have been 
associate with high load on the lower back, but in this study 
there was no significant difference in these parameters 
between the groups, suggesting that the injury risk in similar 
between the groups. 
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INTRODUCTION  
Fast bowling is one of the main activities in cricket. Being 
injury free and enhancing bowling speed are few of the key 
aspects fast bowlers concentrate on in the modern era. 
Vision based motion analysis systems providing 
biomechanical analysis tend to assist scientists improve the 
above parameters in fast bowling. However due to greater 
cost and operational complexity of vision based systems the 
demand for development of low cost [2] motion analysis 
systems with greater operational environment flexibility has 
increased in recent times. At present, Inertial Measurement 
Unit (IMU) based motion analysis systems have gained the 
potential of supporting such demands.  

However, IMU based motion analysis data alone will not 
assist a sports scientist to carry out a biomechanical analysis 
of a fast bowler. The motion analysis data will need to be 
segmented into various phases (seven key activities) 
occurring in fast bowling. This paper attempts to solve this 
problem by using pattern recognition techniques to IMU 
data and segment key phases in fast bowling for a specific 
type of fast bowling action.  

METHODS 
6 Fast bowlers with side-on action type were selected for the 
study. The bowlers were selected such that all their heights 
deviated with +-3 inch deviation and weight with +-10kg 
deviation.  

3 IMU sensors were placed on the body at forearm, trunk, 
thigh and 1 accelerometer was placed on the foot. Each 
subject was made to bowl 10 deliveries with repetitive 
bowling actions allowing limited variations. The subjects 
were asked to exert similar effort into each delivery. The 
accelerometer operating at 150 Hz was specifically used to 
detect foot contact. The 9 axis IMU’s were sampled at 350 
Hz with a time stamp for each data set. The data was 
initially stored in quaternion form and plotted in Microsoft 
Excel followed by MATLAB.  

Preprocessing was carried out by observing the data from 
each activity isolated from the total delivery. The subject 
carried out the specific activity ex: run-up, delivery stride 
and follow through independently. Event detection is 
proposed to be achieved by segmenting the data into 
windows. Start and end of each delivery can be detected by 
allowing the bowlers to do the same trigger movement at 
starting and ending moments in delivery.  

Feature extraction was carried out by developing feature 
vectors with statistical parameters like mean, variance, 
skewness and kurtosis. This was carried out for all 
quaternions in the data set.  

Feature selection and classification was carried out by 
selecting the best performing features from the set. For 
classification four classifiers were tested: Naïve Bayes 

(NB), Support Vector Machines (SVM), Partial Decision 
Tree (PART) and k-nearest neighbor (kNN) [1].  

RESULTS AND DISCUSSION 
The initial results plotted in Microsoft Excel depicts an 
observable pattern in the quaternion data. The data from 
sensor on trunk shows maximum variation due to slight 
variations in trunk rotation during each delivery. The 10 sets 
of data for each subject when plotted depicted a similar 
pattern in most cases however, slight offsets in the graphs 
were visible due small variations in starting and ending 
movements during bowling. Quaternion data plot of sensor 
on forearm used for segmentation is shown in Figure 1.   

Figure 1: Quaternion data pattern from IMU on forearm 
during fast bowling.  

The segmentation algorithm was compared and evaluated 
against the video recordings for validation. By this the 
segmentation accuracy of the algorithm was validated. The 
computational accuracy and complexity of each classifier 
was examined to select the best suited classifier for the 
current application.  

Complications in segmentation were highlighted when the 
algorithm was repeated against different individuals due to 
slight variations in bowling actions.  

CONCLUSIONS 
It is seen that pattern recognition techniques can be applied 
to IMU data for segmentation of side-on fast bowling 
actions. Further, multiple IMU’s are required to be placed 
on different part of the body for an accurate and complete 
segmentation of the side on fast bowling action.  
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INTRODUCTION  
Badminton is definitely one of the most competitive sport 
played today that requires great amounts of speed, strength, 
precision and agility. Winning a game necessitates mastery 
over sophisticated racket movements in different types of 
techniques and strategies. We present a high performing 
wireless inertial sensor network architecture with high data 
rate, range and a backend software tool chain for 
visualizing, analyzing the collected data. This will not only 
help players monitor, analyze and improve their gameplay 
performance but also help them refrain from shots that could 
potentially lead to injuries. For validating the performance 
of the design we have considered the mid-racket velocity 
and smash time during forehand smash as the test 
parameters in the game.  

Video based analysis traditionally used in such settings are 
expensive and resource demanding. They require massive 
computational power and are often inaccurate due to video 
occlusions encountered during gameplay. As for the inertial 
tracking setups, sports like Tennis and Swimming have 
dedicated tools which Badminton is lacking. The more 
generic motion tracking devices such as Opal by ADPM 
technologies are adaptable to a lot of motion tacking tasks 
but lack game specific optimizations such as data rate and 
analysis algorithms [1].  

METHODS 
Our system consists of 15 wearable wireless sensor nodes 
that record kinematic data at key locations in the body 
during gameplay. The micromechanical sensor node that we 
designed and developed is shown in Figure 1. The sensor 
node had inertial sensor modules, controller, Wi-Fi 
transceiver and power supply onboard. We used InvenSense 
MPU 9250 as the main inertial module along with 
InvenSense ITG-3701 gyroscope and STMicroelectronics 
H3LIS331DL accelerometer for extended range sensing. 
The sensor node includes the Espressif ESP8266-03 Wi-Fi 
transceiver for wireless communications. Tensilica 32 bit 
RISC processor in the Wi-Fi transceiver serves as the master 
in the sensor node. The sensor node was developed as a 
wearable module with the electronics fabricated on a two 
layer printed circuit board and the enclosure 3D printed. The 
recorded inertial data from all the nodes are sent to a host 
computer in real time. Madgwick’s algorithm is used in the 
controller for sensor fusion of measured accelerometer, 
gyroscope and magnetometer data to yield orientation values 
in quaternion format [2]. This data is transmitted along with 
a timestamp to the host. 

A variety of visualization and analysis software are run in 
the host. A server running in the host receives the 
transmitted data from all the nodes and maintains a pipeline 
that feeds data to different applications. For visualization of 

motion we use Blender which is an open source modeling, 
animation and game engine software. OpenSim is used for 
biomechanical modeling, simulation and analysis in learning 
about the muscular forces associated with the motion. We 
also run our own algorithms to retrieve parameters of 
interest pertaining to the game such as mid-racket speed and 
smash time. 

Figure 1: The high performance sensor node developed and 
tested. 

RESULTS AND DISCUSSION 
The system was tested on professional Badminton players. 
The subjects were served the shuttlecock from the service 
end and asked to perform different forehand smashes. This 
was repeated several times with each player performing the 
smash and the recorded data was logged.  

Results from the test indicated that the developed sensor 
node was able to operate at the target data update rate of 500 
Hz. The software were also able to accurately model the 
kinematic and biomechanical motion of the subject. The 
retrieved game parameter values from the algorithms 
revealed that they were in close consensus with the values 
from previous literature and experimentation.  

CONCLUSIONS 
An inertial motion tracking method is a cost effective and 
efficient way to monitor, analyze and provide feedback on 
Badminton gameplay. Experiments showed that our wireless 
inertial sensor network architecture was able to achieve 
higher data rates and model fast smashing action with 
sufficient accuracy. This will help Badminton players 
improve their sport performance and abstain from postures 
that could lead to injuries. Further research along this line 
could investigate on efficient algorithms for the spatial 
tracking of the motion of the player in the game arena.  
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INTRODUCTION  
Conventional methods such as the Martin-type or Tape 
measures have been used for human body anthropometry 
such as length and circumference of each body segment. 
There is few studies for quantifing the segment shape, i.e. 
foot shape analysis by using principal component analysis 
[1].  
3-D body shape is important especially for swimmers 
because drag yielded by different body shape largely affects 
athletic performance [2].  
The purpose of this study was to draw the morphological 
characteristics between Japanese elite swimmers and non-
athletes. Using a Principal Component Analysis (PCA) of 
Homologous Body Model (HBM), quantification on of 3-D 
body shape was established. 

METHODS 
Subjects including male swimmers (MS; Age; 20.8 ±1.8yrs, 
BH;173.1±5.8cm, BW;69.8±6.1kg,), female swimmers (FS; 
Age; 20.5 ±1.9yrs, BH;162.6±5.0cm, BW;59.3±6.0kg,), 
male non-athletes (MN; Age; 18.8±1.5yrs, BH;170.9±5.2cm, 
BW;59.4±8.2kg) and female non-athletes (FN; Age; 21.5 
±2.5yrs, BH;158.6±6.0cm, BW;54.2±6.5kg,) participated in 
this study.3-D whole body line scanner (BLS; Hamamatsu 
Photonics Ltd, Japan) was used to scan their standing whole 
bodies. HBM had constructed by fitting the whole body 
laser scan called polygon date to generic template model 
based on anatomical landmarks. HBM consisted of 20,000 
vertex of the same topology, and each data point was 
calculated based on the anatomical homology.  Having 
established the correspondence among all the models, we 
can perform PCA. 
FINA point determined by International Swimming 
Federation was used for the relationship between "shape" of 
the body and performance. 
All statistics analysis was used by paired t-test performed on 
selected means to detect significant differences (p<0.05) 
between MS and MN, FS and FN (SPSS; IBM SPSS 
Statistics Version.22). The relationship between "shape" of 
the body and FINA point (swimming performance) were 
used by Pearson’s correlation coefficients (p<0.05). 

RESULTS AND DISCUSSION 
In comparison with non-athletes, both MS and FS showed 
significantly large lean body mass (MS; 60.4±5.6kg, MN; 
51.0±6.7kg and FS; 46.8±3.8kg, MN; 41.5±4.9kg, p<0.001) 
and larger chest circumference (MS; 98.7±4.2cm, MN; 
84.2±5.4cm and FS; 90.9±4.7cm, FN; 85.3±4.7cm, 
p<0.001). In normalized HBM as to body height, the larger 
trunk ratio was characteristics for both MS and FS.  
MS was larger in trunk ratio, chest, abdominal and buttock 
(Figure 1a). 
FINA points were associated with "shape" of the body 
(Figure 1b). FINA point with the "shape" of the body 
showed a significant correlation (MS; r=-0.447, p<0.05). 
Homology model of the 3-D body shape enable to quantify 
the individual difference and characteristics of body shape. 
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Figure 1: Plotting of PC scores on x (2nd PC) and y (1st 
PC) coordinates for MS and MN (a). Distribution maps 
using 1st PC scores (trunk ratio, chest and latissimus- 
dorsi muscle) and FINA point. The FINA points allows 
comparisons of results among different events. The 
FINA point scoring assigns point values to swimming 
performances, more points for world class performances 
typically 1000 or more and fewer points for slower 
performances (b). 

CONCLUSIONS 
3-D human body shape analysis by using homologous body 
model revealed that Japanese male swimmer and female 
swimmer were characteristics as larger trunk ratio as well on 
flatter trunk shape. 
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INTRODUCTION  
Sports training in response to scientific, through the 
instrument to monitor the athlete‘s performance is quite 
common.  Because of the accelerometer is small size, easy 
to operate to provide immediate feedback, there are many 
studies using accelerometer to measure human activity [1]. 
The most common applications currently in motion are to 
observe swing and vibration to discuss motion behavior.
Hand backhand is a closed kinetic chain, is classified in the 
coordination of two drive action mode [2].The purpose of 
this study is to use the accelerometer to discuss the two-
handed behavior of tennis backhand strokes.  

METHODS 
The subjects are two young female players who training 
tennis for more than 5 years and training more than 18 hours 
average weekly. There are very skilled double handed 
backhand strokes technology. Using Accelerometer form 
Trigno ™ Standard Sensor (± 9g).Accelerated regulation 
placed in the upper arm of the wrist flexor and extensor 
carpal muscle, sensor direction of the arrow pointing to the 
distal. 

Experiment on standard tennis courts. With double-handed 
backhand, hit three successful ball and choose one of the 
fastest speed and focus the phase before and after impact 0.3 
seconds. 

In data processing, the raw data were exported into excel file 
with EMGworks Analysis, The acceleration values of right 
and left wrist muscles were multiplied by the negative sign. 
The acceleration direction was opposite to that of the right 
wrist and left wrist. Of the acceleration in the same 
direction, and 0.3 seconds before and after the moment of 
the ball as a discussion. 

RESULTS AND DISCUSSION 
The results showed that ±9g in the impact can not illustrate 
the acceleration of the practical situation of the acceleration. 
In impact, the right hand to withstand more shots instant 
shaking. While the role of the left hand is to accelerate 
forward, he is the main role of hand. Especially in the X and 
Z axis acceleration. In one hand, the acceleration of the 
extensor and wrist muscles was almost similar, but the 
acceleration of the Y-axis in the right hand showed a 
significant swapping of the right hand before the shot to 
assist the left hand to adjust the face, Giangarra (1993) 
proposed because the grip of the relationship between the 
hands of his right hand backhand more spin, can enhance the 
stability of the elbow and strength, can be transmitted in the 
moment of impact hit the power, not by the elbow absorb. 
Presumably the hands backhand action can prevent tennis 
elbow occurred in the machine [3]. 

Figure 1: Typical acceleration pattern of both flexor carpal 
muscle 

CONCLUSIONS 
It's show that the ±9g sensor can’t observation of the actual 
behavior in impact. In future, the studies can use the new 
Trigno ™ Standard Sensor (± 16g), and it also increase the 
parameters of gyro. The acceleration in the XZ-axis of a 
hand is the similar as the tendency of the wrist flexor and 
extensor muscle, but in the Y-axis on right hand before 
impact can be observed in the rotation behavior. Whether 
the wrist flexor or extensor muscle at impact, its show the 
right hand to absorb more shock form the impact. 
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INTRODUCTION  
Enjoying virtual motion indoors has become possible in 

recent years thanks to the Nintendo Wii videogame console, 
which can be played using body motion controls. In fact, 
“Wii-habilitation” has seen the console find widespread use 
in physical rehabilitation. However, the difference between 
actual motion and motion that takes place in virtual reality 
in a game setting has not yet been studied in detail.  

The purpose of this study is to measure and conduct a 
comparative analysis of brain waves upon real motion and 
under videogame (VR), focusing on alpha ( α ) waves 
produced during concentration and relaxation, and beta (β) 
waves produced under stress and the process of distributing. 

METHODS 
The subjects of this study were six healthy, right-handed 

people (male university students aged 21–22 years old).  
In compliance with the international 10-20 system, 
electrodes were placed in positions C1, C2, C3, C4, C5, and 
C6. In the present research, we used the Eggo Sports Brain 
Wave sensor (Advanced Neuro Technology) and performed 
measurements at a 512 Hz sampling rate. For motion in VR, 
we used a Nintendo Wii. The activities considered were Wii 
Sport Resort Table Tennis (Nintendo) and a real table tennis 
game. The first person to reach 6 points was considered the 
winner. In order to allow brain waves to stabilize, targets 
were asked to take three abdominal breaths before 
measurement. The Wii game was played soon after the real 
table tennis game, in order to avoid inadvertent differences 
in brain wave measuring positions. Experiments were 
carried out sequentially five times, real game followed by 
VR. Subsequently, subjects were asked to relax for 5 
minutes. Using MATLAB, α and β waves extracted from 
signals obtained with the brain wave sensor were analyzed, 
and a comparative study was conducted for each situation 
(scoring, conceding a point, rallying, and smashing). In the 
present research, significance tests were based on one-way 
analysis of variance. 

RESULTS  
We performed frequency analysis of brain waves obtained 

from the targets, calculated their power spectrum, and then 
plotted their average values in a graph. Observing α and β
waves obtained in real space and in VR, we found that α 
waves had statistically significantly higher values in every 
situation (Figure.1). Moreover, comparing αwaves between 
real space and VR, α  waves had higher values during 
scoring, rallying, and upon conceding a score in real space, 
but VR showed higher values upon smashing (Figure.2). 

Figure 1: Conparison of αwave and βwave in real space. 

Figure 1: Conparison of αwave and βwave in videogame. 

DISCUSSION 
It was found that in both real space and VR,  waves had 

statistically significantly higher values than  waves. It is 
worth noting that when real space is compared with VR,  
whereas in VR it is possible to return a ball by simply 
adjusting the timing of the swing (in two dimensions), in 
real space a variety of information is necessary to return a 
ball, such as the depth, height, and force, in three 
dimensions. Therefore, the brain may be required to work 
more actively in order to process such information. Thus, we 
believe that moving the body in real space activates the 
brain in a more effective way than playing virtual sports in 
VR. However,  waves during smashing were higher in VR. 
A possible explanation is the tendency to make powerful 
swings despite the fact that in VR there is no need to control 
the amount of force, which is a factor that leads to higher 
concentration. These facts suggest that exercise effects can 
also be expected in VR, although not at the same level as in 
real space. 
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INTRODUCTION 
Trunk-twist movement accompanying the stretch-shortening 

cycle (SSC) movement is one of the factors that improve the 

hitting performance such as tennis [1]. The trunk-twist 

movement seen in hitting performances appears to be 

generated by pelvic rotation [2]. Therefore, the bar twisting 

exercise is considered an effective exercise to improve the 

trunk-twist movement [3]. However, no study has 

investigated the characteristics of pelvic rotation during this 

exercise. The purpose of this study was to investigate how 

the lower extremities act on the pelvis when it is rotated 

about the superior-inferior axis during the bar twisting 

exercise. 

METHODS 

Twenty-one healthy male college students participated in 

this study (age, 21.91 ± 3.18 years; height, 1.76 ± 0.05 m; 

weight, 78.67 ± 17.01 kg). All participants performed the 

bar twisting exercise by using a special trunk-twist training 

machine. On this machine, bar rotation was limited to the 

horizontal plane. To determine the effect of SSC, 

participants performed the exercise by using SSC and not 

using SSC (CON). In SSC, participants rotated the bar 

clockwise; when the right side of the bar passed the mark 

(located at bar angle −75°), participants immediately rotated 

the bar counterclockwise. In CON, the participants rotated 

the bar counterclockwise from the mark (not using SSC 

movement). Participants were required to rotate the bar with 

each foot on two force platforms, and keep the body steady 

when they stopped the bar. Three different loads (0 kg, 10 

kg, and 20 kg) were used during SSC and CON. The three-

dimensional coordinates of 49 retro-reflective markers fixed 

on the body (47 points) and outer end of bar (2 points) were 

recorded by the Vicon system (Vicon Motion System, Ltd., 

250 Hz), using twelve cameras. The ground reaction force 

was measured with two force platforms (Kistler Instrumente 

AG, 1000 Hz). Smoothing of the coordinates was achieved 

by using a Butterworth digital filter with optimal cut-off 

frequencies of 2.5–15 Hz, which were determined using the 

residual method. The global coordinate system was defined 

as follows: The X-axis represented the mediolateral 

direction, Y-axis represented the anterior-posterior direction, 

and Z-axis represented the vertical direction. An inverse 

dynamics approach was used to calculate joint torques and 

joint forces at the ankle, knee, and hip joints. The pelvic 

torque, defined as the torque acting on the pelvis about its 

superior-inferior axis through the hip joints was determined 

from the hip joint torque and forces [2]. 

A two-way analysis of variance with Bonferroni post hoc 

contrasts was used to detect differences in the means. The 

significance was accepted at P < 0.05. 

RESULTS AND DISCUSSION 

Figure 1 shows the pattern of pelvic torque generated during 

the bar twisting exercise. There was a significant CON-SSC 

× loads interaction in the peak pelvic torque. There was no 

statistical difference in the torque generated with different 

loads in SSC and CON. However, peak pelvic torque at 

SSC-10 kg and SSC-20 kg was significantly greater than 

that at CON-10 kg and CON-20 kg. Thus, SSC movement 

during the bar twisting exercise using heavy loads is 

important to generate the pelvic torque. 

There was a significant difference in the pelvic torque 

generated at the point when the bar started to rotate 

counterclockwise. This torque in SSC was significantly 

greater than CON and significantly greater with increasing 

loads. Because of the momentary inertia of the bar, the 

lower extremities generated force and power to cause pelvic 

rotation at the initial phase of counterclockwise rotation 

with the heavier loads. 

According these results, the lower extremity exerted a 

greater force and power during the SSC movement and 

developed pelvic torque with heavier loads. 
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Figure 1: The pattern of pelvic torque generated during bar 

twisting exercises.  

CONCLUSIONS 

In the bar twisting exercise, the exertion of force by the 

lower extremities on the pelvis was no statistical difference 

at different loads. However, with heavy loads, the SSC 

movement generated larger pelvic torque. Moreover, with 

heavy loads, the pelvic torque was greater when the bar 

started to rotate counterclockwise. These results suggest that 

the lower extremities generated force and power to cause 

pelvic rotation, especially with the heavy loads 

accompanying the SSC movement. 
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INTRODUCTION  
The kick-start is one of the commonly used block start 
techniques in competitive swimming, in which one foot is 
placed on the front surface of the starting block, while the 
other foot is placed on the back plate (Fig.1 A). A fast start 
with a greater horizontal velocity at take-off is important for 
competitive success [1], and it has been reported that 
different kick-start positions affect such take-off velocity 
[2]. Since swimmers push off first with the rear leg and then 
with the front leg during the kick-start, front leg extension 
timings relative to the rear leg push-off would also affect 
take-off velocity. The objective of this study was to 
investigate the effects of different front leg extension 
timings during the kick-start on swimming start performance. 

METHODS 
Five Japanese male collegiate swimmers (height: 1.77 ± 
0.08 m, body mass: 73.16 ± 7.37 kg, age: 20.4 ± 1.62 years) 
performed kick-start from a starting block with a back plate 
with their maximum effort. Whole-body kinematic data in 
the sagittal plane were obtained using a high-speed camera 
at a frame rate of 100Hz.  

Based on the empirically obtained whole-body kinematic 
data during kick-start, the whole-body was modeled as 
linked nine rigid-body segments to simulate the kick-start 
performance with different front leg extension timings 
(Fig.1A). Front leg extension timings were adjusted by 
shifting the time-series data of the ankle and knee joint 
angles, and foot segment angle for the front leg, 0.01 to 
0.04s earlier (T0.01 to T0.04) from the original data (T0) 
(Fig.1B). The kick-start motion was simulated using both 
forward and inverse kinematics under some simplifying 
assumptions with geometric constraints. The horizontal and 
vertical velocities of the whole-body center of mass (COM) 
at take-off were analyzed to assess swimming start 
performance. 

RESULTS AND DISCUSSION 
The horizontal take-off velocity increased for the subject A, 
B, and C, whereas it decreased for the subject D and E as the 
front leg extension timing became earlier (Fig.1C). The 
vertical take-off velocity increased as the front leg extension 
timing became earlier for all the subjects (Fig1. D). 

The vertical take-off velocity reached toward zero for the 
subject A, B, and C, while it increased away from zero in a 
positive direction for the subject D as the timing became 
earlier. This could explain why the horizontal take-off 
velocity became larger for the subject A, B, and C, but 
smaller for D with the earlier front leg extension timings. 
Positive and negative values in the vertical take-off velocity 

indicate upward and downward velocity, respectively. The 
COM velocity would be more horizontally directed as its 
vertical component reaches zero, while it would be directed 
upward as its vertical component becomes larger than zero. 
It appears that the earlier front leg extension timing allowed 
the subject A, B, and C more horizontally-directed take-off, 
while leading to more upward-directed take-off for the 
subject D, resulting in the larger and smaller horizontal take-
off velocity, respectively. These results indicate that front 
leg extension timings would either positively or negatively 
affect horizontal take-off velocity, depending on the vertical 
take-off velocity. 
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Figure 1: A) Rigid-body segment model during the kick-
start, B) Front knee joint angles for different front leg 
extension timings, C) Horizontal take-off velocity, and D) 
Vertical take-off velocity for different leg extension timings. 

CONCLUSIONS 
The vertical take-off velocity increased as front leg 
extension timing became earlier. Front leg extension timings 
either positively or negatively affected horizontal take-off 
velocity, depending on the vertical take-off velocity. For the 
swimmers generating downward COM velocity at take-off, 
earlier front leg extension timing would allow them to 
generate a greater horizontal velocity, whereas it would 
decrease horizontal velocity for the swimmers generating 
upward COM velocity at take-off. 
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INTRODUCTION 
Putting on the green in golf imposes heavy demands on the 
accurate driving of a ball to an intended distance. To improve 
putting skills throughout repeated strokes in practice, 
therefore, golfers must acquire representations of the 
relationship between the impact force and putting outcome. 
Experts can predict more accurately the error of ball location 
than novices in impact motor actions such as baseball batting 
[1] and soccer place-kicking [2]. While experts can achieve 
high accuracy of outcome estimation, how it interacts with 
motor control abilities is still ambiguous. The present study 
aims to determine 1) how accurately novices and expert 
golfers can estimate outcome of putts and 2) how consistently 
they can execute putting swings. We analyzed the 
relationships between putting swing consistency and outcome 
estimation accuracy. 

METHODS 
Six elite amateur golfers (19-21 years old with their golf score 
handicaps of lower than 3.0) and six novices (20-23 years old) 
participated in the experiment after providing written 
informed consent. This experiment was performed with the 
approval of a local ethics board. 
A 7.0 m long and 0.9 m wide synthetic textile material 
simulated a golf green. All participants used a commercially 
available, standard PING type putter (Anser 2, PING, USA). 
A photomicrosensor was installed on the green at 60 mm 
ahead from the starting ball position. It signalled the passage 
of a ball to operate the closure of an electric shutter-spectacles 
(PLATO, Translucent Technologies, Canada). A spherical 
infrared-reflective marker was attached behind the centre of 
blade on the putter wing. Three high-speed cameras 
(OptiTrack Prime13, NaturalPoint, USA) recorded 3D 
positions of the reflective marker at 240 fps. 
The participants performed an outcome estimation task while 
wearing the shutter-spectacles. They were asked to drive a 
golf ball to a target at 1.2, 2.4 and 3.6 m from the starting ball 
position as close as possible. Once a ball was hit, the shutter-
spectacles occluded participant’s vision. In the absence of 
vision, the stopped ball was removed from the green. After 
the recovery of vision, the participants were asked to indicate 
their estimations of the stopped ball position using a laser-
pointer as accurately as possible. They performed five 
successful trials for each target distance. 
The 3D position data of the reflective marker were analyzed 
to compute three kinematic measurements of the downswing 
on the 2D plane along the longitudinal side of putting green: 
(1) the amplitude (total length of swing arc) (Amp [m]), (2) 
maximum velocity (Vel [m/s]) and (3) maximum acceleration 
(Acc [m/s2]). The putting swing consistency was evaluated by 
calculating the coefficient of variance (CV) of the three 
kinematic measurements. The outcome estimation accuracy 
was assessed by calculating the absolute error (AE [mm]), 
i.e., the absolute difference between the stopped ball position 
and the estimated ball position along the longitudinal side of 
putting green. 

RESULTS AND DISCUSSION 
A mixed-design two-way repeated measures ANOVA test 
detected significant effects of the target distance (F(2, 20) = 
12.2, p < 0.001, p

2 = 0.55) and skill level (expert vs. novice) 
(F(1, 10) = 11.5, p < 0.005, p

2 = 0.53) for the AE. There was 
no significant interaction between the two factors (p > 0.05). 
The outcome estimation errors significantly increased as the 
target distance increased. The experts achieved higher 
accuracy of the outcome estimation than the novices (Figure 
1, left).  

Figure 1: Means and standard errors for the AE of the 
stopped ball position estimation (left) and CV of the 

maximum acceleration of downswing (right) 

For the CV of Acc, a significant effect of the skill level (F(1, 
10) = 17.8, p < 0.005, p

2 = 0.64) was identified, but neither
a significant effect of the target distance nor two-way 
interaction were found (ps > 0.05). Tendencies of the 
statistical results for the CV of Amp and CV of Vel were same 
as for the CV of Acc. The experts executed the downswing 
movements with higher consistency than the novices (Figure 
1, right). The consistency of the downswing was not affected 
by the target distance. 
There were no significant correlations between the AE and 
CVs of the three kinematic measurements for the experts and 
novices (rs < 0.3, ps > 0.05). This suggests that the expertise 
of outcome estimation in golf putting is independent of the 
swing control abilities. 

CONCLUSIONS 
Elite golfers have higher abilities not only to execute golf 
swing actions, but also to estimate the outcome of their own 
actions. Our investigations showed that there is no strong 
effect of the swing consistency on the outcome estimation in 
golf putting. 
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INTRODUCTION  
Individual and crew boats are raced in Olympic Kayak 
Sprint, where the smallest unit of a crew-boat is the two-
seater sprint kayak (K2). There are complexities associated 
with competitive performance in the crew-boats that are not 
found in the single boats, such as a need for paddling stroke 
synchronisation. However, little has been documented about 
crew-boat sprint kayaking.  

The purpose of the study was to introduce a video-based 
method to quantify stroke synchronisation in crew-boat 
sprint kayaking. It was hypothesised that stroke 
synchronisation profiles would vary across sub-elite sprint 
kayak K2 crews. 

METHODS 
The study received ethical approval from the Nanyang 
Technological University Institutional Review Board (IRB-
2014-12-022). Written consent was obtained from all 
participants. Twelve sub-elite sprint kayakers (6 males and 6 
females) were paired into 6 single-gender K2 crews for 200-
m time trials. The crews were recorded using a 120 Hz 
video camera from a sagittal view. Video analysis was used 
to identify timing differences (offset) within each crew at 
four meaningful positions of the stroke, namely the catch, 
immersion, extraction and release [1]. Offset was also 
calculated as a percentage of the mean water phase duration 
for each crew. 

RESULTS AND DISCUSSION 
A summary of performance outcomes for the 200-m trial 
and stroke synchronisation offset for each of the six K2 
crews is provided in Table 1. The best performing male and 
female crews were M1/M2 and W1/W2 respectively. The 
magnitude and direction of offset varied considerably 

among the six crews, and also across the four stroke 
positions of the catch, immersion, extraction and release. 

The mean offset was 17 milliseconds (ms) out of a water 
duration phase of 291 ms, or 5.7%. All six crews were more 
synchronised at the catch (11 ms, 3.8% offset) compared to 
the release (21 ms, 7.2% offset), but the pattern was unclear 
for the immersion and extraction positions. The absolute 
offset values were very similar to what was reported in 
rowing pairs, which were 11 ms (catch) and 22 ms (release) 
[2]. However the percentage offsets were much larger than 
the values of 1.6% (catch) and 3.1% (release), since the 
water phase duration in sprint kayaking was less than half of 
that in rowing (313 ms versus 698 ms). 

CONCLUSIONS 
This study introduced a video-based method to quantify 
stroke synchronisation in crew-boat sprint kayaking. The 
best performing male and female crews have higher offsets 
than the group mean. At present, it is not clear whether these 
crews were fast because of the slight asynchronicity, or in 
spite of it. Future studies may investigate the relationship 
between synchronisation and performance in crew-boat 
sprint kayaking. 
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Table 1: Stroke characteristics and offset at four positions (catch, immersion, extraction and release) for sprint kayak crews. 
Water phase (ms) Catch Immersion Extraction Release Mean 

(%) Crew 
n = 6 

200-m 
trial (s) 

Front/ 
Back 

Crew 
mean 

 ms  %  ms  %  ms  %  ms  % 

M1/
M2 

35.0 253 
281 

267 -6 (24) 2.2 -9 (24) 3.4 30 (28) 11.2 22 (24) 8.2 6.3 

M3/
M4 

35.9 256 
260 

258 16 (16) 6.2 0 (20) 0.0 32 (35) 12.4 20 (18) 7.8 6.6 

M5/
M6 

38.5 279 
281 

280 11 (26) 3.9 7 (25) 2.5 14 (28) 5.0 13 (27) 4.6 4.0 

W1/
W2 

41.7 327 
281 

304 11 (16) 3.6 22 (20) 7.2 -53 (21) 17.4 -35 (15) 11.5 10.0 

W3/
W4 

44.0 300 
300 

300 -8 (19) 2.7 -2 (21) 0.7 -4 (33) 1.3 -9 (26) 3.0 1.9 

W5/
W6 

46.7 341 
328 

335 -13 (31) 3.9 -16 (40) 4.8 -17 (30) 5.1 -26 (29) 7.8 5.4 

Mean 313 11 3.8 9 3.1 25 8.7 21 7.2 5.7 
Note: ms – millisecond. Offset was the timing difference of the back paddler with reference to the front paddler in a K2, and 
was calculated for each position as Offset (ms) = Timing of back paddler - Timing of front paddler. 
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INTRODUCTION  
Lower extremity injury, such as knee pain, patellar tendinitis 
and plantar fasciitis, has been associated with excessive 
rearfoot eversion during running [1]. Hence, the motion 
control footwear has been considered as an intervention to 
alter rearfoot motion, which is defined as a kind of sports 
footwear to limit excessive rearfoot eversion. However, the 
mechanism of the motion control footwear on controlling 
rearfoot motion remains unclear. The novelty of motion 
control footwear used in the current study is plastic plate (PP) 
insertion corresponding to individual rearfoot posture. 
Meanwhile, the measurement of rearfoot motion is used a 
video camera to record and calculate angles from markers on 
the dorsal side of shank and the heel part of the shoes. This 
method has been implied that it might not represent rearfoot 
motion properly. A calcaneal mold has been evaluated in 
walking and has been considered as a better and accurate 
approach to measure the rearfoot motion [2]. The aim of this 
study was to investigate effects of this novel motion control 
footwear on changes in rearfoot eversion by using the 
calcaneal mold in walking. 

METHODS 
Six health collegiate students (male /female =1:1; age: 22.3 ± 
1.2 years; height: 165.1 ± 4.4 cm; weight: 57.5 ± 3.0 kg) were 
participated in this pilot study. All participants were recruited 
to meet the inclusion and exclusion criteria. A calcaneal mold 
was customized individually and placed on their calcaneal 
with an extend mold out of footwear to be represented the 
calcaneal motion during walking based on the previous study 
[2]. Furthermore, two points over the segments (leg and the 
calcaneal mold respectively) were defined as bisection line on 
each segment.  The rearfoot eversion angle  was calculated as 
acute angle between the leg and calcaneal bisection lines [2].  
A video camera (GoPro Hero 4, American technology, USA) 
was positioned 100 cm behind the participant at height of 6 
cm from the floor and perpendicular to the measurement 
plane. In addition, the camera was used to collect two-
dimensional rearfoot motion at sampling rate as 60 Hz. All 
participants wore the novel motion control footwear with and 
without insert PP and performed five over-ground walking 
trials by self-selected speed. The rearfoot angles during 
walking were calculated by the ImageJ software (NIH, USA), 
and 60% stance phase from initial stance was analyzed [3]. 
Rearfoot angles at heel strike and the maximal rearfoot 
eversion angle within 60% stance phase were evaluated. The 
Wilcoxon signed rank sum test was used to examine any 
difference in two rearfoot angles between with and without 
inserting PP. Statistical difference was set at p<0.05.  

RESULTS AND DISCUSSION 
Figure 1 illustrated that 60% stance phase of a gait cycle from 
one participant performed walking with (blue) and without 

(red) inserting PP. The Wilcoxon signed rank sum test was 
revealed a statistically significant difference in rearfoot 
eversion angle at heel strike (mean difference = 1.07 ° , 
p=0.028) and maximum rearfoot eversion angle during 60% 
of stance phase (mean difference = 2.45°, p=0.028) between 
with and without insert PP.

Figure 1: One participant performed walking with (red) and 
without (blue)  PP 
In the without PP condition, the rearfoot eversion angle was 
2.8° at heel strike and the maximum rearfoot eversion angle 
was 6.1°, which are similar with the previous study (around 
to 2.2° and 6.3°) [4]. This indicates that the calcaneal mold 
and the function of motion control footwear without PP were 
comparable with the previous research [4]. The significant 
differences between with and without PP conditions could 
reflect the adjustment effects of inserting PP on rearfoot 
eversion angle during walking. Thus, we confirm that the 
dynamic rearfoot angle can be altered by this novel motion 
control footwear.  

CONCLUSIONS 
The results of this pilot study show that there is immediate 
effect of motion control footwear with PP and decrease 
dynamic rearfoot angle during walking.  
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INTRODUCTION 
Determining the human body segment inertial parameters 
(BSIP) has a long history including many scientific studies, 
starting from simple reaction board methods and resulting in 
more advanced scanning technologies (brief review 
available by Virmavirta and Isolehto 2014). Selection of the 
proper segment model for motion analysis of different type 
of athletes needs a good understanding of prior work on 
body segment parameters and body structure of the subjects 
in question. The purpose of the present study was to 
determine the location of the body center of mass (CoM) of 
female high jumpers by using a high accuracy reaction 
board and two different segment parameter models. The 
study was part of the more comprehensive project focusing 
on body composition of female athletes while reducing body 
mass. 

METHODS 
Nine Finnish national level female high jumpers participated 
in this study (PB 181.9 ± 4.0 cm, age 22.4 ± 2.9, height 
176.5 ± 5.6 cm, weight 62.5 ± 2.4 kg, and fat % 17.1 ± 2.6). 
The true location of subjects’ (CoM) was determined by 
using a high accuracy balance board with knife edge pivot in 
the mid region, and a very sensitive force transducer at one 
end. Calibration of the reaction board was done by moving a 
homogenous steel bar (35 kg, 1590 mm) with a known CoM 
location along the board (8 measurements) covering the 
range of force values used in measurements with subjects. 
The difference between the true position of CoM and the 
position estimated by the reaction board was 0.7 ± 0.4 mm, 
thus providing a reliable method for determining the CoM 
reference values. 

Subjects’ reaction board results were compared to the CoM 
locations obtained by segment models commonly used in 
motion analysis studies (Dempster 1955 adjusted by Clauser 
1969 and Zatsiorsky et al. 1990 adjusted by de Leva 1996). 
For the 2D analysis, the images of dual energy x-ray 
absorptiometry (DEXA) were used to accurately locate the 
bony landmarks which the segment models are based to. 
Overhead camera was used to photograph the subjects for 
later comparison of digitizing accuracy. 

RESULTS AND DISCUSSION 
The location of the CoM determined by a reaction board 
was 55.92 ± 0.53 % of subjects’ body height. This is exactly 
same value what Virmavirta & Isolehto (2014) measured 
earlier for female students of physical activity (55.91 ± 0.88 
%). The results for the segment model of Dempster and 
deLeva were 57.51 ± 0.61 and 56.77 ± 0.92 %, respectively. 
Both values differed significantly from the reference values 
of reaction board (p = 0.001 and 0.044, respectively). 

It is known that the Dempster model, which was based on 
male cadavers of older age, does not work with physically 
active, younger people. The present results confirm that the 

use of Dempster’s model, emphasizing upper body mass and 
underestimating leg mass, is likely to cause large errors 
when generalized to female athletes. The model of de Leva 
adjusted for female subjects differed only slightly from the 
reaction board reference, thus, providing appropriate model 
for female high jumpers. Different results for two segment 
models can be explained by examining the mass distribution 
of trunk (49.70 and 42.57 % of the total body mass for the 
model of Dempster and de Leva, respectively) and thigh 
(10.00 and 14.78 %) segments in the models. Slightly too 
high location of CoM for de Leva’s model may be caused by 
the trunk segment CoM position in the model (37.82 % as 
referenced to origin of the segment). 
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Figure 1: Upper: Example of DEXA image used to digitize 
landmarks for CoM determination. Lower: Comparison of 
segment models with balance board. 

CONCLUSIONS 
DEXA scans, which are used primarily to evaluate bone 
mineral density and total body composition and fat content, 
provide also a good tool to evaluate the different segment 
models based on bony landmarks. Although the present 
results show that the segment model of de Leva can be 
successfully used for female high jumpers, they also give a 
justification for slight changes in the model. It can be 
concluded that careful attention should be paid while 
selecting the proper model for motion analysis of different 
type of female athletes. 
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INTRODUCTION  
The gearing of footwear, which alters the 
metatarsalphalangeal (MTP) joint bending as a function of 
forefoot bending stiffness, has been postulated as a method 
of improving athletic performance and reducing the risk of 
injury during many sports. As the shoe moves through 
greater amounts of bending, forefoot stiffness should 
increase non-linearly, to shift the centre of pressure forward 
(improving performance), while restricting forefoot bending 
in regions where turf-toe injury may result. Recently, 
materials which allow for stiffness modifications as a 
function of forefoot flexion angle have been developed, 
however, the efficacy of this technology is unknown. 
Therefore, the purpose of this project was to evaluate the 
influence of gearing technology (a variable bending stiffness 
shoe) on biomechanics during running and sprinting.  

METHODS 
Ten male recreational athletes performed in two footwear 
conditions consisting of an altered US 10 adidas 16.4 FXG 
cleat. The footwear was altered by placing carbon fibre 
insoles made with AFX technology manufactured by 
Carbitex, Inc. into the shoes creating two different 
conditions: Control (no insole) and the variable stiffness 
(varStiff) shoe (gearing insoles). The stiffness of all 
footwear was measured using the FAST tester [1].  

The experiment consisted of athletes performing liner 
locomotion while running at 5.0 m/s and during a maximum 
effort sprint acceleration. Five successful trials were 
obtained for each movement with data being collected on 
the left foot and lower leg. For the sprint acceleration, the 
athletes could start from any position and landed with their 
second footfall in the center of the force platform, with five-
meter performance being measured with timing lights. 
Kinetic and kinematic data were collected for the left 
foot/leg using a Kistler force platform (2400 Hz) and an 
eight-camera motion analysis system (240 Hz). Spherical 
retro-reflective markers were attached to the shank and shoe 
for kinematic data collection. The MTP, ankle and knee 
joint center were determined using a standing neutral trial 
prior to dynamic data collection. The internal resultant joint 
moments were calculated using an inverse dynamics 
approach and compared using a paired t-test (α=0.10). 

RESULTS AND DISCUSSION 
No performance differences were observed during maximal 
sprint acceleration (Control=1.09s, varStiff=1.08s). The 

effectiveness of the variable stiffness insole was confirmed, 
as no significant differences in peak MTP bending angle 
were observed during running, but a significant decrease 
was observed during accelerating (p=0.004). However, 
when running in the variable stiffness shoe, the centre of 
pressure was shifted more anteriorly (p =0.006), while the 
medial-lateral movement of the centre of pressure was 
reduced (p=0.029)  

Peak joint moments and angular impulses at the ankle and 
knee during running are shown in Table 1. In terms of 
running injury risk, it is thought that increased non-sagittal 
plane joint loading can lead to joint injury [2]. At the ankle 
joint, the peak external rotation moment was reduced by 
33% (p=0.034), while the angular impulse was reduced by 
30% (p=0.071) when athletes performed in the variable 
stiffness shoe. No significant differences were observed in 
the frontal plane. This data indicates that a variable stiffness 
shoe may reduce the risk of athletes suffering an ankle 
injury as it has been shown that 90% of all ligamentous 
injuries at the ankle are caused by internal rotation 
(transverse plane) and inversion of the foot [3]. At the knee 
joint, no significant differences were observed in the 
transverse plane, but the peak knee abduction moment was 
significantly reduced by 14% (p=0.017) while the angular 
impulse was reduced by 15% (p=0.077) when athletes ran in 
the variable stiffness shoe. Frontal plane knee joint loads 
have been directly linked to chronic injuries such as 
patellofemoral pain syndrome [2] and osteoarthritis [4], 
therefore, utilization of gearing insoles in athletic footwear 
may reduce the joint loading at the knee and may decrease 
the knee injury risk of athletes.   

CONCLUSIONS 
Variable stiffness insoles had no effect on sprint 
acceleration and reduced biomechanical injury risk variables 
at the knee and ankle joint during running.  
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Table 1. Ankle and knee joint moment and angular impulses during running. Bold values represent a significant difference. 

Ankle Transverse Plane Ankle Frontal Plane Knee Transverse Plane Knee Frontal Plane 

Peak Moment Angular Impulse Peak Moment Angular Impulse Peak Moment Angular Impulse Peak Moment Angular Impulse 

Control 24 2.3 23 2.1 38 3.2 111 11 

varStiff 18 1.6 22 1.9 34 2.9 95 9.3 
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INTRODUCTION  
In recent years there has been an increase in knowledge of 
and access to sport science especially biomechanics support 
in high performance sport coaching. It is becoming 
increasingly common for biomechanists to have long term 
interactions with coaches and their athletes. These 
relationships can be beneficial to both coaches and 
biomechanists, with coaches gaining valuable insight and 
knowledge into an athletes’ performance and biomechanists 
being able to see the direct effects of their research and to 
better understand their area of interest. However, it has been 
indicated that the relationships between coaches and 
biomechanists are not as effective as they could be [1]. 

The aim of this research was to explore the interactions 
biomechanists have with elite athletics coaches to establish 
how an effective coach – biomechanist relationship functions 
in high performance sport. 

METHODS 
Eleven biomechanists from six different countries with at 
least an undergraduate degree in sport science (or similar), 
experience working high performance sport and published 
research in sprinting biomechanics participated in this 
research. 

A semi-structured, in-depth interview was conducted with 
each participant lasting from approximately 30 to 60 minutes. 
Each interview covered the participant’s biomechanics 
background, knowledge of sprinting biomechanics research, 
experiences working with high performance coaches and 
views on what a functional coach – scientist relationship 
should look like. 

Each interview was analysed inductively, then transcribed 
and coded into higher and lower order terms, with major and 
minor themes extrapolated [2, 3]. 

RESULTS AND DISCUSSION 
All of the participants were asked, as part of establishing their 
biomechanics background, who the desired audience for their 
research is. Most expressed a wish to have their work 
reaching and benefiting coaches, however, they expected that 
this was not the case in reality. For example: “…ideally sprint 
coaches. Whether or not they get it kind of thing, in the form 
that they need it, I don't know if that's quite the case.” The 
method in which biomechanics research is published (i.e. 
academic journals) was often cited as a reason for this 
disconnect between the two groups. It was thought that, in 
reality coaches sought knowledge from other sources.  

The relationship between the coach and biomechanist outside 
of the dissemination of research was explored with the 

participants. Responses on the role a biomechanist could play 
in the daily training environment ranged from assisting the 
coach day to day, “…if a coach identifies something and the 
athlete won’t buy in to it…from that perspective having actual 
data…a type of visual representation of what the coach is 
trying to overlay,” to long term tracking and measuring of 
technique changes.  

Other participants saw their role as a biomechanist as 
bringing a unique knowledge and skill set to a 
multidisciplinary team that included the coach and other 
sports science professionals (e.g. physiotherapist and strength 
and conditioning coach) that allowed problems to be solved 
that couldn’t be solved with a holistic approach. Whether this 
be having technical knowledge of the athletic event or 
providing the team with the relevant data, allowing 
interpretations to be made by the group.   

Coach education was another common theme established by 
the participants. For some participants educating coaches was 
seen as part of their relationship, “I think it would be more 
important… to be able to disseminate and educate, and 
there's a definite education piece to communicate in a way 
that the coach will understand.” Many of the participants 
suggested they had worked with coaches who did not have 
high levels of biomechanics knowledge, but, that it was the 
job of the biomechanist to inform and educate the coach. By 
either communicating their information in a coach-friendly 
way or, by becoming involved in the coach accreditation 
process, ensuring coaches acquire the desired levels of 
biomechanics knowledge. 

CONCLUSIONS 
This research explored the role the biomechanist has in the 
high performance environment specifically their interactions 
with athletics coaches. Biomechanists expressed a desire for 
their research to affect coaching practice but thought that this 
was not the case. Educating coaches was a common theme in 
coach – biomechanist relationship. An effective coach – 
biomechanist relationship involved the combination of a 
unique set of knowledge and skills, and experience that is 
mutually beneficial in solving problems.  
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INTRODUCTION 
To date studies assessing asymmetries in running gait have 
been limited to treadmills [1,2] or short over ground runs 
[3]. Wireless inertial sensors now provide a method to 
assess running kinematics continuously during prolonged 
over ground running.  This study used a single inertial 
sensor placed on the low back (LB) near the centre of 
mass to detect and measure differences in contact time 
(CT), flight time (FT) and peak acceleration in three 
planes 
(vertical (VT), mediolateral (ML) and anteroposterior 
(AP)) during the stance phase of gait between the lower 
limbs (LL) of runners during a prolonged outdoor over 
ground run. 
METHODS  
Twenty two healthy competitive long distance runners (15 
male, 7 female) completed an eight km (20 laps) run on an 
all-weather athletics track at a self-selected time-trial pace.  
A single wireless inertial sensor (tri-axial accelerometer, 
250Hz) was attached to the runner’s LB.  The time when 
participants had completed 730m (lap two on straight of 
the track) and were comfortably in stride was 
synchronised with the acceleration data provided by the 
sensor. Gait variables (CT, FT, VT, ML, AP) were 
analysed for the following 16 steps and averaged for 
statistical analysis. Wilcoxon Signed Rank Tests were 
used to compare acceleration variables between left and 
right LL for non-parametric data.  Significance level was α 
= 0.05.  Asymmetry was calculated using the absolute 
symmetry index (ASI) (%) [2], where a value of zero% 
indicates perfect symmetry and 10-15% used as an 
acceptable difference between LL [5,6].   

RESULTS AND DISCUSSION
Participant characteristics were: (Median, Interquartile 
Range (IRQ): Age, 36 years (30.50-50.25); Years 
running, 8.00 (6.00-21.50); Weekly km 60.00 
(40.00-75.00); Lap two point time, 2.59.50 min 
(2.49.50-3.19.25) and final time, 33.19.50 min 
(31.28.00-34.51.25).  Peak ML and AP acceleration were 
significantly greater during left LL stance than right LL 
stance.  However, the ASI values were in the acceptable 
range between LL. No significant differences in CT, FT 
and peak VT were found. The ASI revealed the least 
variation between LL for CT and FT 
(highest symmetry).  High inter-subject variability (IRQs) 
in ASI for peak VT, ML and AP was observed, with 
lower variability for CT and FT (Table 1).  .   
Table 1. Comparison of acceleration measures between 
right and left LL and ASI (%) at 730m: Median (IQR). 

Acc. 
Variables 

Right Limb  Left Limb  P 
value 

ASI (%) 

CT (sec) 0.23 (0.20-0.25) 0.22 (0.20-0.24) 0.709 0.026 (-3.29-5.44) 
FT (sec) 0.11 (0.09-0.14) 0.13 (0.10-0.15) 0.051 1.45 (-4.14-10.26) 
Peak VT -4.98 (-6.03—4.01) -5.17 (-6.80- -4.07) 0.123 9.59 (-12.66-29.06) 
Peak ML 1.64 (1.25-2.42) -1.75 (-2.18- -1.37) 0.001* 12.58 (-1.58-28.65) 
Peak AP -1.64 (-1.25- -2.42) -1.75 (-2.18- -1.37) 0.001* 12.00 (-1.87-19.51) 

* Values are significant at p≤0.05 level.

This is the first study to assess gait symmetry using a 
single inertial sensor placed on the LB during a prolonged 
over ground run.  The significant differences and highest 
ASI values found in horizontal plane gait variables (peak 
ML and AP acceleration) have been reported in previous 
running analysis studies during short overground runs 
[3,7]. The non-significant difference for peak VT 
between LL and lower VT ASI values than horizontal 
plane gait variables has also been observed during 
treadmill [1] and short over ground runs [3]. However, 
high inter-subject variability in acceleration variables 
must be taken into account.  

Low CT ASI and inter-subject variability found in this 
study has also been reported during short duration 
treadmill runs [2,8]. In contrast the low ASI values and 
moderately low inter-subject variability for FT has not 
been reported during treadmill running [2,8]. However, 
stride time (combination of CT and FT) has been reported 
to differ between treadmill and over ground running [9], 
and the findings from this study provide data to explain 
the difference. 

This main findings from this study found significant 
asymmetry in peak acceleration measures are present in 
healthy long distance runners.  It has been suggested 
that natural and minor asymmetry in runners are 
acceptable [1,10], and all variables in this current study 
were within the acceptable differences between LL.   

CONCLUSION 
This study demonstrated that a single wireless inertial 
sensor placed on the LB was able to detect asymmetry 
between LL in runners during a prolonged outdoor over 
ground run.  This method allows for accurate 
measurement of running gait in a runner’s natural 
environment.  
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INTRODUCTION  
Start is one of the important phase in the race of swimming, 
especially short distance swimming events [1]. Weighted 
position of track start was varied by preference of each 
swimmer. Welcher et al. [1] showed that time to 7.5m was 
not significant difference between front- and rear-weighted 
track start. Consequently, no criteria to select front- or rear-
weighted position for track start. The purpose of this study 
was to investigate the relationships between vertical jump and 
front- or rear weighted track start in swimming. 

METHODS 
Ten varsity club swimmers (age, 20.2±1.0yrs; height, 
166.7±6.6cm; body mass, 60.4±7.3kg) were selected as 
subjects. They were given verbal instructions on each of the 
starts, and then performed each two trials of the front-
weighted track start and rear-weighted track start. All the 
trials in the sagittal plane were videotaped from right lateral 
of the starting block with a digital camcorder (120Hz) (HDR-
CX900, Sony) and from right lateral at the 10m form the 
starting end of the pool with a digital high speed camcorder 
(300Hz) (EX-F1, Casio) at the same time. LED light 
simultaneously with starting beep was used to synchronize 
camcorders. In another day, the subjects performed vertical 
jump with hands held at their side. All the jumps were 
videotaped from right lateral with digital camcorder (120Hz) 
(HDR-CX900, Sony). Thirteen body landmarks (right hand, 
wrist, elbow, and shoulder and both toes, heels, ankles, and 
knees and right greater trochanter, vertex, tragion, 
suprasternale, and lower end of thorax) were digitaized from 
starting signal to water entry in track start trial, from the 
lowest position of the greater trochanter to landing in vertical 
jump trial. The coordinates were smoothed with a fourth order 
Butterworth digital filter with cut-off frequencies ranging 
from 6 to 15 Hz which were determined automatically [2]. 
Paired t-test was examined for differences between 
parameters. Relationships between parameters was assessed 
using Pearson’s correlation coefficient. All the statistical 
analysis were run with SPSS (IBM). 

RESULTS AND DISCUSSION 
Time to 10m (front, 4.34±0.27s; rear, 4.31±0.28s), block time 
(start signal to take-off) (front, 0.70±0.06s; rear, 0.75±0.07s), 
flight time (take-off to water entry) (front, 0.40±0.06s; rear, 
0.40±0.06s), and underwater time (water entry to 10m) (front, 
3.24±0.32s; rear, 3.16±0.30s) were not significant difference 
between the front-weighted track start and the rear-weighted 
track start. Horizontal velocity at take-off of the rear-
weighted track start was greater than the front-weighted track 
start (front, 4.11±0.23m/s; rear, 4.29±0.19m/s; p<0.05). The 
vertical jump height was related to the time to 10m and the 
underwater time of the front-weighted track start (10m: r=-
0.92, p<0.05; underwater: r=-0.85, p<0.05) and the rear-
weighted track start (10m: r=-0.91, p<0.05; underwater: r=-
0.82, p<0.05), but other times were not significant related to 

the vertical jump height. Figure 1 showed relationships 
between time difference of front- and rear-weighted track 
start and minimal joint angles of hip and knee of the vertical 
jump (above: time difference in block time, below: time 
difference in underwater time). 

Figure 1: Rerationships between time difference of front- and 
rear-weighted track start and minimal joint angles of hip and 
knee of the vertical jump. 

The time difference of block time between front- and rear-
weighted track start was related with the minimal joint angles 
of the hip and knee of the vertical jump, and the time 
difference of underwater time was related to the minimal knee 
joint angle of the vertical jump. 

CONCLUSIONS 
Some minimal joint angles of the vertical jump were related 
to the time difference between front- and rear-weighted 
position, therefore the minimal joint angle might be used to 
criteria for the front- or rear-weighted track start. 
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INTRODUCTION  
Altered articular cartilage (AC) mechanical properties are 
associated with an altered load transfer to the underlying 
subchondral bone (SCB) which can lead to osteoarthritis 
(OA). In particular, cartilage lateral strain under high-rate 
compression may change due to a reduced water content as 
it degenerates [1]. The short-term mechanical response of 
healthy AC resembles that of an incompressible elastic 
material [2], leading to a large ratio of lateral/compressive 
strain (Poisson ratio vAC=0.5). As the water content reduces 
in a degenerated cartilage tissue, it exhibits less fluid-like 
behavior [1] and smaller lateral/compressive strain. This 
phenomenon can be simulated using a smaller Poisson’s 
ratio for AC [3]. In this study, we used micro-computed 
tomography (µCT)-based finite element (FE) modelling of 
cartilage-bone plugs to quantify the effects of AC lateral 
strain, using a reduced Poisson’s ratio, on the SCB stress 
distribution. We hypothesized that a reduced cartilage lateral 
strain will lead to a reduced tensile stress in the SCB.  

METHODS 
Three equine cartilage-bone plugs (∅ൌ9 mm) were scanned 
(µCT, Skyscan-1076, Belgium) at 9 µm resolution to 
develop three high-resolution µCT-based FE models of 
cartilage-bone in ABAQUS (Simula, USA) [4]. SCB was 
represented as an isotropic elastic material (elastic modulus 
= 3 GPa). AC was simulated as an incompressible, neo-
Hookean hyperelastic material with a shear modulus of 18 
MPa [4]. To understand the effects of cartilage lateral strain 
on the SCB tissue stresses, AC was simulated using a 
Poisson’s ratio of vAC = 0.4999 and 0.3 (equal to its 
underlying SCB) to represent fully incompressible and less 
incompressible AC, respectively. A Poisson’s ratio of 
0.4999 was used instead of 0.5 to avoid convergence 
problems in numerical modeling. Bottom nodes of SCB 
were fixed. In situ boundary conditions were applied to SCB 
by constraining the side nodes in all directions except for the 
axial direction. In addition, to consider the effect of 
surrounding cartilage tissue, only the innermost 3mm 
diameter ring of SCB was analyzed. Axial displacement of 
0.4 mm was applied to the cartilage surface. The 90th 
percentiles of tensile and compressive stresses were found 
across the SCB thickness for n=5 transverse slices. The 
results were compared under axial stress of 20 MPa. 

RESULTS AND DISCUSSION 
Reducing AC Poisson’s ratio from 0.4999 to 0.3 led to a 
reduction of 147.6 ± 69.3% in tensile and 15.2 ± 2.9 % in 
compressive stress in the transverse slice just below the 
cartilage in SCB. The magnitude of tensile stress was 
smaller than the compressive one (Fig.). However, 
considering the fact that bone is much weaker in tension 
than in compression, these stresses may still lead to 
microcrack formation in calcified-cartilage. When the lateral 
strain in cartilage was reduced, stress at the interface 
changed to compressive stresses only. Previous FE studies 
that used simplified and two-dimensional FE models of 
cartilage-bone did not observe any tensile stress at the 

interface of cartilage and calcified-cartilage [5]. In this 
study, using a real geometry we could detect tensile stresses 
at the interface which was associated with the lateral 
expansion of the AC under high-rate compression. Future 
studies are required to simulate the mechanical properties of 
a degenerated cartilage in more detail, and also include a 
degenerated SCB microarchitecture to understand the 
distribution of the mechanical load in diseased cartilage-
bone in comparison with a normal cartilage-bone.   

Figure: Normalized tensile and compressive stresses across 
SCB thickness for vAC=0.4999 and 0.3. The 90th percentiles 
of stresses for each SCB transverse slice were divided by the 
axial stress for each specimen (approximately 20 MPa). 

CONCLUSIONS 
Under impact loading during a jump landing, when both the 
magnitude and the rate of the compression are high, the 
lateral strain of cartilage due to its incompressible behavior 
may lead to microdamage at the interface. However, during 
normal walking or running, the lateral strain of cartilage 
creates small tensile stresses at the interface which may play 
a vital role in regulating a healthy bone remodeling in SCB. 
Altered stresses, and in particular lack of tensile stresses 
transferred through the degenerated cartilage to the bone due 
to a reduced water content may alter the SCB remodeling 
process and lead to OA. 
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INTRODUCTION  
The deformation behaviour of cartilage has been of interest 
as the bio-synthesis of chondrocytes is directly influenced 
by the mechanical micro-environment. Typically, 
mechanical deformation of cartilage is measured using two 
approaches. The first approach uses cells or cell nuclei as 
tissue-embedded fiducial markers. In the second approach, 
two dimensional user-defined grid lines are photo-bleached 
onto the tissue using confocal laser microscopy. These two 
approaches only provide a resolution of 50-200µm [1, 2]. 
Recent advances in non-linear multi-photon microscopy 
have opened new possibilities as the excitation volume of 
this imaging technique is highly localized [3], thereby 
allowing for user-defined three-dimensional (3-D) grid lines. 
The current study was aimed at developing a new imaging 
protocol that allows 3-D micro-strain analysis in live intact 
cartilage at high spatial resolution. 

METHODS 
Fresh porcine cylindrical (6-mm diameter) cartilage explants 
(N=2) were incubated in 5-DTAF for 45min to fluorescently 
label the extracellular matrix (ECM). Specimens were then 
embedded rigidly into dental cement. Tissue thickness was 
measured using dissection microscopy. The osteo-chondral 
specimens were compressed in a light-transmissible 
compression system mounted onto the stage of a multi-
photon microscope. Prior to compression, 3-D evenly-
spaced 1µm-wide grid lines (10µm inter-spacing in x-, y-, 
and z-directions) were photo-bleached onto the top 100µm-
thick cartilage tissue at high laser intensity. A 12.5% 
nominal tissue strain was then applied in a direction 
perpendicular to the cartilage surface (axial or z-direction) 
and was held for 20 minutes. Image stacks (pixel size in xy-
plane: 0.2µm) were acquired prior to and at 20-minutes of 
compression, using multi-photon microscopy at 1µm z-
spacing. A 3-D strain analysis was performed by tracking 
the grid position in the tissue for the unloaded and loaded 
conditions. 

RESULTS AND DISCUSSION 
A representative example of cartilage deformation before 
and after mechanical compression is shown in Figure 1. 
Most grid points are identified in the xy-plane by image 
processing and indicated as overlaid red dots (Figure 1). The 
grid inter-spacing in the z-direction (in xz- and yz- planes) 
visibly decreased in the mechanically-loaded (Figure 1B) 
compared with the unloaded tissue (Figure 1A). The 
unconfined compression protocol resulted in overall axial 
strains of ~22.5% in the 100µm-thick tissue, which is 1.8 
times higher than the applied nominal tissue strain (12.5%). 
This is due to the low compressive stiffness in superficial- 
compared to mid- and deep- zone cartilage [4]. When 
individual 10µm-thick-layers were analyzed, the local axial 
strains varied from 20- 30%. However, only small strains 
(<2%) occurred in the tangential directions (xy-plane).  

Figure 1: Orthogonal view of mechanically (A) unloaded 
and, (B) 12.5% nominal strain-loaded cartilage. 3-D grid 
lines (dark lines) of eleven 10µm-spaced layers were 
imprinted onto fluorescently-labeled tissue (green) by 
photo-bleaching. The black ellipses are cartilage cells. Scale 
bar represents 20µm.  

CONCLUSIONS 
We developed a high-resolution (10µm) imaging technique 
that allows for direct measurement of 3-D strain fields in 
intact cartilage. As chondrocytes range between 10-20µm, 
our imaging protocol allows for detailed analysis of the cell 
micro-environment. Future studies will focus on 
investigating the relationship between tissue deformation 
and cell biosynthetic response to enhance our understanding 
of the mechanisms underlying cell mechano-transduction. 
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INTRODUCTION  
Cell migration is known to play an important role in a 
number of physiological events in living body such as 
morphogenesis, wound healing, and tumor metastasis. This 
cellular process can be initiated and controlled by external 
physical cues which include a gradient of substrate rigidity 
[1]. Recently, many researchers have shown their interests 
in investigating a collective cell migration. It is because in 
the most cases of human cellular system, cells are moving 
and interacting with other cells in a group. For example on a 
2D surface, epithelial cells always bound to their neighbors 
via cell–cell adhesion molecules such as E-cadherins [2].  

MEMS techniques have been employed to measure cellular 
behaviors at micro-scales. In this study, we focus on the 
effect of substrate rigidity on cell migration behavior by 
using a microfabricated device. We have fabricated a 
PDMS-based microfluidic device which consists of 
microchannels with flat surface and micropillars to serve 
different substrate stiffness for evaluating velocity profile of 
collective cell migration. 

METHODS 
A PDMS-made microfluidic device was used to observe 
migration of a group of cells. Briefly, a silicon-based SU-8 
mold of the device was first fabricated via photolithography 
process. The microfluidic device was then prepared using 
double casting fabrication method with a mixture of PDMS 
polymer. The device consists of 4 sets of 6 microchannels 
(200 µm wide and 50 µm in height) and a reservoir (15.5 
mm x 16.8 mm) for establishing a confluent cell monolayer. 
Four out of the 6 microchannels were fabricated with arrays 
of micropillars with 2 and 3 µm in diameter (6.5 µm in 
height) at the bottom surface, giving a substrate stiffness of 
13 kPa and 41 kPa, respectively.  

Bovine aortic endothelial cells (BAECs, Cell Application 
Inc, San Diego, USA) were cultured in DMEM 
supplemented with 10% FBS and 1% penicillin and 
streptomycin at 37°C/5% CO2. A suspension of BAECs at a 
concentration of 2.2 x 105 cells/ml with cell culture medium 
was loaded to the reservoir of the microfluidic device and 
the culture was incubated at 37°C/5% CO2 until reaching a 
confluent monolayer. 

On the day of experiment, the confluent cells were set in a 
CO2 incubator on an inverted microscope stage (IX81, 
Olympus, Tokyo, Japan). After backfilling with the cell 
culture medium at the end of the microchannels, the PDMS 
stopper was removed from the microchannels to initiate cell 
migration. A time-lapse image sequence of the cell 
migration was obtained using a 10x objective lens and 
migration rate was calculated. 

RESULTS AND DISCUSSION 
Figure 1 shows cell migration for flat, 13 kPa and 41 kPa 
substrate stiffness at 0 h and 12 h. It was observed that the 
cells migrated faster into flat surface than other 2 
microchannels with 13 kPa and 41 kPa substrate stiffness. It 
was also shown that the migration rate of the cells was 
higher in hard substrate (41 kPa) than soft substrate (13 
kPa). The cells organized an interaction with each other and 
do not exhibit any gaps for most cases not only on the flat 
surface but also on the micropillar substrate. This indicates 
that although the area in contact of cells to substrates is 
different between the flat surface and the micropillar 
substrates this difference may not significantly affect the 
cell migration behavior.  

0 h 12 h 

Flat  

13 kPa 

41 kPa 

Figure 1: Cell migration on flat surface and micropillars 
with stiffness of 13 kPa and 41 kPa. Scale bars: 100 µm. 

CONCLUSIONS 
We have demonstrated collective cells migration using a 
microfluidic device and have found that the collective cells 
migrate faster with increasing the stiffness of substrate, 
indicating cells can monitor substrate rigidity. 
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INTRODUCTION  
Repetitive mild traumatic brain injury (r-mTBI) has been 
gaining increasing attention from the researchers since 
several studies have reported that the cognitive dysfunctions 
after single mTBI become measurably long-term deficits, 
such as delayed speed of processing and memory 
dysfunction, after r-mTBI, contributing to the emerging 
hypothesis that r-mTBI may cause cumulative damage to  the 
brain, and in the absence of cell death, could result in 
cognitive deficits which may ultimately progress to memory 
and learning dysfunction [1]. Studies also associated r-mTBI 
with “second-impact syndrome” and chronic traumatic 
encephalopathy (CTE) as possible consequences of r-mTBI 
[2]. However, the potential injury mechanisms involved in r-
mTBI remain unclear and research on r-mTBI is still in early 
stages. The uniaxial stretching device which could give 
various combinations of strains and strain rates to neurons 
was developed to allow an in vitro model in which subsequent 
injuries were induced by using a uniaxial stretching device 
for realization of the post-injury sequelae of r-mTBI. The 
uniaxial stretching device mainly consists of a servo actuator, 
a linear sensor for measuring tensile displacement, a load cell 
for measuring tensile loading and a polydimethylsiloxane 
(PDMS) chamber which to cultured cells. A full description 
of the device configuration and loading mechanism has been 
published [3]. However, it is difficult to culture cells on 
PDMS for long term which to do repetitive uniaxial stretching 
experiment. This study focus on mechanical properties of 
PDMS and it was determined PDMS culture surface suitable 
for uniaxial chamber which has been developed to evaluate 
damaged neuronal cells by repeated strain. 

METHODS 
Tensile test was carried out using test pieces made of PDMS 
material. Mechanical properties of PDMS depend on the 
mixing ratio of the base material and curing agent, 
temperature, and the time of curing. The basic PDMS 
condition of the mixing ratio of the two liquids are 1:10, 
temperature is 65℃  and the time of curing is 1 hour. 
Compared with that condition, PDMS of new conditions were 
created the mixing ratio of the two liquids is 1:7.5, 1:5 and 
temperature is 100℃ and the time of curing is 24 hour. The 
tensile test was applied until the test piece break. Young's 
modulus was calculated from the relationship of stress strain 
of the test piece under each condition. 

PC12 cells adhesion experiment was conducted. 3types of 
cell culture surface Young's modulus is 0.3, 0.6, 0.9 [MPa] 
(Low, Middle, High group) was employed. Phase-contrast 
images were obtained each 24 hour for 10 days. The medium 
in the PDMS chamber was changed at 4, 8 days during the 
experiment. The number of cells was manually measured. 

Cell adhesion was defined as the cell number on PDMS 
substrate.  

3types of stretching experiments were conducted. The single 
loading groups were subjected to initial stretching with a 
strain of 0.1 at a strain rate of 5 s-1, the repetitive loading 
groups were subjected again to the same stretching 1 h after 
first stretching with a strain of 0.1 at a strain rate of 5 s-1. A 
neurite swelling was defined as a thick part in a neurite. 
Injured neuron was defined as the rate of neurons that have 
neurite swellings. 

Results were expressed as the mean ± standard deviation (SD) 
of 3-4 independent experiments. 50–200 neurons per a PDMS 
substrate were analyzed totally. Means were compared by 
Steel’s multiple comparison test. A p value of less than 0.05 
was considered significant. 

RESULTS AND DISCUSSION 
Strength, elongation, Young's modulus of PDMS test pieces 
obtained from the tensile test are shown in Table 1. This result 
showed that the highest Young's modulus of PDMS was 
prepared by the mixing ratio of the two liquids are 1:10, 
temperature is 100℃ and the time of curing is 24 hour. 

Table 1: Strength, elongation, Young's modulus of PDMS 
test pieces. 

Cell adhesion on all condition of PDMS substrates were 
observed in PC12 cells. Although there was no significant 
difference in the cell number among all groups, cell adhesion 
tended to increase in the High group compared to low, middle 
group at a few days after cell seeding. Therefore, in repetitive 
stretching experiment cell culture surface was employed 
PDMS condition of High group Young's modulus. 

The stretching experiment showed that even though initial 
insult induced some level of swelling formation, swelling 
formation increased by second stretching confirming that r-
mTBI causes increased amounts of cellular damage when 
compared with single insults of the same magnitude. 
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INTRODUCTION  
   Living tissues such as blood vessel and articular cartilage 
are known to be loaded with hydrostatic pressure. Articular 
cartilage is located at the both ends of bones, and facilitates 
joint movements. Many elder people suffer from 
osteoarthritis (OA), which is of the major diseases in 
cartilage. Articular cartilage is composed of cell 
(chondrocyte) 2%, matrices (collagen, proteoglycans) 18% 
and water 80%. When articular cartilage is loaded with 
compressive stress, then chondrocytes are known to be 
loaded with hydrostatic pressure up to about 10 MPa. 
Therefore, many researches have been done for detecting 
how chondrocytes sense the hydrostatic pressure, how 
intracellular signals and gene expressions are regulated.   
   On the other hand, articular cartilage is focused as one of 
the most interest tissue to be regenerated in the field of 
regenerative medicine. Articular cartilages have adequate 
visco-elastic mechanical properties for sustaining weight 
and movements. We introduced static or intermittent 
hydrostatic pressure loading systems, which could realize 
physiological loading conditions. Then, we tried to adapt 
hydrostatic pressure to cartilage tissue engineering, for 
controlling differentiation of chondrocytes because cultured 
chondrocytes are easy to be dedifferentiated, and secondly 
for promoting gene expressions of matrices such as 
collagen, aggrecan, and cartilage tissue regeneration, 
resulting in improving its mechanical properties. We 
presented also possible pathways of signal transduction in 
chondrocyte by hydrostatic pressure loading in terms of 
ERK phosphorylation, RAS/Rap1 activation, and change of 
fluidity in plasma membrane.     
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 Figure 1.    Changes in Plasma Membrane Fluidity by HP 
Loading a: representative lauedan GP images   b:  linear 
relationship between HP and changes in GP 

 Membrane mechanical properties are critical in modulating 
nutrient and metabolite exchange as well as cell signaling. 
The plasma membrane is predominantly composed of lipids, 
cholesterol and proteins, and its fluidity is tightly regulated 
by cholesterol and lipid desaturases. Hydrostatic pressure is 
known to affect membrane fluidity in microorganisms. To 
determine whether membrane fluidity was also altered in 
mammalian cells under pressure, we investigated the effects 
of pressure on membrane fluidity and desaturase expression 
in mouse chondrogenic ATDC5 cells. We describe the 
methods, results and conclusion on this membrane fluidity 
experiments under hydrostatic pressure loading, as follows. 

METHODS 
 To measure membrane fluidity, ATDC5 cells were 

stained with the fluorescent probe Laurdan and pressurized 
from 0 to 55 MPa in a windowed culture chamber mounted 
on a fluorescence microscope. Laurdan was excited at 340 
nm and the emitted light was collected by the blue and green 
channels of a CCD camera, respectively giving two intensity 
values IB and IG; membrane fluidity was assessed by 
calculating the Laurdan Generalized Polarization (GP) using 
the formula GP = (IB-IG) / (IB+IG). For gene expression 
analyses, cells were pressurized for up to 24h in another 
pressure chamber placed inside a 37°C water bath and PCR 
was performed to measure the expression of the desaturase 
genes Fads1, Fads2, Scd1 and Scd2. 

RESULTS AND DISCUSSION 
   Laurdan imaging of pressurized ATDC5 cells showed a 
linear increase in the Laurdan GP, and hence a decrease in 
fluidity, under increasing pressure as shown in Figure 1. 
PCR analyses showed that ATDC5 cells under 10 or 20 
MPa for 24h saw a significant decrease in the expression of 
all four desaturases under study. Cholesterol, which also 
decreased membrane fluidity, had a similar effect but 
removing cholesterol from the plasma membrane did not 
affect the desaturase down-regulation under pressure. 

CONCLUSIONS 
   These results show that hydrostatic pressure affects 
mammalian cell membrane properties and suggest that the 
lipid membrane itself could play a leading role in pressure 
mechanotransduction. 
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INTRODUCTION  
Mesenchymal stem cells (MSCs)-based self-assembled 
tissue (scSAT) has great potential as a repairing material for 
cartilage tissue1-2. However, the collagen density and 
amounts of extracellular matrix elements contained in the 
scSAT are insufficient for clinical application. It is known 
that cultivation of MSCs in collagen gel is one of major 
methods for generating tissue repair material and tendon. In 
addition, it has been reported that fibroblasts can remodel a 
hydrated collagen lattice to a tissue-like structure3. 
However, the density of collagen and mechanical property 
of the constructs produced in collagen gel are low. To solve 
these problems, we focused on the result that self-assembled 
collagen was obtained in collagen-dissolved acidic solution 
neutralized at 37°C4. In the present study, we have 
developed an aggregate consisting of mesenchymal stem 
cells and collagen fibril as a novel tissue-engineered 
material. The structural properties of the aggregate were 
analyzed. 

METHODS 
Porcine dermal collagen-suspended acidic solution of 3 
mg/mL (collagen solution) was neutralized by a medium 
(Dulbecco’s modified Eagle medium (DMEM) 
supplemented with 10% fetal bovine serum, 100 U/mL 
penicillin, 100 µg/mL streptomycin, and 2 mM L-ascorbic 
acid 2-phosphate). The mixture was incubated for 1 day at 
37°C to obtain self-assembled collagen. Meanwhile, MSCs 
were obtained from synovial membranes derived from 
human knee joints. After 4-time passage, self-assembled 
collagen and MSCs at a density of 4×105 cells/cm2 were put 
on a Millicell® cell culture insert (cell insert) installed on a 
6-well culture plate. They were dehydrated by centrifugation 
of 1,000 rpm, then the aggregate of self-assembled collagen 
and MSCs (fibril/MSCs) was cultured in the medium for 7 
days. For comparison, a composite of collagen gel and 
MSCs (gel/MSCs) was also prepared as a control. A mixture 
of 3 mg/mL collagen solution, quintuple-concentrated 
DMEM, and 37 g/L NaHCO3 in a ratio of 7:2:1 were mixed 
on ice to make collagen gel. The gel solution and MSCs at 
the density of 4×105 cells/cm2 were put on the cell culture 
insert installed on a 6-well culture plate and cultured for 7 
days. After cultivation, the structure of both fibril/MSCs and 
gel/MSCs were observed using a scanning electron 
microscope (SEM). 

RESULTS AND DISCUSSION 
Gross appearance of fibril/MSCs and gel/MSCs were shown 
in Figs. 1(a) and (b). The gel/MSCs composite was 
extremely soft due to a large amount of water. On the other 
hand, the fibril/MSCs exhibited a sheet-like tissue having 
fibrous structures. SEM images of the fibril/MSCs and 
gel/MSCs were shown in Figs. 1(c) and (d). The surface of 
gel/MSCs exhibited a gently undulated structure uniformly 

consisting of fine fibrils of approximately 10 µm in diameter. 
In contrast, the surface of fibril/MSCs had a 3-dimentionaly 
complex, hierarchial structure consisting of fine fibrils and 
thick fascicles of approximating 10-50 μm in diameter. 

Figure 1: Gross appearance of (a) fibril/MSCs and (b) 
gel/MSCs. SEM images of the surfaces of (c) fibril/MSCs 
and (d) gel/MSCs.  

It has been reported that the collagen obtained in collagen-
dissolved acidic solution neutralized at 37°C was ranged 
from 1 µm to 5 µm in diameter4. It is considered that the 
thick, collagen fascicle-like structure observed in the 
specimen of fibril/MSCs was generated from MSCs. Such 
structure was not observed in the specimen of gel/MSCs. It 
is, therefore, suggested that the generation of collagen 
structure is more active in fibril/MSCs than in gel/MSCs, 
possibly due to the effect of centrifugal treatment in the 
production process of fibril/MSCs. This feature of 
fibril/MSCs is beneficial to the improvement of the 
structural property of scSAT. 

CONCLUSION 
In this study, we have developed a fibril/MSCs aggregate 
via culturing MSCs with a collagen fibril-suspended, 
neutralized medium. The aggregate has abundant MSCs and 
matured hierarchial fibril- and fascicle-scale collagen 
structure. Therefore, it is suggested this aggregate has a 
potential as a novel tissue-engineered material for cartilage 
repair. 
. 
ACKNOWLEDGMENT 
The present study was financially supported by the Grant-
In-Aid for Scientific Research B (#16H03172) from the 
MEXT, Japan, and the Priority Research Fund from Tokyo 
Metropolitan University (2015-2017) 

REFERENCES 
1. Ando W, et al., Biomaterials. 28:5462-5470, 2007
2. Fujie H, et al., Journal of Biomechanics. 48:4101-4108,

2015 
3. Bell E, et al., Proc Natl Acad Sci USA. 76:1274–1278,

1979  
4. Ueno M, et al., Biomedical Materials. 9, 2014



P452 - SIMILARITY OF KNEE MUSCLE SYNERGIES BETWEEN TWO DYNAMIC TASKS 

1Teresa E. Flaxman, 1Mohammad S. Shourijeh, 2Tine Alkjaer, 2Erik B. Simonsen, 3Michael R. Krogsgaard, 1Daniel L. Benoit 
1University of Ottawa, Canada 

2University of Copenhagen, Denmark 
3 Bispebjerg Hospital, Copenhagen, Denmark 

Corresponding author email: dbenoit@uottawa.ca 

INTRODUCTION  
The central nervous system is theorized to control numerous 
degrees of freedom of the body by a reduced set of 
activation signals called muscle synergies. Muscle synergies 
are suggested to represent basic neural mechanisms that are 
common across different dynamic conditions [1]. This study 
determined if two knee extensor dominant tasks that varied 
in demand levels and complexity but showed similar 
movement profiles would recruit common muscle synergies 
or if synergies were task specific. 

METHODS 
Twenty-two healthy adults performed 10 squatting and 
lunging tasks at a controlled speed. Electromyography 
(EMG) of ten muscles, kinematics and kinetics were 
collected and normalized to percent cycle (squats) or time 
spent on the force plate (lunges). Concatenated non-negative 
matrix factorization (CNMF) extracted muscle synergies 
and corresponding activation coefficients [2]. The number 
of synergies that reconstructs >90% of variance accounted 
for (VAF) in the original EMG data was extracted. Between 
task similarity of synergy vectors was assessed with 
interclass correlation coefficients (ICC(1,k)). Similarity was 
accepted at ICC≥0.75. The uniqueness of each task’s 
synergies was evaluated with cross-reconstruction [3].  

RESULTS & DISCUSSION 
Two muscle synergies were extracted from the experimental 
squatting data and three synergies from the lunging data 
(Figure 1). S1 (ICC=0.99) and S2 (ICC=0.79) of both tasks 
were statistically similar and could reconstruct the data of 
the opposite task. S1 of both tasks were dominated by 
quadriceps muscle weightings. Corresponding C1 profiles 
were statistically similar to knee extensor moment patterns 
(ICCs>0.75). Supported by previous work [4], S1lunges and 

S1squats are suggested to be specific for body support and 
movement control.  

A “general” muscle synergy was observed in S2 of both 
tasks. Since the knee lacks sufficient muscular contributions 
to support against frontal and transverse plane loads, these 
synergies are co-activation strategies to support the knee 
throughout the task cycle. Lunging required an extra 
synergy (S3lunges) to be recruited for heel strike and push-off 
phases. Recruitment of additional task specific synergies has 
been observed when tasks increase in complexity [1]. 
Considering non-contact knee injuries occur at time of 
impact and gastrocnemius activity is altered in populations 
with unstable knees [5], this extra synergy may provide 
insight into strategies of knee stabilization.  

CONCLUSION  
The consistency in synergy structure and function suggests 
muscle synergies represent moment generating or joint 
stabilizing motor modules that can be flexibly recruited to 
execute a variety of movements. 
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Figure 1: Muscle synergies, S, and activation coefficients, C for A) squatting and B) lunging tasks. Muscle weightings 
indicate the relative importance in the synergy. C curves are normalized to percent cycle (squats) or time spent on forceplate 
(lunges). GM-gluteus medius; ADD-adductors; MG-medial gastrocnemius; LG-lateral gastrocnemius; ST-semitendinosus; BF-
biceps femoris; VM-vastus medialis; VL-vastus lateralis; RF-rectus femoris; TFL-tensor fascia lata; HS-heel strike. 
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INTRODUCTION  
Total hip arthroplasty (THA) is the key solution to persons 
who desire to attain the lively lifestyle after severe hip 
pathology. At present, hip arthroplasty is familiar to people 
and surgeons, however detailed knowledge in the field of 
mechanics, design, loading conditions in the hip and in 
computational methods are far more important in the 
auxiliary development of  hip implant design and surgery. 
Although several causes were identified by the researchers 
for the failure of hip implants, stress induced in the hip 
implants during daily activities holds a significant value 
which leads to wear and loosening of the implants. During 
normal walking activity, the hip loading pattern varies from 
person to person based on their weight and the peak hip joint 
load leads to hip pathology [1]. Even though THA are 
carried out for hip joint failure, when compared with the 
natural joints the mobility and load transfer ability gets 
altered. This kind of alteration occurring through THA may 
limit the daily activities and acts as a root for misalignment 
of the implant [2].  

Denoting to the above discussions, we made an investigation 
to identify the influence of cross-section of the stem in the 
stress distribution in the hip implants. Analyses were 
performed in the two types of stem geometry characterized 
as type A (without notch) and type B (with notch), which 
leads to identical geometry in implant contour but altered 
stem cross sections. The most commonly used bio material 
Ti6Al4V is considered for the stem and it is evaluated for 
idealized condition for comparison between the considered 
stem types.  

METHODS 
The geometric modelling of the hip implant follows the 
model from literature [3], with a design change to improve 
the performance of the implant in stress distribution. 
Analysis of the implant along with actual femur geometry 
leads to more computational time and mostly to the situation 
of memory error in the hardware. In this investigation, 
analogous to the femur, a cylindrical structure was 
considered to house the implant for analysis. A plate like 
arrangement is provided with the cylinder for supplementary 
constraint purpose, to make an idealized analysis. Poly 
methyl methacrylate (PMMA) polymer is considered for 
bone cement and the properties of cortical bone, Ti6Al4V 
and PMMA were obtained from available literatures. 
Physiological loading environments are binding data, for the 
performance investigation of hip implant.  

According to the type of activity performed the loading 
pattern on the hip varies from 180 to 279 % of body weight 
(BW) [4]. An adult male having body weight of 85 kg under 
fast walking condition is considered for this analysis and a 
load of 2170 N, which corresponds to maximum hip joint 
load during walking is applied at the tip of the stem.  

RESULTS AND DISCUSSION 

The profile of type A, type B stems and their idealized test 
conditions used in this investigation are shown along with 
Von Mises stress (Figure 1). Stresses were measured at four 
different landmark spots (LS) in both the implants for 
comparison. 

Figure 1: Stems with idealized conditions and results. (a) 
Type A stem, (b) Type B stem, (c) Idealized test condition, 
(d) Von Mises stress in stem without notch (e) Von Mises 
stress in stem with notch. 

The Von Mises stress of 100 MPa and 95 MPa were 
obtained in type A and B stem at LS 1, thus a 5 % reduction 
in stress is observed in the stem with a notch. Stress of 49 
MPa is observed at LS 2 in stem without notch, whereas 25 
MPa in stem with notch, which provides a 48.97 % 
reduction in stress in stem with notch. Similarly, a 62.5 % 
stress reduction is noticed in notch profile stem at LS 3. At 
LS 4, stress of 58 and 45 MPa is observed in stem without 
and with notch respectively, which offered a 22.41 % of 
reduction in stress. By the execution of design and 
mechanics concepts in the type B stem, better stress 
reduction is obtained when compared with single notch stem 
explained in earlier literature [3].  

CONCLUSIONS 
In this work the influence of stem profile in stress 
distribution of hip implants by considering two types of 
stem profiles were investigated. Out of the two types of 
stems considered, a stress reduction of 62.5 % is achieved 
by the proper implementation of design criteria. Based on 
the results it is quantified that the stem profile has a major 
influence in stress developed in implants and the attained 
stress reduction in type B (without notch) stem promotes the 
life of implant by postpone the wear and loosening of 
implants.  
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INTRODUCTION  
The effectiveness of the swimming relay event is highly 
reliant of the relay changeover-time [1,2]. This action is 
very short; however, those relay teams with shorter 
changeover-times can gain a competitive advantage ahead of 
those teams with an equal or shorter swim time [1,3,4]. A 
major challenge in executing a successful relay changeover 
is the ability to correctly time the movements of the 
incoming swimmer with those of the outgoing swimmer [4]. 
The “perfect” changeover is when the toes of the outgoing 
swimmer will leave the starting platform at the same instant 
as the incoming teammate’s fingers touch the wall [3]. 

Recent research on feedback in sport has indicated that there 
has been a large shift towards real-time feedback during 
training. In addition, feedback needs to be considered from 
both a measurement and a relevance perspective while being 
task and performer specific [5]. Currently, there are no low-
cost timing systems commercially available to provide real-
time relay changeover feedback to athletes and coaches. 
This led to the development of the Relay Test 
(Superinteractive, Geelong, Australia) Apple iOS 
Application (App). The system connects directly into the 
Omega OCP5 touchpad and Omega OSB11 start block 
currently used at major swimming pools and competitions. 
Thus, the purpose of this pilot study was to determine if this 
Relay Test system is a suitable and reliable relay 
changeover-time measurement training tool.  

METHODS 
Three sub-elite athletes randomly performed the relay 
changeover using either the single-step or double-step start 
technique. A total of ten changeover-time trials were 
recorded for each of the two start techniques. Reliability and 
concurrent validity statistical analyses were undertaken 
using two customised spreadsheets created by Hopkins [6]. 
The time-validated video footage from two high-speed 
cameras (recording at 240 frames-per-second) were used as 
the criterion measurement. One camera filmed the start and 
the other was positioned underwater and recorded the 
incoming swimmer’s fingers touch on the wall. Alternating 
athletes within the trials was considered acceptable as the 
aim was to assess the Relay Test’s ability to measure relay 
changeover-time compared to the criterion measurement. 

RESULTS AND DISCUSSION 
The reliability of the Relay Test system was calculated to 
determine its consistency and reproducibility. The overall 
ICC between the Relay Test system (practical) and the time-
validated video (criterion) for both the two start techniques 
resulted in a very strong correlation (ICC = 0.99 with limits 
of agreement = 95%, respectively). Table 1 presents the 
relay changeover-time for both the single-start and double-
leg starts. 

Table 1: Relay Changeover-Times for Single and Double-
Leg Starts 

Single-Leg Start Double-Leg Start 
Trial 
No. 

Relay 
Test (s) 

Video (s) 
Relay 

Test (s) 
Video (s)

1 0.34 0.35 0.16 0.11 
2 -0.08 -0.15 0.54 0.52 
3 0.15 0.17 -0.01 -0.10 
4 0.34 0.33 -0.22 -0.23 
5 -0.07 -0.05 0.45 0.40 
6 0.01 0.03 0.03 -0.06 
7 0.24 0.25 0.02 0.01 
8 0.03 0.04 0.41 0.41 
9 0.01 0.00 -0.22 -0.21 

10 0.33 0.32 -0.17 -0.17 
MEAN 0.13±0.17 0.13±0.18 0.07±0.28 0.10±0.28 

Concurrent validity analysis was assessed to ensure the 
Relay Test system’s ability to measure relay changeover-
time. For both start techniques, the regression equation 
returned an R2 value of 0.98 which was interpreted as a very 
high correlation. Also, the standardised typical error 
estimate was interpreted as small according to Hopkins [6]. 
This indicated that the differences between the practical and 
criterion measurement will have small practical significance 
to the relay changeover-times displayed on the Relay Test 
App.  

CONCLUSIONS 
This study aimed to examine relay changeover-time data 
measured from a novel Relay Test App. The findings from 
the reliability and concurrent validity analyses indicated that 
the system could be suitable for practical application using 
one particular Omega OCP5 touchpad and Omega OSB11 
start block. Coaches and athletes were given an indication of 
the reproducibility of the Relay Test system to measure relay 
changeover-time within the training environment (providing 
the adequate functionality of the Omega OCP5 touchpad 
and Omega OSB11 start block) and has opened further 
research and development opportunities. 
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INTRODUCTION  
It is well known that the actin cytoskeleton provides 
mechanical support and endogenous force generation for 
cell shape determination and migration. Furthermore, it has 
been demonstrated that the actin cytoskeleton is related to 
cell fate, specifically proliferation and differentiation [1].  

The actin cytoskeleton is connected with the nucleus 
through inner nuclear membrane proteins. The membrane 
proteins interact across the luminal space with other nuclear 
envelope proteins such as lamins, which form stable nuclear 
structures and can bind to chromosome DNA. Through this 
link, the mechanical force is assumed to be directly 
transmitted to the nuclear interior. This link changes nuclear 
morphology and intra-nuclear architecture, specifically 
chromatin recombination, nuclear matrix distortion, and 
DNA melting, which lead to alter the nuclear transportation 
of soluble signaling intermediate, and transcription events. 
Thus, it is important to clarify how actin cytoskeleton links 
to the cell nucleus, in order to understand the mechanism of 
the actin cytoskeletal control of the cell proliferation and 
differentiation. 

In this study, the change in the positional relationship 
between the actin cytoskeleton and the cell nucleus during 
osteogenic differentiation was evaluated by a confocal 
microscopy.  

METHODS 
Bone marrow derived human mesenchymal stem cells 
(Lonza) were plated on a cover slip and cultured in 
mesenchymal stem cell growth medium (Lonza). Osteogenic 
differentiation medium is used for the osteogenic induction.  

For the visualization of the positional relationship between 
the actin cytoskeleton and cell nucleus, fluorescent staining 
was performed by fixing cells in 4% paraformaldehyde. 
Cells were washed and permeabilized with 0.2% Triton-X, 
and blocked with 0.2 % gelatin in PBS. After several 
washes, the cells were incubated with Alexa Fluor488 
phalloidin (diluted 1:40, Invitrogen) for 1 hour, and then 
incubated with 1g/ml DAPI. The fluorescent images were 
acquired using a confocal laser scanning microscope 
(FV3000, Olympus) with a 60× 1.42 NA oil immersion 
objective lens. 

RESULTS AND DISCUSSION 
The organization of the actin cytoskeleton and the 
distribution pattern of the DNA changed during the 
osteogenic differentiation.  

Thick actin stress fibers traversing along the cell were 
observed in the MSCs before the induction of the osteogenic 
differentiation. The stress fibers were formed in the lateral 

sides of the nucleus, and were less on the top of the nucleus. 
The shape of the nucleus projected from top of the cell was 
ellipse (Fig. 1a). The orientation direction of the actin stress 
fibers and the major axis direction of the nucleus were 
almost the same. DNA density was high at the periphery of 
the nucleus, compared with the inner nuclear (Fig. 1a).  

Seven days after the osteogenic differentiation induction, the 
thick stress fibers traversing along the cell were observed. 
Different from MSCs before differentiation, the stress fibers 
running across the top of the nucleus were formed in the 
cells after the differentiation induction. The surface of the 
nucleus under the traversing actin stress fibers were 
depressed. The shape of the nucleus projected from the top 
of the cell was ellipse (Fig. 1b), but the peripheral shape was 
more irregular compared with the MSCs. The orientation 
direction of the actin stress fibers and the major axis 
direction of the nucleus were almost the same. The DNA 
accumulation at the nuclear periphery was not observed in 
the cells seven days after the differentiation induction (Fig. 
1b). 

Figure 1: DNA distribution of the cell nucleus in (a) a 
MSC, and (b) a MSC after seven days of osteogenic 
differentiation. Scale bars, 5 m. 

CONCLUSIONS 
The observation of the actin cytoskeleton and the cell 
nucleus demonstrated the formation of the stress fibers 
traversing on the top of the nucleus during the osteogenic 
differentiation. The dorsal stress fibers could lead to change 
in the DNA distribution in the nucleus during the osteogenic 
differentiation. The results will be a basis to understand how 
intranuclear DNA architecture is affected by the mechanical 
force in the actin cytoskeleton during the osteogenic 
differentiation. 
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INTRODUCTION  
A non-contact anterior cruciate ligament (ACL) injury is 
both a serious and  common problem in volleyball. The 
combination of high ground reaction forces and the high 
frequency of jumping and landing during practice sessions 
and games are thought to be significant determinants of 
injury[1]. 

There are several landing techniques used by volleyball 
players during successful or unsuccessful blocks. Two of 
these are the ‘stick’ and the ‘step-back’ techniques. Players 
usually use a ‘stick’ landing after a successful block and a 
‘step-back’ landing after an unsuccessful block [2]. Both the 
stick landing and the step-back landing  can have an impact 
on biomechanical factors that present a risk for the 
occurrence of ACL injuries. 

The aim of the study is to compare two landing movements 
(stick VS step-back ) on muscle activation level of lower 
limbs and the difference of the ground reaction force . 

METHODS 
A single elite male volleyball players participated in the 
study. None of the subject had a history of hip, knee or 
ankle surgery within the previous 6 months.  
Two force plates (AMTI, Massachusetts, USA). embedded 
in the floor were used to determine the ground reaction 
force, with a sampling rate of 1000 Hz. The gluteus 
maximus, iliopsoas, rectus femoris, biceps femoris, vastus 
medialis, vastus lateralis, tibialis anterior and gastrocnemius 
muscles 
Were assessed by means of surface electromyography.The 
experimental setting was based on a real game situation. 
There was a male volleyball net installed in the laboratory. 
The upper edge of the net was set 2.43m above the floor. To 
normalise the height of  the jump, a static volleyball was 
suspended in the space above the net.  

The subject performed a jump and block of the static ball 
above the net. A standing calibration trial was carried out, 
after which the subject had to perform three successful 
attempts at a stick landing and three  successful attempts at 
step-back landing(with the right lower extremity stepping 
back away from the net).  

The SEMG signal was analyzed in a period corresponding to 
a movement cycle: an interval of 200 ms before the time of 
impact and 200 ms after the time of impact .  

The raw electromyography signal was rectified and the root 
mean square (RMS) values were calculated in the pre-
landing phase and in the post-landing phase. Those values 
were normalized by the MIVC of the full-wave rectified 
signal. 

RESULTS AND DISCUSSION 
The aim of the study is to compare two landing movements 
(stick VS step-back ) on muscle activation level of lower 
limbs and the difference of the ground reaction force . 
The main finding of the study is maximum force showed at 
the First Peak ground reaction force, and it was greater 
during step-back landing on the right lower limb than stick 
landing.  

ACL injury appears to occur most often just after the initial 
contact with the ground or during passive loading when F1 
occurs  [3].  

Figure 1: The muscle activation  level of lower limbs after 
landing. 

F1 was the time period 200 ms after the time of impact on 
muscle activation. The RMS values and the timing of onset 
activity were calculated for the eight studied muscles. the 
step-back landing presented a lower RMS value post-
landing for iliopsoas, rectus femoris, biceps femoris, and 
gastrocnemius muscles. 
The quadriceps and gastrocnemius act as ACL antagonists 
and may increase PATSF along with resultant ACL loading 
when the muscles contract, and the hamstrings are an ACL 
agonist and reduce ACL loading by directly offsetting 
PATSF[4].  

CONCLUSIONS 
This study measured the EMG activity and ground reaction 
force to compare the difference in stick landing and step-
back landing, and concluded the lower extremity may be 
exposed to a  risk of ACL injury when stepping back from 
the net during the initial impact phase after a step-back 
landing. 
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INTRODUCTION 
 Cerebrovascular disease is commonly known as stroke and 

is ranked as third in the top 10 leading causes of death in 

Taiwan. According to the Ministry of Health and Welfare in 

2007, the prevalence rates of hypertension and 

hyperglycemia increase with age. Changes in the age 

composition of the Taiwanese population will lead to it 

becoming an aged society by 2018 and a “hyper-aged” 

society by 2025. Therefore, it can be inferred that the 

Taiwanese society will encounter severe public health 

problems regarding stroke and post-stroke rehabilitation 

needs. To counter this, many studies have proposed early 

passive movement and shown that providing support and 

protection in the flaccid stage can prevent immobility and 

soft tissue contracture, and minimize the risk of hemiplegic 

shoulder pain. Rehabilitation places a heavy burden on 

physical therapists because a one-on-one interaction with the 

patient is required (1, 2). The purpose of our study is thus to 

develop a low-cost and portable rehabilitation device for the 

rehabilitation of patients at home. Home-based rehabilitation 

is not only more convenient but also reduces the cost of 

rehabilitation and burden on physical therapists. 

METHODS 

The rehabilitation device we developed produces shoulder 

abduction and adduction by inflating and deflating airbags 

in the device. The device includes one inflatable vest (using 

Velcro to fix the vest on the body, being suitable for either 

arm) and one control box. The control box has three mode 

buttons: modes I/II/III. Patients simply need to wear the 

inflatable vest and press the particular mode button as 

advised by a physical therapist. Then, the rehabilitation 

device helps patients to complete passive movement. The 

results of a system stability test showed that the lifting angle 

variation of our device under different external forces (0–3 

kg) was below 3°. It appears that our device has good 

suitability for users with a wide range of body weights. A 

positive correlation between external force (0–2 kg) and the 

pressure in the airbag was identified in a loading vs. airbag 

pressure experiment. If the same patient’s pressure in the 

airbag steadily rises during the course of rehabilitation, close 

attention should be paid to the increase in muscle tension. 

Our shoulder rehabilitation device is one of the most cost-

effective and user-friendly devices for stroke patients to 

perform the passive movement rehabilitation at home.

S

P

I

G

P

I

O
Drive

Circuit
Solenoid Valve

Air Pump

8051

Analog signal

Digital signal

Pressure

sensor

Emergency 

Button

Alarm

LCD

module

G

P

I

O

G

P

I

O
Emergency

Inflate and deflate Control

Figure 1: The system configuration 

CONCLUSIONS 

The developed inflatable shoulder rehabilitation device has 

good suitability for users with a wide range of body weights. 

The experiment shows that the lifting angle variation of our 

device under different external forces is below 3°. In other 

words, our device can lift most users’ arm to almost 90°, 

which is the maximum setting angle of this proposed device. 

Finally, it is more safe and smooth than the robot-aided 

shoulder movement therapy.  
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RESULTS AND DISCUSSION 

  The system has been implemented and the system 

configuration shown in Figure 1.  This rehabilitation 

device can provide a simple way for passive shoulder 

movement training for the stroke patients. The information 

of the rehabilitation process can be sent to clinics or 

hospital through WIFI transmission.  
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INTRODUCTION  
Stress urinary incontinence (SUI), the leakage of urine during 
tasks that increase intra-abdominal pressure (IAP), affects up 
to 25% of women. This multifactorial disorder is thought to 
arise from some combination of defects in urethral sphincter 
function, urethral support, and pelvic floor muscle (PFM) 
mechanics. The contributions of the PFMs to continence 
control are currently not well understood. 

Transperineal ultrasound (TPUS) imaging has been used to 
evaluate connective tissue defects, but only one other 
research group has reported on urogenital kinematic profiles 
for the purposes of evaluating PFM function. Jones et al. 
showed differences in the displacement of the anorectal angle 
(ARA) in women with and without SUI, during coughing [1]. 
Using our UROKIN software [2], we have the capacity to 
investigate the biomechanics of the urogenital system to gain 
a better understanding of pelvic floor mechanics during 
functional tasks. The purpose of this work was to assess the 
feasibility of using kinematic profiles generated by the 
UROKIN software to study differences in PFM function 
between women with and without SUI.    

METHODS 
Our local institutional research ethics board approved this 
study and all women provided written informed consent prior 
to participating. As part of a larger protocol, women 
underwent a clinical assessment of PFM strength (Modified 
Oxford Scale; MOS) and TPUS images were acquired using 
a GE Voluson-i (GE Healthcare, Canada) system in B-mode. 
A 3D curvilinear probe (8-4MHz) was used for all imaging, 
with acquisition angle set to 85°. Participants were imaged in 
supine while they performed three repetitions of a maximum 
voluntary contraction (MVC) of their PFMs.  

TPUS data were processed using the UROKIN software [2] 
to yield kinematic curves for several urogenital landmarks. 
ARA displacements are presented for the purposes of this 
study. Curves were normalized from rest to 90% of the peak 
shortening of the levator plate, and were averaged across each 
group. The magnitude and timing of peak ARA 
displacements were compared between groups using 
Student’s t-test or Wilcoxon rank sum, as appropriate, and 
correlations were tested using Spearman’s Rho (α=0.05).  

RESULTS AND DISCUSSION 
Women with SUI were similar to those with no history of SUI 
in terms of age (47±2 vs 38±3 years) and body mass index 
(23±1 kg/m2 vs 26±1kg/m2), but had lower PFM strength 
(MOS 3±0.1 vs 4±0.1, p<0.001). Compared to the control 
group, the women with SUI exhibited less anterior 
displacement (control 12±1mm, SUI 8±1mm, p<0.01) and 
earlier peaks in cranial motion (control 77±9%; SUI 56±7%, 
p<0.05) of their ARAs (Figure 1). The magnitude of the peak 
anterior displacement (Rho=0.65, p<0.001) and the timing of 
the peak cranial lift (Rho=0.48, p<0.01) of the ARA were 
moderately correlated with PFM strength.  

Between-group differences in anterior motion of the ARA 
during PFM MVC suggest that women with SUI have less 
capacity to shorten their PFMs, likely reflecting weakness of 
the pubovisceral component of the levator ani group. Despite 
evidence that the PFMs are still actively contracting (i.e. 
continued shortening of the levator plate), in the women with 
SUI, the cranial motion of the ARA plateaus roughly halfway 
through the task. This finding may point to weakness or 
connective tissue restrictions within the iliococcygeus 
component of the levator ani group, as its attachments and 
orientation suggest that it is primarily responsible for lifting 
and/or supporting the pelvic organs. 

Figure 1: The (A) cranial-caudal and (B) antero-posterior displacement of 
the anorectal angle during maximum pelvic floor muscle contraction in 
women with (red) and without (green) stress urinary incontinence (red). 

CONCLUSIONS 
Using UROKIN, differences between women with and 
without SUI were detected in the magnitude and timing of 
anterior and cranial ARA motion during PFM MVCs. These 
results support the feasibility of UROKIN as a robust 
approach to the biomechanical assessment of PFM function.  
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INTRODUCTION  
White thrombus is one of the serious problems in the 
development of artificial organs. White thrombus is mainly 
composed of platelets. Platelet activation, deposition and 
aggregation are the three important steps in the formation of 
thrombus. Platelet activation and deposition have been 
simulated using concentration transport model by our 
previous work[1]. It was solved by finite difference 
method(FDM). However, FDM cannot be used to simulate 
particle dynamics because FDM is an Eulerian method. And 
platelet aggregation can be expressed by a kind of particle 
dynamics. On the other hand, other researchers successfully 
simulated platelet aggregation by dissipative particle 
dynamics[2]. But they cannot simulate other steps, such as 
platelet activation and deposition. 

Thus in this paper, (i) assuming that platelets are particles, 
dissipative particle dynamics (DPD) is used to simulate 
platelet aggregation on orifice flow, (ii) the combination of 
DPD and FDM will also be proposed to simulate the whole 
steps in thrombosis. 

METHODS 
Orifice pipe is the computational target in this research. The 
diameter of the pipe is 2.2cm, and the length of the fluid 
domain is 20.7cm. Inlet flow rate is 5 L/min, which 
corresponds to 5300 for Reynolds number. Launder-Kato k-
epsilon turbulent model is used for the computation of flow 
field. And dissipative particle dynamics (DPD) is used for 
the simulation of the movement of platelets on the flow.  

In this DPD, the motion of each platelet is described by the 
Newton's law equation[2]. The force on ith platelet includes 
two terms, they are (i) the force exerted by the fluid and (ii) 
interaction force with other platelets as in equation(1):  

                                                       (1) 
                  

In equation (1), a is platelet radius. ρP and ρ are density of 
platelet and the suspending fluid. Vi is the velocity of ith 
platelet, obtained from a local, volume-averaged fluid 
velocity. Finteraction is the force exerted between the ith platelet 
and other platelets or the vessel wall surface. In this 
simulation, 1514 platelets are set uniformly in the fluid 
region. In addition to that, 168 platelets are set on the wall to 
simulate platelet aggregation on the wall. And cyclic 
boundary condition for inlet and outlet is used, which means 
that platelets which go out the outlet are set at the 
corresponding position of inlet to keep the constant number 
of platelets in the fluid domain.  

For the next step, this DPD will be combined with FDM. By 
DPD, the aggregation of platelet on the wall can be 
simulated, and the aggregation on the wall can be described 
as the probability to fix platelets on the wall. By FDM, the 

deposition of activated platelet(AP) can be simulated, and 
the deposition can be described as the probability to obtain 
activated platelets from the fluid. And the product of 
probability(from DPD results) and deposition number of AP 
(from FDM results) can be thought to be the aggregation of 
AP on the wall. 

The aggregated number of activated platelets(Magg(x,t)) is 
the product of the probability of aggregation(P(x)) and the 
deposition number of activated platelets(Mdep(x,t)) as 
follows: 

                                                 (2) 

After getting Magg(x,t), total aggregated number of activated 
platelet will be computed, and its initial gradient will also be 
computed. 

RESULTS AND DISCUSSION 
Figure 1 shows the position of platelets at 0s and 0.2s on 
orifice flow. As is shown in figure 1(a), platelets are 
uniformly distributed in the flow at first. Figure 1(b) shows 
the position at 0.2s. It is found that some of them keep 
separated in the flow, others get aggregated and become 
clusters. It is also found that more platelets aggregate in the 
low velocity area. It is thought that the aggregated platelets 
near the wall have the high probability to adhere on the wall. 
The adherence will cause thrombosis.   

(a) 0.0s 

(a) 0.0s 

(b) 0.2s 
Figure 1: Position of platelets on orifice flow at different 

time (radius of platelets has been enlarged) 

CONCLUSIONS 
It is concluded that (i) DPD model is an effective method to 
simulate the motion of platelets on orifice flow, (ii) the 
aggregation of platelets occurs during their motion. 

REFERENCES 
1. Yi Y, Tamagawa M, Journal of Medical Imaging and

Health Informatics. 2017.
2. Pivkin I.V., et al. Proceedings of the National Academy

of Sciences of the United States of America, 2006.

Aggregated platelet 

.
dt

d
)(

3

4
eractionint

i
P

3
i F

V
F  a

)t,x(M)x(P)t,x(M depagg 



P460 - HAND-BIKE: EXPERIMENTAL ESTIMATION OF THE DYNAMIC PARAMETERS OF THE UPPER LIMB 

1Ghazaleh Azizpour, 1Abdelmajid Ousdad, 1Giovanni Legnani, 1Matteo Lancini, 1Giovanni Incerti and 2Paolo Gaffurini 
1University of Brescia 

2Rehabilitation service, Casa di cura Domus Salutis, Brescia 

Corresponding author email: giovanni.legnani@unibs.it 

INTRODUCTION 
Hand-bikes are three-wheel, hand-propelled vehicles used 

by people injured in the lower limbs. They are used as a 

locomotion aid, or as sport equipment even at Paralympic 

level [1]. Optimization of the vehicle and of its users 

performance may be supported by dynamic analysis [2]. 

This kind of study of hand biking requires a good dynamic 

model of the upper limb. By measuring the forces generated 

by the hands on the handles and by measuring the arm 

movements, it is possible to estimate the joint torques 

generated by the muscles. As a consequence, the total 

handle forces can be split in different contributions: muscle 

action, gravity (weight) and dynamic actions. Further 

developments permit the estimation of the forces exchanged 

in the human joints. This may contribute to a better 

understanding of the human motion, in obtaining 

information for the vehicle optimization, to improve 

performances or to reduce the risk of injuries for unsuitable 

cycling style [3]. However, the parameters of the model are 

generally difficult to be assessed and the use of 

anthropometric data from literature may result in inaccurate 

results [4]. This study presents a methodology called 

"passive test" to perform personalized experimental 

estimation of the dynamic parameters. 

METHODS 

The execution of the "passive test" is simple and requires 

only instrumentation already available in a lab equipped for 

standard dynamic analysis of handcycling: force sensors in 

the handle and a camera based motion capture. An optional 

EMG recording system may support additional 

verifications. The subject sits in the handbike with one of 

his/her hand on the handle and relaxed muscles. Straps can 

be employed to assure the contact even with relaxed muscle. 

The crank is rotated by an external operator using the other 

handle. The camera system measures the motion of the arm 

and the force sensor measures the actions of the handle of 

the subject under test. Finally, the dynamic parameters of 

the arm (masses, center of mass, moment of inertia) are 

evaluated by applying a suitable model to the collected data. 

In fact, there is a unique combination of the dynamic 

parameter values that may explain the measured force given 

the measured movement. By adapting dynamic models used 

in robotics, the joint torques generated by muscles (𝐶𝑞 =
[𝑐𝑠ℎ𝑜𝑢𝑙𝑑𝑒𝑟 𝑐𝑒𝑙𝑏𝑜𝑤]𝑡) can be written as[2,5]:

where B is a suitable matrix depending on the dynamic 

model and including also the effect of weight, P the vector 

of the dynamic parameters, 𝐽𝑡 is the transpose of a suitable

jacobian matrix and 𝐹𝑒𝑥𝑡  is the force at the handle 𝐹𝑒𝑥𝑡 =
[𝑓𝑥  𝑓𝑦]𝑡. Since during the test the muscles are relaxed

𝐶𝑞 = 0, and so the dynamic parameters are estimated as: 

where 𝐵𝑒
+ is the pseudo inverse of an extended B matrix

containing data from several acquisition instants.  

Figure 1: Top: passive test and details of the model. 

bottom: the different forces contributions on the handle 

during an active test. 

RESULTS AND DISCUSSION 

Figure 1 top shows the proposed model containing two rigid 

links articulated by two planar revolute joints (elbow and 

shoulder). This model considers the motion in the sagittal 

plane and forms a closed kinematic chain with the HB. Once 

P is known, by using equation (1) it is possible to evaluate 

all the contribution (dynamic, weight and muscle) of the 

forces during normal use of the hand-bike (figure 1 bottom). 

CONCLUSIONS 

The proposed methodology is a useful tool to estimate 

personalized sets of dynamic parameters of the upper limb. 

The test is quite simple and requires just instrumentation 

which is available in biomechanics lab equipped for 

experimental analysis of sport biomechanics. It has been 

successfully applied to several subjects using hand-bikes. 
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INTRODUCTION  
The benefits of a microprocessor-controlled knee (MPK) 
have been well documented in Medicare Functional 
Classification Level (MFCL) K3 transfemoral amputees 
(TFA).  There have been suggestions that a K2 level TFA will 
also benefit from this advanced technology by increasing 
their ambulatory functional level to an unlimited community 
ambulator (K3) when receiving a MPK [1-5]. Current 
medical policy restricts MPKs to K3 or K4 amputees and, 
thereby, potentially limits functional capabilities.  Therefore, 
the purpose of this study was to determine if K2 amputees 
would benefit from a MPK. 

METHODS 
Study Design:  A prospective clinical trial (A-B-A design) 
was conducted where only the prosthetic knee was changed. 
Each subject was tested at baseline using their current NMPK, 
fit with a MPK and allowed 10 week of acclimation before 
being tested, and then retested with their NMPK after 4 weeks 
of re-acclimation. The subjects were randomly assigned a 
MPK prosthesis from one of four manufacturers (Otto Bock 
Compact, Ossur Rheo, Endolite Orion, Freedom Innovations 
Plie). All prosthesis fittings were performed by the subject’s 
own certified prosthetist according to the manufacturer’s 
fitting guidelines with oversight provided by the 
manufacturer’s representative. 

Subjects: 50 unilateral transfemoral amputees over age 55 
(mean age 69+9 years with 4 years’ experience using a 
prosthesis) who were MFCL K2 (with 13 K3 exceptions) 
were studied.  Subjects were excluded if they had 
neuromuscular problems, a partial amputation of the 
contralateral limb, were on dialysis, had poor prosthetic 
socket fit, or had residual limb breakdown.  The majority of 
the subjects were using a Medi knee (53%) or an Otto Bock 
(3R60, 3R80, 3R90, 3R92, 3R93) knee (27%). 

Outcome measures: Patient function was assessed in the free-
living environment using tri-axial accelerometers (Actigraph 
GT3X, Pensacola, FL, USA) worn on the waist, thigh, and 
bilateral ankles for a period of four consecutive days.  Patient 
satisfaction and safety was measured using the Prosthesis 
Evaluation Questionnaire (PEQ) and PEQ addendum (PEQ-
A). 

 Data Analysis:  A one-factor repeated measures ANOVA 
was used to determine if there was a difference in outcomes 
between the MPK and NPMK.  Statistical significance was 
attained when the p-value was <0.05. 

RESULTS AND DISCUSSION 
The subjects demonstrated improved outcomes when using a 
MPK.  Patients reported a significant reduction in stumbles 
and falls when receiving a MPK (Figure 1). The subjects 

spent significantly less time sitting when using a MPK.  The 
mean time/day sitting was 60% at baseline, 50% on the MPK, 
and 63% when returning to the NPMK. Subjects exhibited 
improved gait entropy (i.e. more complex movements) when 
using the MPK (baseline=0.17, MPK=0.29, NMPK=0.25). 
Subjects reported significantly improved appearance, less 
frustration and greater utility when using a MPK, as measured 
by the PEQ. 

Figure 1: Box plot illustrating a reduction in stumbles 
and falls when using a MPK.  The central line represents 
the median, the dot represents the mean, and the edges of 
the box are the 25th and 75th percentiles. The whiskers 
extend to + 1.5 of the interquartile range.

This clinical trial demonstrated that K2 TFAs using a MPK 
improved their safety and activity, which resulted in 
increased subject satisfaction. Notably, a reduction in 
stumbles and falls occurred while the subjects engaged in 
more physical activity.  The increase in activity resulted in a 
greater exposure to fall risk, but that risk was moderated by 
the advanced technology. 

CONCLUSIONS 
The study provides evidence that individuals with TFA and 
K2 mobility clearly benefit from a MPK. 
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INTRODUCTION  
Current pain-adaptation theories propose changes in motor 
strategies as a purposeful adaptation to reduce the stress on 
painful tissues [1].  As regions within the quadriceps muscle 
have potential to produce forces in different directions [2], 
changes in muscle activation may occur non-uniformly and 
depend on the location of the noxious stimulation. 
The objective of this study was to investigate regional 
redistribution of EMG activation within the vasti muscles in 
response to noxious stimulation applied to different 
locations in muscular and non-muscular tissues around the 
knee.  The persistence of altered motor strategies after pain 
resolution was also investigated. 

METHODS 
Fourteen participants performed an isometric knee extension 
task consisting of 5 contraction at 10% of the maximal 
voluntary contraction performed at baseline, during pain 
induced by a single bolus injection of hypertonic saline 
solution in four locations (FP: medial infrapatellar pad; 
VMD: distal vastus medialis [VM]; VMP: proximal VM; 
VL: vastus lateralis) and after pain recovery. Contractions 
were performed when the participants reported a pain level 
of at least 3/10 and again when pain recovered to 0/10. 
Surface EMG signals from VM and VL were collected using 
high-density surface EMG (electrode grids of 13x5 
electrodes spaced 8mm), placed across each muscle [3]. 
The distribution of muscle activation was calculated as the 
average rectified value (ARV; 13x5 values for each muscle) 
of each channel of the grid during the hold phase of the 
ramp. For each condition, muscle activation was calculated 
as the average of the 5 highest channels of each grid. To 
characterize spatial variations of the EMG distribution in the 
pain and after-pain conditions, normalized change scores 
(NCS) relative to baseline were calculated as 100*(TRIAL-
BAS)/BAS, where TRIAL is the ARV distribution during 
the pain or after-pain condition and BAS is the ARV 
distribution at baseline (Fig.1). The barycenter of the 5 
channels with the lowest NCS was calculated and 
considered representative of localized inhibition.  Friedman 
and paired Wilcoxon tests were run to test the effect of 
injection site on muscle activation, separately for VM/VL, 
during/after pain. Two-way ANOVAs were run to test the 
effect of location and pain condition on the position of the 
channels with lowest NCS for VM and VL separately; post-
hoc testing was run by testing which conditions were 
significantly different from 7 (i.e.: the midpoint of the grid). 

RESULTS AND DISCUSSION 
VM muscle activation decreased by ~10% when VMD was 
injected (Friedman: P<0.05; Wilcoxon: P<0.01).  No 
significant changes were observed when the other sites were 
injected or after pain.  ANOVA identified a main effect of 

injection site on the location of the channels that showed 
large decrease of EMG activity in VM (P<0.05, Fig.1). 
Preferential inhibition of the distal region of VM was 
observed when VMD or VL were injected (both P<0.001), 
and after pain resolution (VMD: P<0.001, VLD and VMP: 
P<0.05).  A main effect of pain/after-pain existed for VL 
(P<0.05).  Preferential inhibition of distal VL was observed 
after resolution of pain when VL (P<0.001), VMP (P<0.01) 
and VMD (P<0.01) were injected.  Spatial changes in the 
location of the activation within the vasti appear to persist 
after pain resolution. 

Figure 1: Left: normalized change scores map during VMD 
pain, channels with largest decrease in EMG activity 
(circles) and barycenter (cross). Right: Average location of 
the channels with largest EMG decrease in VM. 

CONCLUSIONS 
Modulation of vasti activation in response to acute muscle 
pain is non-uniform.  Preferential inhibition of the distal VM 
can be observed during pain and after pain resolution. 
Preferential inhibition of the distal VL was observed after 
pain resolution only. This concurs with the hypothesis of 
specific reduction of tissue loading in the presence of a 
noxious stimulus, and implies that recovery of pain does not 
motivate recovery of motor strategy. 
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TOWARDS A COHESIVE, MULTI-SCALE UNDERSTANDING OF MOVEMENT BIOMECHANICS 
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Vanderbilt University 
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INTRODUCTION  
A grand challenge in the field is to develop a cohesive, 
mul-ti-scale understanding of movement biomechanics. 
Multi-scale refers to our ability to examine, quantify and 
think about movement at various physiological 
measurement scales (e.g., molecular, cellular, muscle-
tendon, joint or whole-body). Each scale offers a 
complementary perspec-tive. Cohesive signifies that our 
qualitative understanding at one scale should be consistent 
with our understanding at other scales. Likewise, our 
empirical estimates at one scale should be quantitatively 
consistent with estimates at other scales. Discrepancies 
between scales suggest inaccurate estimates or incomplete 
understanding. 
Stated simply, biomechanical estimates should add up 
properly. If our empirical estimates at one scale are suffi-
ciently accurate and comprehensive, then they should add 
up to reflect estimates at a larger scale. Similarly, 
biomechani-cal estimates at a larger scale should be 
decomposable into constituents at a smaller scale. For 
instance, I would like to be able to (i) quantify whole-body 
energy change during 
movement, then (ii) decompose this whole-body energy 
change into contributions from each individual joint- or 
segment-level work source, then (iii) further decompose 
work done about each joint into contributions from individ-
ual muscles, tendons and/or ligaments. Experimentally there 
are many sources of error in estimating biomechanical work 
and energy, so perfect quantitative agreement seems un-
reachable, but compatibility across scales seems like an ad-
mirable and attainable goal. Traditionally, whole-body bio-
mechanics (i.e., composite dynamics of the entire biological 
system) represented the largest scale at which to examine 
human (or other organism) movement. However, wearable 
technologies such as prostheses and exoskeletons effectively 
introduce a larger scale, referred to here as the augmented-
body scale (i.e., the entire human-device system). Augment-
ed-body dynamics should also be decomposable into biolog-
ical contributions from the person vs. synthetic contributions 
from the device; though to experimentally partition human 
vs. device contributions, care must be taken to account for 
human-device interface dynamics, as discussed more below. 
METHODS 
This abstract summarizes efforts to bridge between various 
scales of biomechanical understanding. My objective is to 
discuss progress, limitations and challenges related to coa-
lescing: (i) joint and whole-body perspectives, (ii) whole-
body and augmented-body perspectives, and (iii) joint and 
muscle-tendon perspectives.  Several experiments on human 
locomotion will be discussed; though challenges and results 
presented are also believed to be relevant to non-human 
animals, to additional movement tasks, and to simulation-
based efforts to advance multi-scale biomechanical under-
standing. One series of gait analysis studies sought to syn-
thesize whole-body dynamics with joint-level dynamics by 
integrating various empirical estimates of work and energy. 
Another study explored human-exoskeleton interface dy-

namics to bridge between (biological) whole-body dynamics 
and augmented-body dynamics. Most recently, we have 
integrated ultrasound imaging with motion capture and force 
measurements in efforts to decompose joint dynamics into 
contributions from individual muscle-tendon units, and then 
to further partition muscle vs. tendon work. 

RESULTS AND DISCUSSION
Discrepancies between whole-body energy change and 
summed joint work estimates indicated that energy absorp-
tion during the collision phase of walking (just after foot 
contact) may be dominated by soft tissues in the body [1], 
as opposed to by muscle or joint work. Corroborating 
evidence of soft tissue energy absorption has since been 
observed in experiments on jump landing, running, and 
obese vs. non-obese gait. Discrepancies between whole-
body and joint work also suggested that conventional 3 
degree-of-freedom (3DOF) inverse dynamics failed to 
capture a surprisingly large amount of positive work (e.g., 
>30% of the net posi-tive work done on/about the body’s 
center-of-mass during the push-off phase of gait, [2]). We 
found that by extending 
commonly-used 3DOF inverse dynamics estimates to full 
6DOF (rotational and translational power) analysis of the 
hip, knee, ankle and foot that we were able to resolve the 
work discrepancy [2]. The 6DOF analysis provided a more 
complete estimate of work production during walking, re-
vealing that the hip and foot both contribute more to gait 
kinetics than conventionally estimated. These findings have 
important implications for assistive technology development 
and biomechanical simulations. In a separate study on robot-
ic exosuits (soft exoskeletons), we found that in order to 
decompose augmented-body dynamics into biological vs. 
device contributions it was critically important to quantify 
and understand the human-device interface dynamics. The 
human-device interface absorbed and returned substantial 
amounts of energy (due to biological soft tissue deformation 
and synthetic material stretching), which affected estimation 
and interpretation of the biological work performed by the 
user [3]. Finally, our recent ultrasound imaging studies have 
reemphasized the complexity and difficulty of noninvasively 
partitioning joint kinetics into contributions from individual 
muscles and tendons [4]. Efforts are ongoing to resolve sur-
prising discrepancies and to unravel non-intuitive findings. 
CONCLUSIONS 
A central theme of this work is that discrepancies between 
physiological measurement scales represent opportunities 
for new insights and learning. In my opinion we should 
acknowledge and embrace discrepancies, then collaborate 
to resolve them, in order to move the field closer to a 
cohesive, multi-scale understanding of movement 
biomechanics. 
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MECHANICAL AND BIOCHEMICAL ADAPTATIONS OF CARDIAC MUSCLE TO AEROBIC EXERISE 
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INTRODUCTION  
Adaptation of the heart in response to aerobic exercise 
training has important implications for sport performance, 
fitness, and health [1]. These adaptations manifest 
predominantly as structural changes to the heart: 
proportional increases in heart volume and ventricular wall 
thickness [2]. However, less is understood about how the 
heart muscle adapts mechanically and biochemically.  

Shortening velocity and power output are dictated by the 
biochemical makeup (proportions of myosin heavy chain 
(MHC) isoforms α–MHC and β-MHC) of the actin-myosin 
crossbridges [3], with larger proportions of α–MHC leading 
to faster contraction rates and higher power outputs for a 
given resistance.  

The purpose of this study was to evaluate the differences in 
power output of isolated cardiac muscle cells and MHC 
composition between hearts from sedentary and exercised 
rats.  

METHODS 
Twenty-four 3-month-old Sprague-Dawley rats were 
randomized into four groups: moderate duration exercise 
(MD) (n=6), high duration exercise (HD) (n=6), extra high 
duration exercise (EHD) (n=6), or no exercise (CON) 
(n=5). Animals were trained on a treadmill for 11 weeks at 
25m/min. MD animals completed 30 minutes of exercise 5 
days/week, HD animals completed 60 minutes 5 days/week, 
and EHD animals completed 60 minutes 7 days/week. In 
weeks 9, 10, and 11, EHD animals also completed 2, 3, and 
4 sessions/day (up to 4 hours/day, 7 days/week). One week 
following the end of the exercise training, hearts were 
excised and strips of trabecular muscle were skinned in a 
1% Triton solution. Half of each sample was frozen in 
liquid nitrogen for biochemical testing and the other half 
was dissected further for mechanical testing. 

Mechanical testing consisted of isolating and attaching 
myocyte bundles on one end to a force transducer and at the 
other end to a length controller. Average sarcomere length 
was set to 2.4 µm using laser diffraction. Myocytes were 
maximally activated before the force was dropped to 90% 
of the maximum force, allowing the sample to shorten. The 
corresponding shortening velocity was measured. This 
protocol was repeated for 10% force decrements ranging 
from 10-100% of isometric force. Force-velocity data were 
fit to Hill’s equation and peak power was calculated. 

For biochemical testing, muscles were ground into a 
powder, dissolved in a sodium dodecyl sulphate buffer, and 
loaded into 0.75mm thick 7.5% acrylamide separating gels. 
Electrophoresis was run at 72V for 44 hours at 4°C. Gels 
were then stained with Coomassie Blue and scanned with a 
Biorad Calibrated Densitometer to determine relative 
concentrations of α–MHC and β-MHC isoforms. 

Data were analyzed using one-way ANOVAs and Tukey’s 
post hoc testing when indicated. Pearson correlations were 
conducted between peak power and %α–MHC. The level of 
significance was set a priori to α=0.05. 

RESULTS AND DISCUSSION 
There was a dose-dependent decrease in peak power output 
from the CON to MD and HD animals (p=0.038). However, 
this trend was reversed for the EHD animals (Figure 1; 
solid bars). Similarly, the same trend was present for the 
relative proportion of α–MHC to β-MHC, with a decreasing 
proportion of α–MHC from CON to HD, with a reversal for 
EHD (p=0.024) (Figure 1; lined bars).  
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Figure 1: Peak power output (solid bars) and %α–MHC 
(lined bars) for animals following exercise training. Bars 
represent mean±SEM. Red line indicates mean control 
value. *indicates significantly different from controls.  

A significant correlation between power output and MHC 
composition was observed (r=0.668, p=0.003). Therefore, 
adaptations to the MHC isoform expression are likely a 
significant mechanism for alterations observed in power 
output. 

CONCLUSIONS 
Our data suggest that adaptations of the heart to endurance 
exercise occur not only at the structural level [2], but also 
mechanically and biochemically within the muscle cell. 
Further, this adaptation appears to be dose-dependent, until 
exercise becomes excessive and adaptation is inhibited. 
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CHANGES IN PATELLOFEMORAL JOINT MECHANICS IN THE PRESENCE OF QUADRIPCEPS 
MUSCLE IMBALANCE 
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INTRODUCTION 
Patellofemoral pain (PFP), defined as anterior knee pain, is 
one of the most common chronic diseases of the knee joint [1, 
2]. Despite its prevalence, debate as to the etiology of PFP 
continues [1]. One generally accepted hypothesis is that the 
imbalance of muscle strength within the quadriceps group 
may result in mechanical changes in the knee joint that cause 
PFP. However, there is no direct scientific evidence linking 
the imbalance of muscle strength to PFP. In addition, a recent 
study in a rabbit model showed that a partial imbalance caused 
by weakness of the vastus medialis (VM) did not affect 
patellofemoral joint pressure [3].   

However, in order to study the relationship between 
quadriceps muscle imbalance and patellofemoral joint 
pressures systematically, the forces of the individual 
quadriceps muscles must be controlled independently. 
Therefore, the purpose of this study was to investigate 
changes in patellofemoral joint (PFJ) contact distribution 
when stimulating the different muscles of the quadriceps 
group to various degrees to simulate systematic muscle 
weakness experimentally. Based on previous research [3], we 
hypothesized that patellofemoral joint pressures will not be 
affected by strength imbalances of the quadriceps muscle 
group.    

METHODS 
All experiments were performed on skeletally mature New 
Zealand white rabbits (n=5). The force in each muscle could 
be controlled individually by electrical stimulation of the 
individual nerves of the quadriceps muscles using home-built 
cuff-type electrodes that were implanted surgically [4]: vastus 
lateralis (VL), VM, and rectus femoris (RF, vastus 
intermedius stimulation was combined with RF). 
Patellofemoral pressure distributions and muscle forces were 
measured while stimulating the entire quadriceps muscle 
group simultaneously, stimulating each muscle individually, 
or stimulating two or three muscles using all possible 
combinations, producing the same quadriceps forces with 
different contributions of the individual muscles. All 
experimental procedures were approved by the Animal Ethics 
Review Committee of the University of Calgary.  

Rabbit knees were held in place by bone pins inserted into the 
pelvis and femur. A tibial restraining bar was used to hold the 
knee joint at the target angle and measure the resultant knee 
extensor force. PFJ pressure distribution was measured by 
inserting Fuji pressure sensitive films into the patellofemoral 
joint [3].  Using films of different sensitivity, the joint contact 
areas, peak pressures, contact area shapes, and average 
pressures could be calculated using a custom-written analysis 
program (Matlab).  

Patellofemoral joint contact distributions were then compared 
for corresponding knee angles and knee extensor forces (±5%), 
but different combinations of individual muscle forces. 

RESULTS AND DISCUSSION 
Joint contact areas, peak pressures, and average pressures 
increased with increasing knee extensor muscle forces.  

Pressure distributions in force-matched trials varied 
considerably (Table 1). Typically, average pressures were 
smaller when all muscles were stimulated simultaneously 
compared to when only selected muscles were used to 
produce knee extension. 

 ALL VL+VM VL+RF VM+RF 

AP[MPa] 7.3 10.6 11.5 9.3 
CA[mm2] 5.0 6.6 7.1 6.6 

Contact 
shape 

Table 1. Representative results from one animal. For the 
contact pressure distributions, left and right side of the images 
correspond to the lateral and medial side of the knee, while up 
and down in the images correspond to proximal and distal, 
respectively. (AP: average pressure, CA: contact area) 

Contact areas and pressure distributions seemed most affected 
by the loss of VM (VL+RF condition) when compared to 
stimulating all muscles of the quadriceps group 
simultaneously, showing the opposite to the results found 
previously that VM weakness does not affect patellofemoral 
joint contact distribution to a significant degree [3]. 

CONCLUSIONS 
Patellofemoral joint contact distribution depends greatly on 
the combination of muscle forces contributing to the resultant 
knee extensor force. VM weakness appears to affect PFJ 
contact pressure distribution the most. 
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ACHILLES TENDON WAVE SPEED TRACKS JOINT TORQUE AND MUSCLE ACTIVITY IN GAIT  
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INTRODUCTION  
Understanding tendon tissue loading is crucial to the 
investigation of musculoskeletal disorders. Unfortunately, 
assessing in vivo loading remains challenging. Direct 
approaches are highly invasive [1], and modeling approaches 
rely on assumptions regarding muscle coordination and tissue 
geometry [2]. We are exploring the potential for using non-
invasive wave propagation measurements to estimate tendon 
loads during dynamic movement. We recently found that a 
theoretical model for wave propagation in a tensioned beam 
predicts that shear wave speed in tendon is directly dependent 
on axial stress. A subsequent ex vivo study [3] confirmed this 
relationship, yielding a strong correlation between tendon 
stress and squared wave speed (mean r2 = 0.98). The purpose 
of the current study was to investigate the potential for 
measuring in vivo Achilles tendon wave speed during gait, 
and to begin to examine the viability of using wave speed 
measures to assess tendon loading. 

METHODS 
Wave tracking. We constructed a custom device to generate 
and track transient shear waves in the Achilles tendon (Fig 
1A). Waves were generated using a piezoelectric actuator 
(Thorlabs PK4JQP1, Newton, NJ, USA) housed in a 3D-
printed enclosure strapped ~7cm superior to the calcaneus. 
The Achilles tendon was tapped in the transverse direction 
(20μm displacement) at 50Hz, with each tap sending a 
transverse (shear) wave along the tendon. Two single-axis 
accelerometers (PCB Piezotronics 352C23/NC, Depew, NY, 
USA) were positioned over the Achilles tendon 1cm and 2cm 
inferior to the tapping device. Transverse acceleration of the 
tendon was sampled from each accelerometer at 50kHz. 
Wave speed was calculated based on lag in wave arrival time 
between the two accelerometers (Fig 1B) after each tap, such 
that wave speed data were collected at 50Hz.  

Gait analysis. Five subjects (3M, 2F) completed walking 
trials at a range of 5 speeds (0.75-1.75m/s) on a dual-belt, 
instrumented treadmill (Bertec, Columbus, OH). Ground 
reactions, lower body kinematics, medial gastrocnemius and 
tibialis anterior EMG, and tendon accelerations were 
collected synchronously for 8 seconds at each speed. Inverse 
kinematics and kinetic analyses were performed to determine 
ankle joint torque over the gait cycles. EMG data were 
rectified and low-pass filtered at 300Hz. 

Wave speed analysis. Wave speed data were low-pass filtered 
at 12Hz. Agreement between squared wave speed and muscle 
activity was assessed visually. Correlation between squared 
wave speed and ankle torque was assessed using the 
coefficient of determination. 

RESULTS AND DISCUSSION 
Achilles tendon wave speeds varied from ~10-60m/s over the 
gait cycle, with peak speeds corresponding with push-off. 
There was excellent temporal agreement between wave 
speed, net ankle torque, and gastrocnemius muscle activity 
throughout stance (Fig 1C), with squared wave speed being 

highly correlated with ankle torque across the 5 subjects 
(mean r2 = 0.77). There was a second distinct increase in wave 
speed during late swing, corresponding with passive 
tensioning of the Achilles as the tibialis anterior acted to 
dorsiflex the ankle in preparation for heel strike. 

Figure 1: A) Schematic of wave speed measurement method. 
B) Example shear waves recorded via skin-mounted
accelerometers. C) Squared Achilles tendon wave speed, 
ankle torque, and muscle activity during walking at 1.50m/s 
for one subject (M, 75kg). 

These data establish the viability of using tendon wave speed 
measures as a proxy for in vivo loading. The observed 
relationships between wave speed, ankle torque, and muscle 
activity are in agreement with the expectation that squared 
wave speed will scale with tensile stress [3]. Crucially, we 
have shown that wave speed can be measured at a high rate 
using skin-mounted accelerometers, making the system 
usable for highly dynamic movements. Additionally, the 
unexpected finding of wave speed increases during swing 
highlights the potential for this method to reveal changes in 
tendon loading that can be omitted by traditional modeling 
approaches and EMG analysis. 

CONCLUSIONS 
We’ve shown that shear wave speeds can be measured and 
used to gauge in vivo tendon loading. Future work will focus 
on adapting the technology for use on other tendons, which 
could facilitate an array of clinical and research applications. 
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INTRODUCTION  
Stretching is often used to increase/maintain joint range of 
motion (ROM) in children with cerebral palsy (CP). An 
acute bout of stretching can increase ROM in children with 
CP1, but during passive joint rotation of the ankle the tendon 
lengthens more and muscle less in children with CP 
compared to typical developing children2. This reduced 
stretching stimulus to the muscle might explain the negative 
and highly variable outcomes of long-term stretching 
interventions3. Therefore, this study aimed to determine the 
acute changes in muscle-tendon properties that contribute to 
increased ROM after a bout of stretching in children with 
CP.  

METHODS 
Eleven children with spastic CP participated (age:12.1±3y, 
5/6 hemiplegia/diplegia, GMFCS level:7/4, I/II) in this 
study.  Each child received 3 sets of 5x20 seconds passive, 
static dorsiflexion stretches separated by 30-sec rest, and 1-
minute rest between sets. Stretches were applied by a 
physiotherapist. Pre- and immediately post-stretching, 
ultrasound (Telemed, Lithuania) was used to measure 
medial gastrocnemius fascicle lengthening (Figure 1) 
continuously over the full ROM and a ROM common to 
pre- and post-stretching. Simultaneously, 3D motion of 2 
marker clusters on the shank and the foot was captured 
(OptiTrack, US) to calculate ankle angle according to ISB 
guidelines4 and ankle joint torque was calculated from 
manually applied torques and forces on a 6DoF load cell 
(ATI mini45: Industrial Automation).  

 
 
 
 

RESULTS AND DISCUSSION 
Total ROM increased by 9.9±12 degrees after stretching 
(p=0.016), of which 5.2±4.4 degrees showed in the 
dorsiflexion direction (p=0.004). At end ROM maximal 
ankle joint torque increased by 2.9±2.4 Nm (p=0.003) and 
over the full ROM fascicle lengthening was 2.8±2.4 mm 
greater (p=0.009). Over a common ROM there were no 
differences in fascicle lengthening or torque changes pre to 
post stretching. These results indicate that an acute bout of 

stretching did not alter the passive mechanical properties of 
the medial gastrocnemius muscle. This contrasts a similar 
study in typically developed adults5 which found that 
stretching increased fascicle and muscle lengthening over a 
common ROM. The current lack of changes in muscle 
properties could possibly be explained by a smaller relative 
stretching stimulus to the muscles of children with CP, as 
reported previously2.  
The increased ROM and fascicle length at maximal 
dorsiflexion are most likely caused by an increase in manual 
torque applied to dorsiflex the ankle joint post-stretching 
(Figure 2). This may be due to an increase in the 
participants’ tolerance to stretch, a mechanism that was first 
identified by Magnusson et al.6. Irrespective of the cause, we 
do see an acute increase in the stretching stimulus of the 
muscle fascicle after a bout of stretching. 

Figure 2: Medial gastrocnemius fascicle length relative to 
torque applied to dorsiflex the ankle joint before (blue) and 
after (red) an acute bout of stretching (mean and 95% CI). 

CONCLUSIONS 
A single bout of repeated stretches increased ankle ROM in 
children with CP, which was partially achieved by 
elongation of the muscle fascicles. However, the passive 
properties of the muscle fascicles remained unaltered by the 
stretching bout. 
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Figure 1: Example of ultrasound images at maximal 
plantarflexion (PF) and maximal dorsiflexion (DF). 
Fascicle length was tracked automatically through the 
full ROM.  
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ASYMMETRIC TIBIOFEMORAL KINEMATICS ARE ASSOCIATED WITH 
ACL RECONSTRUCTION GRAFT GEOMETRY 
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INTRODUCTION  
Subtle asymmetries in tibiofemoral (TF) kinematics have 
been detected in ACL reconstructed (ACLR) knees [1,2]. 
These altered kinematics shift the cartilage contact regions, 
which is theorized to initiate progression into osteoarthritis 
[3]. Thus, restoring normal kinematics with ACLR could 
prevent early cartilage degradation. Prior ex vivo studies 
have shown that graft tunnel placement impacts the anterior-
posterior laxity [4] and internal rotation of the knee [5]. 
Further, gait analysis has identified potential links between 
ACL graft orientation and knee rotation [6]. However, 
conventional motion analysis lacks the precision to capture 
subtle changes in secondary TF kinematics that may impact 
cartilage loading. In this study, we used dynamic MRI to 
investigate links between TF kinematics and ACL geometry 
during active movement. We hypothesized that non-
anatomical graft orientation would be related to asymmetries 
in anterior tibia translation and internal rotation.  

METHODS 
The bilateral knees of 18 subjects that underwent a primary 
unilateral, isolated ACLR were tested (9 M, 24.8±5.7 yrs, 
78.9±16.5 kg, 20.2±8.7 months post-op, 9 PT grafts). 
Bilateral, high resolution MR images were collected and 
segmented to create bone and ACL geometries for the 
ACLR and intact knees. The location of the ACL femoral 
and tibial attachments and the orientation of the ACL 
relative to the tibia plateau were measured bilaterally (Fig. 
1A). Non-anatomical ACL graft geometry was characterized 
by subtracting the intact from the reconstructed metrics.  

During the dynamic MRI protocol, subjects lay supine in the 
MR scanner with their leg attached to an inertial loading 
device. Subjects performed cyclic knee flexion-extension at 
0.5 Hz for 5 min while dynamic volumetric images were 
continuously acquired [7]. Images were retrospectively 
sorted and reconstructed into 60 frames over the motion 
cycle. Six degree of freedom TF kinematics were measured 
by optimally registering the bone geometries to the image 
sets at each frame. We then extracted the TF kinematics at 
peak knee flexion and extension and the range in TF 
kinematics through extension. Kinematic asymmetries were 
determined by subtracting the intact from the reconstructed 
metrics. We computed Spearman’s correlation coefficient 
(R) between the kinematic and ACL geometry asymmetry 

metrics with significance set at p<0.05. 

RESULTS AND DISCUSSION 
Sagittal orientation of the ACL graft was correlated with 
asymmetric anterior translation (R=0.56), internal rotation 
(R=0.50), and adduction angle (R=0.54) at peak flexion 
(Fig. 1B). Frontal plane orientation of the ACL graft was 
correlated with lateral translation at peak flexion (R=0.50), 
internal rotation at peak extension (R=0.58), and lateral 
translation range (R=-0.52). Additionally, the superior 
location of the femoral attachment was correlated with 
lateral translation at peak flexion (R=0.58) and extension 
(R=0.56), while the lateral location of the tibial attachment 
was correlated with internal rotation at extension (R=-0.61). 

Our results suggest that non-anatomical ACL graft 
placement may contribute to asymmetries in in vivo knee 
mechanics. Abnormally high anterior tibia translation was 
associated with a more vertically oriented ACL graft, which 
is consistent with a previously observed relationship 
between the neutral anterior tibia position and ACL 
orientation [6]. We also found that a more horizontal graft in 
the sagittal plane was linked with greater external tibia 
rotation. Given that there is a bias towards external rotation 
in ACLR knees [1,2], our data suggest that this abnormality 
may be modifiable via graft placement. 

CONCLUSIONS 
This study elucidates links between ACL graft geometry and 
kinematics in reconstructed knees, which may be important 
to consider when planning ACLR procedures that can best 
restore normative mechanics.  
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Figure 1: A. ACL geometry metrics B. Correlation of asymmetries in anterior translation and internal rotation at peak flexion with bilateral 
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INTRODUCTION  
Studies examining anterior cruciate ligament (ACL) injured 
populations have come to varying conclusions in regards to 
the muscle activation and biomechanical strategies 
employed through a variety of tasks. This could be 
attributed to treating the variables as discrete values and/or 
cross-sectional designs. The purpose of this study was to 
evaluate neuromuscular and biomechanical movement 
strategies implementing by high-functioning ACL injured 
patients. This purpose was achieved by comparing the 
patient-related outcome measures (PROMs), muscle 
activation and biomechanical properties of healthy controls 
(CON), ACL deficient (ACLd) patients and these patients 
10 months post-reconstruction (ACLr) by using a time-
sensitive statistical method.  

METHODS 
The 20 patients who were tested in the ACLd and ACLr 
state were matched to 20 healthy control participants. Upon 
arrival, all participants completed PROMs (KOOS, KNEES-
ACL, IKDC, Tegner, and Lysholm) and then performed 3-5 
successful jump lunge and side cut maneuvers. Whole-body 
kinematics were collected with a 10-camera system (Vicon, 
UK), ground reaction forces (GRF) with a force plate 
(AMTI, USA), and electromyography (EMG) with a ten-
channel system (MQAir, Denmark). 
Linear envelopes and GRFs were quantified through 
MATLAB (Mathworks, USA) while scaling, inverse 
kinematics, and inverse dynamics were performed based on 
the Rajagopal model [1] using a MATLAB-OpenSim 
(Simtk, USA) interface.  
Differences in PROMs were tested for significance using 
independent (CON vs ACLd, CON vs ACLr) and dependent 
(ACLd vs ACLr) T-tests using SPSS (IBM, USA). 
Differences in linear envelopes; GRFs; hip, knee, and ankle 
sagittal plane angles and moments were tested for 
significance using independent (CON vs ACLd, CON vs 
ACLr) and dependent (ACLd vs ACLr) T-tests using 
statistical parametric mapping through MATLAB. Alpha 
was corrected for multiple comparisons, which made 
significance determined by p-values < 0.025. 

RESULTS AND DISCUSSION 
All PROMs showed significantly greater functionality 
scores for CON compared to both the ACLd and ACLr. 
Compared to the ACLd, ACLr reported higher functionality 
in all PROMs except the KOOS-Symptoms, KOOS-Pain, 
and KOOS-Activities of Daily Living. 
No differences between all three groups in EMG linear 
envelopes were observed during the side cut while during 
the jump lunge, ACLd had a greater medial gastrocnemius 
activation than CON between 91-103ms (p=0.018) post-
contact and ACLr had a greater biceps femoris activation 
than CON 239-300ms post-contact (p<0.001). 
The medial GRF during the side cut indicated CON had a 
greater medial force mid to late stance compared to both 

ACLd and ACLr, while ACLr had a greater medial GRF in 
early stance compared to ACLd. 
No differences in sagittal hip, knee, and ankle angles were 
observed during the side cut (Figure 1) while the knee was 
observed to be significantly less flexed in the ACLr 
compared to CON from 84-196ms post-contact in the jump 
lunge (p=0.007). 
The knee extensor moment was significantly greater for the 
CON group compared to both injured groups in the side cut 
(Figure 1) and jump lunge. 
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Figure 1: Sagittal plane angles and moments during the side 
cut movement. Black vertical line represents time at contact; 
red horizontal bar represents significance between CON and 
ACLd; and blue horizontal bar represents significance 
between CON and ACLr. 

CONCLUSIONS 
With the application of this test-retest design, it was found 
that ACL injury is associated with lower scores in subjective 
stability/functionality, changes in muscle activations and 
movement characteristics. After reconstruction, patients 
report significantly improved functionality from their ACLd 
state although these changes were not reflected in their 
muscle activations and movement profiles. These findings 
suggest that in high-functioning ACLd patients, ACL 
reconstruction may improve their self-reported function; 
however, no changes are observed in their neuromuscular 
and biomechanical measures. Therefore, rehabilitation 
programs may be improved by having return to play 
standards set based on high-functioning patients rather than 
healthy, uninjured standards that even after reconstruction, 
high-functioning, self-confident patients fail to achieve. 
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INTRODUCTION  
Locomotion is a central part of our everyday lives and plays 
a huge role in physical and mental health. Because humans 
are very adept at locomotion as a result of evolution and 
learning, increasing gait efficiency has proven difficult. 
Although several groups have increased human walking 
efficiency using powered exoskeletons, only one unpowered 
device (an ankle exoskeleton) has increased walking 
efficiency [1]. However, no one has yet determined a way to 
increase running efficiency with an ungrounded, unpowered 
device.  

Most of the energy required for running is used to support the 
body against gravity and propel the body forward. However, 
one study suggests that the cost associated with leg swing is 
approximately 20% of the total metabolic cost [2]. This 
finding suggests that a device used to assist leg swing could 
reduce the energetic cost of running, and we wondered if we 
could parametrize a passive device to do so.  

METHODS 
Using OpenSim 3.3 [3], a musculoskeletal model with 23 
degrees-of-freedom and 92 musculotendon actuators was 
scaled to match subject data from Hamner et al. (1.83 m tall, 
65.9 kg) [4]. A linear spring with a dead-zone (our passive 
assistance device) was added to the model as an object in the 
Pathspring class connecting the left and right legs and 
attached to various locations on the ankles, shanks, and knees. 
The optimal muscle activations were then computed using the 
computed muscle control (CMC) tool [5] and experimental 
running data from Hamner et al. (3.96 m/s) [4]. Running 
effort was computed as the sum of the squared muscle 
activations over the gait cycle [6].  

In order to determine the device parameters, experimental 
joint torques were divided by the moment arm between each 
joint and the device’s line of action. These normalized torques 
were plotted against the length of the linear spring to 
determine an ideal resting length and linear stiffness such that 
the device provided assistive torques with a magnitude equal 
to or smaller than experimental joint torques. 

RESULTS AND DISCUSSION 
Most of the various device attachment points reduced running 
effort, but because the most significant decreases were seen 
when the device was attached to the ankles, subsequent 
calculations were performed with this geometry path. Using 
the plots of normalized torque versus length of the linear 
spring, a resting length of 0.5 m was selected because it was 
the minimum length such that the band never resisted 
experimental joint torques. Additionally, a linear stiffness of 
60 N/m ensured that the torque provided was less than the 
magnitude necessary for running.  

Simulations performed with the chosen inputs for the 
parametrized spring attached at the ankle showed a total 
decrease in effort of 7.37%, with a 9.65% decrease for the 
right leg and a 4.96% decrease for the left leg over one gait  

Figure 1: Sum of the muscle activations squared with and 
without the assistive device over one gait cycle. 

cycle (see Figure 1). This difference between the two legs is 
likely due to asymmetric step lengths, which resulted in more 
assistive forces applied to the right leg in swing phase.  

This analysis assumes that our device does not change 
running kinematics and ground reaction forces. Because the 
selected parameters resulted in applied forces under 30 N, 
kinematic changes would likely be small and may even 
improve efficiency as the user learns how to best use the 
device.  

CONCLUSIONS 
Our simulations suggest that it is possible to create an 
assistive device to reduce running effort in the form of an 
elastic band attached between the two ankles, a simple and 
lightweight solution compared to other exoskeletons. 
Assuming a simple model of a linear spring with a dead-zone, 
an ideal resting length and linear stiffness of 0.5 m and 60 
N/m, respectively, were calculated so the device would only 
assist the experimental knee and hip joint torques. 
Simulations with this implemented device reduced running 
effort by more than 7%. 
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BIOMECHANICALLY-ASSISTIVE GARMENT OFFLOADS LOW BACK DURING LEANING AND LIFTING 
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INTRODUCTION  
Low back pain is the leading cause of limited physical 
activity, affecting 80-85% of adults in their lifetime [1]. 
Development of low back pain can result from elevated, 
prolonged and/or repetitive forces on the spine, which 
commonly occur during daily activities such as leaning and 
lifting. Wearable assistive devices (e.g., exoskeletons) are 
emerging as a potential means of mitigating low back injury 
risks and associated pain, by offloading the lumbar spine. 
The majority of these exoskeletal devices have bulky form-
factors (designed for use in industrial settings), but are 
impractical for daily use at home or in other business, social 
or clinical settings. An appealing, low-profile alternative 
may be to adapt clothing by embedding structures that assist 
movement biomechanics. These structures could be entirely 
passive (springs), quasi-passive (clutchable springs), or 
active (actuated); where both quasi-passive and active might 
be controlled via feedback from wearable sensors. The 
purpose of this initial study was to investigate the degree to 
which a biomechanically-assistive garment could passively 
offload lumbar muscles and discs during leaning and lifting. 

METHODS 
We developed a biomechanically-assistive garment 
prototype that passively assists lumbar extension during 
leaning and lifting, and is sufficiently low-profile to be worn 
as (or under) clothing. We then tested 7 healthy subjects 
performing leaning and lifting tasks with vs. without the 
prototype to assess its effect on lumbar muscle activity, 
which was used as an indicator of biological tissue loading. 
The prototype consists of an upper-body interface (shirt), a 
lower-body interface (shorts), and elastic bands which run 
along the back, connecting the upper and lower interfaces 
(Fig. 1A). As the user leans forward, the elastic bands 
stretch, providing a lumbar extension moment, which 
reduces moments required by the muscles. Because the 
elastic bands act with larger moment arms about the spine 
(than muscles), they provide equivalent extensor moments 
with smaller force magnitudes, resulting in reduced 
compressive forces on the spine. Subjects performed 10 
trials: (3 leaning angles + 2 lifting weights) x (2 conditions, 
i.e., with and without the prototype), while we recorded 
kinematics, force and electromyography (EMG) data. Each 
subject gave informed consent prior to participation. 
Subjects leaned forward to a pre-determined angle (30°, 60°, 
90°) for 30 seconds while holding a 4.5 kg weight to their 
sternum. Subjects then lifted a weight (12.7 or 24 kg) using 
a squat posture. Mean and peak EMG were the main 
outcomes for the leaning and lifting trials, respectively. 
Intersubject means and standard deviations were computed. 
T-tests were performed to assess significance (alpha = 0.05). 

RESULTS AND DISCUSSION 
Wearing the prototype during leaning and lifting tasks 
reduced erector spinae EMG activity (Fig. 1B). Mean EMG 
was reduced by 15% ± 19% (p=0.07), 27% ± 10% (p=0.001) 
and 43% ± 33% (p=0.02) for the 30°, 60° and 90° leaning 

conditions, respectively (Fig. 1C). Peak EMG was reduced 
by 10% ± 22% (p=0.12) and 11% ± 22% (p=0.07) for the 
12.7 kg and 24 kg lifting trials, respectively.  

These EMG reductions suggest that the prototype reduced 
lumbar muscle forces. Since these muscle forces constitute 
the majority of compressive force on the lumbar spine [2], 
these findings suggest that lumbar disc loading may also be 
reduced. These results demonstrate the feasibility of 
biomechanically-assistive garments to reduce lumbar muscle 
and disc loading, which may help mitigate overuse and/or 
overloading risks that can lead to low back injury and pain. 
Future prototypes will integrate quasi-passive structures and 
wearable sensors in order to control the magnitude and 
timing of assistance. 

CONCLUSIONS 
We found that passive, biomechanically-assistive garments 
are capable of offloading low back muscles, and potentially 
discs, during leaning and lifting, which may reduce force-
induced injury risks. 
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Figure 1: (A) Wearable prototype. (B) Representative 
EMG vs. time plot for leaning. (C) Mean erector spinae 
EMG was reduced during leaning With (blue) vs. Without 
(green) the biomechanically-assistive garment prototype. 
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INTRODUCTION  
The measurement of human kinematics is fundamental in 
rehabilitation, training, and injury prevention. Inertial 
Measurement Units (IMUs) are a promising and less 
resource-demanding alternative to stereophotogrammetry 
motion capture systems. However, their use is still limited 
because of the inaccuracies in the estimation of joint angles. 
A possible source of error is the use of simplified 
anatomical models that do not correctly reflect the real 
kinematics of human joints. Also, orientations calculated 
from IMUs are often directly applied to the model segments 
in a direct kinematics fashion [1], which can be susceptible 
to noise and errors in IMU placement and registration. 
Alternatively, inverse kinematics (IK) algorithms use a 
global optimization to estimate joint angles and overcome 
the major limitations of direct kinematics [2]. However, IK 
is commonly used to track the three-dimensional (3D) 
position of markers [2], and its potential in tracking 3D 
orientations from IMUs to estimate human kinematics is 
largely unexplored.  

OpenSim [3] is a popular open-source software for 
biomechanical analysis that permits using realistic 
representations of joint kinematics and personalized 
musculoskeletal anatomy [4]. This study is (1) developing 
an OpenSim plugin to estimate joint angles in the lower 
limbs by solving IK from 3D orientation provided from 
IMUs, and (2) evaluating the proposed method by 
comparing orientation-based and marker-based IK estimates 
of joint angles during gait in the lower limbs. 

METHODS 
A single healthy subject was recruited for this study. Eight 
IMUs (Noraxon, Scottsdale, AZ, US) were placed each on a 
single body segment (thorax, pelvis, thighs, shanks, and 
feet). Reflective markers were placed on the subject’s bony 
landmarks and rigid clusters of 3 markers were attached to 
each IMU. A 12-camera motion capture system (Vicon, 
Oxford, UK) was used to collect marker trajectories through 
Vicon Nexus (v. 2.3), while IMU orientations were acquired 
through Noraxon myoRESEARCH (v. 3.8) software and 
exported as quaternions. Marker and IMU data were 
synchronously collected via a common trigger signal, and 
sampled at 200Hz and 100Hz, respectively. 

The standard OpenSim gait2392 model was scaled to match 
subject’s anthropometry using bony landmark markers from 
a static pose trial. Position and orientation of IMUs were 
registered to the model using the data from the marker 
clusters. IMU orientation-based IK [5] was implemented in 
an OpenSim plugin in which a global optimization 
calculates joint angles minimizing errors between 
experimental IMUs and virtual IMUs placed on OpenSim 
model. 

Hip and knee flexion-extension, and ankle plantar-
dorsiflexion angles were estimated for seven gait cycles 
using both IMU orientation-based and marker-based IK and 
then time normalized to the gait cycle. Root Mean Squared 
Error (RMSE) and coefficient of determination (R2) were 
used to compare the results. Averages and standard 
deviation (SD) were reported in a plot as time-series. 

RESULTS AND DISCUSSION 
Sagittal plane joint angle estimates from IMU orientation-
based and marker-based IK showed good agreement (Figure 
1), with RMSE±SD of 4.34±0.56 deg for hip, 6.18±1.62 deg 
for knee, and 4.29±1.11 deg for ankle; and with R2±SD of 
0.93±0.03 for both hip and knee, and 0.75±0.08 for the 
ankle. Further investigations are required to assess the IMU 
orientation-based IK in other planes of motion and during 
different tasks. Also, more care in avoiding magnetic 
interference during data collection (i.e. force platforms) will 
potentially improve the quality of the results. 

Figure 1: Joint angles: marker-based IK (blue) and IMU 
orientation-based IK (red) averages. Standard deviations are 
shown as shaded bands. 

CONCLUSIONS 
During gait, sagittal plane joint angles estimated via the 
IMU orientation-based IK OpenSim plugin closely matched 
results from marker-based IK. While further validation is 
needed, these results could lead to exciting and innovative 
out-of-the-laboratory applications.  
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PREPARATORY TRUNK ANGULAR MOMENTUM PREDICTS ACL INJURY RISK DURING SIDESTEPPING 
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INTRODUCTION  
Simulation research has shown that lateral positioning of the 
whole-body center of mass is an important factor influencing 
peak knee valgus moments (PKVM) and associated anterior 
cruciate ligament (ACL) injury risk, during unplanned 
sidestepping [1]. The trunk is the heaviest body segment, 
with the greatest individual-segment impact on whole-body 
center of mass. Experimental research has observed 
associations between weight acceptance (WA) trunk 
kinematics and ACL injury risk [2], which is important given 
peak injury risk occurs during WA [1]. However, there is at 
least a 25ms electromechanical delay in muscle force 
production [3], limiting the opportunity for the 
neuromuscular system to modulate trunk position within the 
WA time frame (20-30ms). It is probable that preparatory 
trunk segment mechanics during the flight phase prior to 
WA, influences subsequent WA kinematics and ACL injury 
risk. The aim of the current study was to investigate the 
influence of preparatory trunk angular momentum (HT) on 
PKVM during the WA phase of unplanned sidestepping. It is 
hypothesized that multi-planar preparatory HT will predict 
PKVM during WA.  

METHODS 
Eighteen male participants (22±5yrs, 1.85±0.06m, 
80±10.0kg) completed an established unplanned sidestepping 
protocol [1]. Kinematic and kinetic data were collected as 
part of another study [1], and low pass filtered at 14Hz. A 
participant specific skeletal model [1] and anthropometric 
segment inertial parameters [4] were used to estimate 16 
body segments and whole-body center of mass position. 
PKVM during WA were calculated via inverse dynamic 
procedures [2] and normalized to participant mass and height 
(kg.m). Segmental angular momentum (Hseg) was calculated 
about the whole-body center of mass for the head, thorax, 
middle torso and lower torso segments during the flight phase 
(toe-off to one frame before landing) prior to WA: 

Hseg = (CMseg – CMWB) × mseg (Vseg – VWB) + Isegωseg (1) 

Where seg refers to the segment, WB to whole-body, CM to 
center of mass, m to mass, V to velocity, I to moment of 
inertia and ω to angular velocity.  HT was calculated by 
summing the angular momentum of the head, thorax, middle 
torso and lower torso segments and normalized to participant 
mass, height and approach velocity (kg.m2.s). 

Using 80% of the trials (n=49) a linear mixed model was 
implemented to predict PKVM from three-dimensional 
preparatory HT. Participants were modelled as random 
factors to account for within-subject variability. Independent 
variables were mean single plane HT (frontal, sagittal and 
transverse), and were removed from the model manually in 
order of highest p value until all remaining independent 
variables were significant (α=0.05). The regression model 
was externally validated against the remaining 20% of the 

trials (n=12) using a paired samples t-test and Cohen’s d 
effect size to compare predicted vs measured PKVM. 

RESULTS AND DISCUSSION 
Sagittal plane HT did not significantly correlate with PKVM 
(p≥0.05), and was removed from the model. Significant 
correlations were found between frontal, and transverse plane 
HT, and PKVM (Table 1). The regression equation was 
deemed capable of predicting PKVM as there was no 
significant difference (p≥0.05) between predicted (0.63±0.21) 
and measured (0.65±0.29) moments, with differences shown 
to be small in effect size (d=0.10). This observation suggests 
that multi-planar HT were capable of predicting PKVM and 
ACL injury risk during unplanned sidestepping.  

Table 1: Parameter coefficients (β) and standard error (SE) 
for significant HT predictors of PKVM. 
Parameters β SE   p 
Intercept 
Frontal HT 

Transverse HT 

  0.57 
-177.37 
 461.93 

    0.07 
  46.38 
137.86 

<.001 
<.001 
   .002 

Increases in frontal HT (e.g. momentum acting to laterally 
flex the trunk towards the change of direction) were 
negatively correlated with PKVM. This is in agreement with 
experimental research which reported increased PKVM with 
increased peak lateral trunk flexion away from the change of 
direction during WA [2]. Increases in transverse HT (e.g. 
momentum acting to rotate the trunk towards the intended 
change of direction) were positively associated with PKVM. 
It is possible that preparatory HT in the transverse plane 
requires an athlete to adopt kinematic postures during WA, 
such as a wide lateral foot placement [2], that are associated 
with high PKVM. This rationale is currently speculative and 
is being investigated within a larger sample size (n=40).  

CONCLUSIONS 
The current study has established a link between preparatory 
HT and PKVM during the WA phase of unplanned 
sidestepping. These findings provide a rationale to 
investigate how an athlete’s preparatory mechanics 
influences ACL injury risk during non-contact movement. 
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INTRODUCTION  
Multicellular dynamics have a key role in determining the 
macroscopic behaviors of living tissues during development, 
homeostasis, and disease. Especially, based on chemical 
regulatory pathways, autonomous tissue dynamics emerge 
from the integration of various cell mechanical behaviors in 
three-dimensional (3D) space, such as cell deformation, 
movement, division, and apoptosis. Typical examples of 3D 
multicellular dynamics are the epithelial deformation in 
morphogenesis, the collective cell migration in cancer 
metastasis, and the regeneration of high-order tissue 
structures. However, while such 3D multicellular dynamics 
is fundamental to general soft tissue dynamics, little is about 
how individual cell behaviors are spatiotemporally 
coordinated across the macroscopic tissue dynamics. To 
investigate general multicellular dynamics, we developed a 
versatile mathematical model for simulating 3D 
multicellular dynamics based on the 3D vertex model 
framework1-7. 

METHODS 
In the 3D vertex model, an individual cell shape is 
represented by a polyhedron comprising the arbitrary 
number of polygons. Each polygon expresses the boundary 
face between neighboring cells, and comprises the arbitrary 
numbers of vertices and edges. Since all polygons are shared 
by neighboring polyhedrons, all vertices and edges compose 
a single network that expresses the entire structure of a 3D 
cell aggregate (Fig. 1).  

In the network, as a topological constraint, each vertex 
is connected to exactly four edges, by which each vertex 
coordinate corresponds to a meeting point of exactly six 
boundary faces. Moreover, the topology of the network and 
the numbers of vertices and edges are dynamically 
rearranged to express the changes in the configuration and 
number of cells. 

RESULTS AND DISCUSSION 
The model enables to express the entire degree of freedom 
of multicellular kinetics at the single cell level, i.e., cell 
deformation, rearrangement7, division6, and death1 in 3D 
space. Moreover, the model expresses active and passive 
mechanical behaviors of individual cells such as cell 
viscoelasticity and active force generation4. Furthermore, by 
coupling intercellular molecular signaling with cell 
mechanical behaviors, the model successfully expresses the 
coupling phenomena of mechanical deformation and 
chemical patterning3. Computational simulations using the 
model provided quantitative predictions of 3D multicellular 
dynamics at the single cell level. Several studies have 
demonstrated the applicability and usefulness of this model 
for analyzing general multicellular tissue mechanics, such as 
epithelial deformation and collective cell migration. 

CONCLUSIONS 
This study focuses on understanding the self-organizing 
mechanisms of living tissues in the processes of 
development, homeostasis, and disease. To investigate well-
organized dynamics of multicellular tissues in the living 
body, we developed a powerful mathematical tool to analyze 
dynamics of general multicellular tissues, and revealed the 
regulation mechanisms of the autonomous processes of 
organogenesis. This work will contribute to the multiscale 
biomechanics of tissue dynamics by bridging the mechanical 
hierarchy of structures and functions ranging from the 
microscopic cellular level to the macroscopic organ level. 

REFERENCES 
1. Okuda, et al, "Modeling cell apoptosis for simulating

three-dimensional multicellular morphogenesis based on
a reversible network reconnection framework," Biomech
Model Mechanobiol 15(4): 805-816 (2016)

2. Okuda, et al, “Three-dimensional vertex model for
simulating multicellular morphogenesis”, Biophys
Physicobiol 12: 13-20 (2015).

3. Okuda, et al, "Coupling intercellular molecular signaling
with multicellular deformation for simulating 3D tissue
morphogenesis," Roy Soc Int Focus 5: 20140095 (2015)

4. Okuda, et al, "Vertex dynamics simulations of viscosity-
dependent deformation during tissue morphogenesis,"
Biomech Model Mechanobiol 14(2), 413-425 (2015)

5. Okuda, et al, "Apical contractility in growing epithelium
supports robust maintenance of smooth curvatures
against cell-division-induced mechanical disturbance," J
Biomech 46(10): 1705-1713 (2013)

6. Okuda, et al, "Modeling cell proliferation for simulating
three-dimensional tissue morphogenesis based on a
reversible network reconnection framework," Biomech
Model Mechanobiol 12(5): 987-996 (2013)

7. Okuda, et al, "Reversible network reconnection model
for simulating large deformation during dynamic tissue
morphogenesis," Biomech Model Mechanobiol 12(4):
627-644 (2013)

Fig. 1: 3D Vertex Model for Simulating 3D 
Multicellular Dynamics 
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INTRODUCTION  
Cells in the epithelial tissue are physically organized by the 
formation of cell-matrix and cell-cell adhesions. The later 
are mediated by the calcium-dependent cell adhesion 
receptor called E-cadherin (E-cad), and are required for 
development1-4, while a loss of these adhesions is associated 
with cancer development and metastasis.5 E-cad is a 
multidomain protein wherein the extracellular domain 
(ECD) forms the adhesive homotypic interaction while the 
intracellular domain (ICD) interacts with the cytosolic β- 
and α-catenin as well as the actin cytoskeleton.2-4,6-9 A force-
dependent conformational change in α-catenin allows 
sensing of mechanical tension in the tissue.10-16 Here we 
study the mechanism of cell-cell adhesion formation and 
mechanical signaling using hybrid live cell-supported lipid 
bilayer assays, which has been successfully utilized in 
dissecting adhesion and signaling by a number of other 
receptors including the T-cell receptor17-19, the EphA2 
tyrosine kinase20,21 and integrin receptor22-24. 

METHODS 
Adhesion formed by MKN28 epithelial cells on supported 
lipid bilayers functionalized with fluorescently labeled E-
cad-ECD was monitored by epi-fluorescence microscopy 
while cell-bilayer contact was imaged by Reflection 
Interference Contrast Microscopy (RICM). Activation of α-
catenin was determined by the staining of cells with a 
conformationally sensitive antibody, α18, which binds 
specifically to the active conformation.12 E-cad clusters were 
physically manipulated by creating nanoscale features on the 
substrate using nanolithography.17-21,25 

RESULTS AND DISCUSSION 
Interaction of cells with the E-cad-ECD functionalized 
bilayer resulted in an enrichment of the protein on the 
bilayer. However, very few cells formed adhesion on fluid 
supported lipid bilayers while they did so readily on viscous 
bilayers suggesting a step of kinetic nucleation in the 
process of E-cad clustering. Cells formed micron-scale 
clusters of E-cad by extending and retracting filopodia on 
the bilayer surface.26 Staining of cells adhering to bilayers 
with the α18, either in control or in low acto-myosin tension 
condition, showed the presence of activated α-catenin in 
both conditions. On the other hand, a restriction of E-cad 

clustering by creating physical barriers on the substrate 
revealed that α-catenin is activated during the micron-scale 
clustering of E-cad. These suggest that micron-scale 
clustering induced activation of α-catenin is sustained in the 
absence acto-myosin tension.27 

CONCLUSIONS 
Filopodia retraction-mediated clustering of E-cad involves a 
step of kinetic nucleation, and is associated with a sustained 
activation of α-catenin.1,26,27 
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INTRODUCTION  
  We have been developing a computational biomechanics 
especially on cellular scale physiological flow problems [1-
4]. In cellular scale, fluid motions are typically dominant by 
the viscous effect, not by the inertia, and the flows can be 
assumed as the Stokes flow. To solve Stokes flow problems, 
we used a boundary element method (BEM) because BEM 
can explicitly treat viscous stress jump across cell 
membrane and it shows high accuracy with reasonable mesh 
size and time step. In this paper, we briefly review our 
recent work of cellular scale physiological flow problems 
solved by a BEM. 

METHODS 
  Assume that fluid flow is governed by the Stokes flow. 
Flow field around cells can be expressed by the following 
boundary integral equation: 

v  
1

8
J qdS 


8

v T ndS , (1) 

where  is the viscosity of extracellular fluid,  is the 
viscosity ratio of inner cytoplasm and outer fluid, S is the 
surface of cell membrane, n is the outward unit normal 
vector on the surface, and J and T are single- and double-
layer potentials of the Green’s function, respectively. The 
surface load q is given by the membrane mechanics. The 
membrane is modeled by a hyper-elastic material and the 
equilibrium equation is solved by a finite element method. 
Once the surface load q is given, equation (1) is solved by a 
BEM. 

RESULTS AND DISCUSSION 
  We first investigated single red blood cell (RBC) motions 
flowing through a thin micro-pore (Fig.1a).  The resulting 
RBC deformation towards the flow direction is suppressed 
by increased cytoplasm viscosity, while the gap between the 
membrane and solid wall becomes smaller with the 
cytoplasm viscosity. We analyzed transit time and found 
that the nondimensional transit time increases nonlinearly 
with respect to the viscosity ratio, whereas it is invariant to 
the membrane elasticity. These results will be useful for 
designing a microfluidic device to measure cytoplasmic 
viscosity. 
  We next investigated hydrodynamic interactions of RBCs 
(Fig.1b). The hydrodynamic interaction induces self-
diffusion of RBCs even without Brownian motions. We 
analyzed flow-induced RBC diffusion by calculating the 
pairwise interactions between RBCs in simple shear flow. 
The shear-induced RBC diffusion is significantly 
anisotropic and the diffusivity monotonically decreases with 
the viscosity ratio of inner and outer liquids. The scaling 

argument also suggests that the diffusivity is proportional to 
the shear rate and haematocrit in a semi-dilute environment. 
  We also investigated sperm cell swimming in a fluid flow 
(Fig.1c). When a sperm cell swims in a shear flow, it can 
hydrodynamically change its swimming direction, allowing 
it to swim upwards against the flow. Which suggests that the 
upward swimming of sperm cells can be explained using 
fluid mechanics. Mammalian sperm cells must swim against 
the flow in the oviduct to find the egg cell. Thus such 
upward swimming is important for the fertilization process.  

Fig.1 Computational results of cellular flows (a) single RBC 
flowing through a thin micro-pore (b) hydrodynamic 
interactions of RBCs in a semi-dilute suspension (c) 
upstream swimming of a sperm cell in shear flow near a 
boundary wall. 

CONCLUSIONS 
  In this study, we have developed a computational 
biomechanics on red cell suspensions and swimming of a 
sperm cell. Our findings would be helpful for better 
understanding of cellular mechanics and utilizing micro 
fluidic devices. We expect to develop a model that can 
express biological functions based on mechanics by 
integrating cellular and macroscopic biomechanics in the 
near future. 
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INTRODUCTION 
The cancellous bone is organized into a three-dimensional 
network of single trabeculae, and its strength depends on the 
network. The elastic modulus, strength, and nanostructure of 
single trabeculae are important factors in determining the 
strength of the cancellous bone. Accordingly, a single 
trabecula must be investigated to further understand the 
impact of aging, osteoporosis, and medicines on the risk of 
fracture of the cancellous bone. However, few studies have 
executed measurements of the elastic modulus on a single 
trabecula because of the technically challenges such studies 
present. Furthermore, the nanostructural effects on the 
mechanical properties of a single trabecula have not been 
elucidated, although various studies have been conducted on 
multiscale mechanical characterization in the cortical bone 
[1]. Thus, this study aimed to elucidate the elastic modulus 
of a single trabecula and the nanostructural effects on its 
mechanical properties. 

METHODS 
First, we investigated the elastic modulus of relatively large 
trabeculae by tensile tests and assessed the nanostructural 
effects at the hydroxyapatite (HAp) crystal scale on the 
elastic modulus by X-ray diffraction (XRD) techniques [2]. 
In this study, 18 trabeculae (at least 3 mm in length) were 
dissected from the edges of the cancellous bone in the 
proximal epiphysis of 3 adult bovine femurs. The specimens 
were fixed to thin metal jigs using superglue, and the tensile 
tests were conducted using a small tensile testing device 
under optical microscopic observation. Second, the 
specimens were perpendicularly irradiated with collimated 
characteristic X-rays of Mo-Kα and an XRD pattern was 
detected using an X-ray imaging plate to investigate the c-
axis orientation of the crystals within a single trabecula and 
the degree of crystal orientation, evaluated as <cos2β> [1]. 
To investigate the deformation behavior of the crystals 
under the loadings, tensile tests were also conducted during 
XRD measurements. The HAp crystal strain εH in the 
longitudinal direction was calculated at each loading 
condition. Furthermore, energy-dispersive X-ray 
spectroscopy was performed on the cross-section of the 
specimens to evaluate the mineral content. 

Although such tensile tests are suitable for the observation 
of the crystal deformation behavior, it is rather difficult to 
completely isolate, fix, and examine small bone specimens. 
While three-point bending tests do not require fixation of the 
specimen to a jig with a resin or glue, the tests generally 
require complete isolation of the specimen, deflection 
measurements at high resolution, and very precise loading. 
Therefore demonstrate a novel experimental method to 
investigate the elastic properties of a single trabecula on the 
basis of cantilever bending [3]. The micro-cantilever 
bending (MCB) test does not require a specimen to be 
isolated completely from the cancellous bone, and the 
specimen can be fixed easily during the test. A total of 10 
rod-like trabeculae (1.12 ± 0.17 mm in length) inside the 
cancellous bone were dissected from the proximal epiphysis 

of an adult bovine femur. A specific single trabecula was 
isolated while keeping one extremity connected to the 
cancellous bone. The specimen was fixed into a holder 
almost vertically by embedding the cancellous bone portion 
in the epoxy resin. The load was perpendicularly applied to 
the free end. The elastic modulus in the longitudinal 
direction was calculated from the force–deflection 
relationships. The specimen was assumed to be a vertical 
circular cylinder of orthotropic material, and the shear stress 
was considered to be negligible. Then, we evaluated the 
degree of c-axis orientation of the crystals using XRD. 

RESULTS AND DISCUSSION 
The elastic modulus of single trabeculae was 11.5 ± 5.0 GPa 
by tensile tests [2] and 9.1 ± 5.4 GPa by MCB [3]. There 
was no significant difference between them and the values 
were observed to be at 42% of the cortical bone specimens 
taken from a bovine femoral diaphysis [1]. The mineral 
content was significantly smaller than in the cortical bone 
[2]. The c-axis of the HAp crystals aligned in the 
longitudinal direction within a single trabecula and were 
independent of the bone axis [2]; moreover, <cos2β> was 
smaller than the cortical bone [1]. The crystals were linearly 
deformed under tensile loading and the ratio of εH to tissue 
strain (strain ratio) had significant correlation with the 
elastic modulus [2]. However, the mineral content and 
<cos2β> did not vary broadly and did not correlate with the 
elastic modulus, although there were statistical correlations 
in both single trabeculae and cortical bone specimens, 
suggesting that a single trabecula may have a particular 
elastic modulus and nanostructure locally, and the difference 
in the elastic modulus between trabecular and cortical bone 
tissue may depend on the crystal orientation and mineral 
contents. Furthermore, the strain ratio may represent the 
nanostructure of a single trabecula and would determine the 
elastic modulus as well as mineral content and orientation. 
This study demonstrated the differences of the elastic 
modulus and nanostructure between a single trabecula and 
the cortical bone and the relationship between the elastic 
modulus and crystal orientation and deformation. The 
investigation of the effects of the elastic modulus, strength, 
and structure at the trabeculae scale on the strength of the 
cancellous bone is an essential topic to consider in future 
studies. 
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INTRODUCTION 
Chronic obstructive pulmonary disease (COPD) is a 
progressive lung disease that is life threatening. Worldwide 
over 65 million people live with COPD [1] resulting in 3 
million instances of early mortality each year. People with 
COPD have impaired ability to transport oxygen across the 
air-blood barrier between the alveoli and capillaries. During 
walking and activities of daily living (ADLs) muscle work is 
increased. People with COPD may have difficulty meeting 
the oxygen demand required to produce cellular ATP 
energy, find walking tiring and are therefore at increased 
risk of sedentarism, cardiovascular disease and depression. 

In the clinic, lung function is often assessed at rest using a 
spirometer to measure forced expiratory volume in the first 
second (FEV1). The GOLD threshold for moderate versus 
severe COPD is 50% of the predicted FEV1 value based on 
patient demographics [2]. However, in daily-life it is not 
known how activity may influence respiratory responses for 
people with moderate to severe COPD. In this paper we 
used a wearable device to measure the effect of walking on 
respiratory frequency (breaths per minute) both in the clinic 
and during daily-life. Contrasting responses between people 
with different severity of COPD are discussed. 

METHODS 
Ten people with moderate to severe COPD (age 72.3 ± 10.8 
years, BMI 28.2 ± 6.9 and FEV1 41 ± 10 % predicted) gave 
informed consent before being assessed at Prince of Wales 
Hospital (ethical approval HREC 15/325). Physical 
assessments included the six-minute walk test (6MWT), the 
30 second sit-to-stand test (STS) and the upper limb 
endurance exercise test (ULEET), 6 minutes lying and 6 
minutes sitting. During the clinical assessments and for the 
subsequent 35 hours participants wore a Zephyr Bioharness 
(www.zephyranywhere.com). The wearable device included 
a flexible strap located at sternum height that measured 
chest expansions and contractions associated with breathing 
and a triaxial accelerometer that measured activity levels. 

RESULTS AND DISCUSSION 
In the clinic, the type of activity performed had a significant 
effect (p<0.001) on respiratory frequency and intensity 
level. Walking (6MWT) increased the breathing rate most. 

Figure 1: Clinical assessment of intensity level and 
respiratory frequency during different activities. 

As 8 of the 10 participants were below the GOLD 50% 
threshold, a median split (37% FEV1 predicted) was used to 
group people as having ‘Severe’ versus ‘Moderate’ COPD. 

During the 6MWT the Moderate group had significantly 
(p=0.04) greater capacity to increase respiratory frequency 
(↑ 29 ± 10 bpm) than the Severe group (↑ 16 ± 7 bpm). 

Figure 2: Increased breathing rate during the 6MWT. 

In daily-life, no difference was observed in the time the 
device was worn between the Moderate (32.3 ± 2.4 hours) 
and Severe (33.1 ± 1.6 hours) groups. The Moderate group 
spent a significantly (p=0.04) greater proportion of time 
being active (23 ± 5 %) than the Severe group (17 ± 3 %). 
This indicates that the Moderate group may have been 
relatively less affected by COPD during ADLs. 

Both groups spent a similar proportion of time (3 ± 2 %) 
engaging in high intensity (HI) ADLs (≥ 0.02 ms-2). 
However, respiratory frequency in the Severe group (26.2 ± 
3.9 bpm) was significantly higher (p=0.008) than the 
Moderate group (17.4 ± 3.8 bpm). This indicates that for the 
Severe group the respiratory systems may have had to work 
harder to meet oxygen demand during ADLs. 

Clinical vs daily-life respiratory response. A significant 
interaction between HI ADLs, the 6MWT and COPD 
severity was observed (2-way ANOVA p=0.01). For the 
Moderate group, breathing rate was significantly higher 
(p=0.008) during the 6MWT (42.4 ± 11.0 bpm) compared to 
HI ADLs (17.4 ± 3.8 bpm). However, for the Severe group, 
the smaller difference in breathing rate between the 6MWT 
(35.0 ± 4.9 bpm) and HI ADLs (26.2 ± 4.0 bpm) did not 
reach significance. This indicates that the Severe group may 
have been at greater risk of exceeding respiratory capacity 
during ADLs than the Moderate group. 

CONCLUSIONS 
The remote assessments revealed differences in respiratory 
responses during exercise for people with Moderate versus 
Severe COPD. The clinical and daily assessments provided 
complementary information that may be useful to prevent 
future hospitalizations. Lager studies are now required. 
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